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Abstract. We present a new method for solving total variation (TV) minimization problems in image restoration. The main idea is to remove some of the singularity caused by the non-differentiability of the quantity $|\nabla u|$ in the definition of the TV-norm before we apply a linearization technique such as Newton's method. This is accomplished by introducing an additional variable for the flux quantity appearing in the gradient of the objective function. Our method can be viewed as a primal-dual method as proposed by Conn and Overton [8] and Andersen [3] for the minimization of a sum of Euclidean norms. Experimental results show that the new method has much improved global convergence behaviour than the primal Newton's method.

1. Introduction. During some phases of the manipulation of an image some random noise and blurring is usually introduced. The presence of this noise and blurring makes difficult and inaccurate the latter phases of the image processing.

The algorithms for noise removal and deblurring have been mainly based on least squares. The output of these $L^2$-based algorithms will be a continuous function, which cannot obviously be a good approximation to our original image if it contains edges. To overcome this difficulty a technique based on the minimization of the Total Variation norm subject to some noise constraints is proposed in [14], where it is also proposed a time marching scheme to solve the associated Euler-Lagrange equations. Since this method can be slow due to stability constraints in the time step size, a number of alternative methods have been proposed, [17], [7], [11].

One of the difficulties of solving the Euler-Lagrange equations is the presence of a highly nonlinear and non-differentiable term, which causes convergence difficulties for Newton method even when combined with a globalization technique such as a line search. The idea of our new algorithm is to remove some of the singularity caused by the non-differentiability of the objective function before we apply a linearization technique such as Newton's method. This is accomplished by introducing an additional variable for the flux quantity appearing in the gradient of the objective function, which can be interpreted as the unit normal to the level sets of the image function. Our method can be viewed as a primal-dual method as proposed by Conn and Overton [8] and Andersen [3] for the minimization of a sum of Euclidean norms. Experimental results show that the new method has much improved global convergence behaviour than
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the primal Newton's method. It is hoped that the new approach can be applied to other geometry-based PDE methods in image restoration, such as anisotropic diffusion [13], affine invariant flows [15] and mean curvature flows [2], since the same singularity caused by $|\nabla u|$ occurs in these methods as well.

The organization of this paper is as follows: in section 2 we introduce the problem, the nonlinear equations associated to it and discuss how to solve them. In section 3 we discuss a linearization technique based on introducing an auxiliary flux variable. In section 4 we introduce the constrained formulation for the problem and consider two variants of Newton method for solving the first order conditions. Finally, in section 5 we present some numerical results.

2. Total Variation Regularization. An image can be interpreted as either a real function defined on a bounded and open domain of $\mathbb{R}^2$, $\Omega$, (for simplicity we will assume $\Omega$ to be a rectangle henceforth) or as a suitable discretization of this continuous image. The notation $||u||$ ($u \in L^2(\Omega)$) stands for the 2-norm of the function $u$, $||u|| = (\int_\Omega u^2 \, dx \, dy)^{\frac{1}{2}}$, $|u|$ ($u = (u_1, \ldots, u_d)$ a vector function) denotes the function $(\sum_i u_i^2)^{\frac{1}{2}}$ and $||y||$ ($y \in \mathbb{R}^m$) denotes the 2-norm of the vector $y$.

Our interest is to restore an image which is contaminated with noise and/or blur. The restoration process should recover the edges of the image. Let us denote by $u_0$ the observed image and $u$ the real image. The model of degradation we assume is $Ku + n = u_0$, where $n$ is a Gaussian white noise, of which we assume to know its level measured in the 2-norm, and $K$ is a (known) linear operator, the blur operator (usually a convolution operator).

In general, the problem $Ku = z$, with $K$ a compact operator, is ill-posed, so it is not worth solving this equation (or a discretization of it), for the data is assumed to be inexact, and the solution would be highly oscillatory. But if we impose a certain regularity condition on the solution $u$, then the method becomes stable. We can consider two techniques of regularization: Tikhonov regularization and noise level constrained problem. We follow in this paper the constrained formulation. This turns our problem into

$$\min_u R(u)$$
subject to $||Ku - u_0|| = \sigma$,

where $R$ is a certain functional which measures the irregularity of $u$ in a certain sense. For example, $R(u) = ||u||, ||u - u_0||, ||\nabla u||$. The drawback of using these functionals is that they do not allow discontinuities in the solution, and since we are interested in recovering features of the image, they are not suitable for our purposes.

In [14], it is proposed to use as regularization functional the so-called Total Variation norm or TV-norm:

$$TV(u) = \int_\Omega |\nabla u| \, dx \, dy = \int_\Omega \sqrt{u_x^2 + u_y^2} \, dx \, dy.$$

The solution to the previous problem for $R = TV$ can have discontinuities, thus allowing us to recover the edges of the original image. For this functional the problem can be written as

$$\min_u \int_\Omega \sqrt{u_x^2 + u_y^2} \, dx \, dy$$
subject to $||Ku - u_0|| = \sigma$.

(1)
The Euler-Lagrange equation for this problem using Neumann boundary conditions is

\[ 0 = -\nabla \cdot \left( \frac{\nabla u}{|\nabla u|} \right) + \lambda K^*(K u - u_0). \]  

This equation is degenerate due to the presence of the term \(1/|\nabla u|\). To overcome this difficulty we slightly perturb the Total Variation norm functional to become

\[ \sqrt{|\nabla u|^2 + \beta} \]

where \(\beta\) is a small positive parameter, so now the problem is

\[ \min_u \int_\Omega \sqrt{u_x^2 + u_y^2 + \beta} \, dx \, dy \]

subject to \(\|K u - u_0\| = \sigma\).

and the equation is:

\[ 0 = -\nabla \cdot \left( \frac{\nabla u}{\sqrt{|\nabla u|^2 + \beta}} \right) + \lambda K^*(K u - u_0). \]

The main difficulty that this equation poses is the linearization of the highly nonlinear term \(-\nabla \cdot \left( \frac{\nabla u}{\sqrt{|\nabla u|^2 + \beta}} \right)\).

A number of methods have been proposed to solve this problem. L. Rudin, S. Osher and E. Fatemi [14] have used a time marching scheme to reach the steady state of

\[ u_t = \nabla \cdot \left( \frac{\nabla u}{\sqrt{|\nabla u|^2 + \beta}} \right) - \lambda K^*(K u - u_0) \]

If the noise constraints are satisfied at each step then this method is equivalent to Rosen's projected gradient method, which can be slowly convergent, due to stability constraints. C. Vogel and M. Oman [17] have used the following fixed point iteration to solve the Euler-Lagrange equation

\[ -\nabla \cdot \left( \frac{\nabla u^{k+1}}{\sqrt{|\nabla u^{k+1}|^2 + \beta}} \right) + \lambda K^*(K u^{k+1} - u_0) = 0. \]

This method is robust but linearly convergent.

Due to the presence of the highly nonlinear term \(-\nabla \cdot \left( \frac{\nabla u}{\sqrt{|\nabla u|^2 + \beta}} \right)\), Newton method does not work satisfactorily, in the sense that its domain of convergence is small. This is especially true if the regularizing parameter \(\beta\) is small. On the other hand, if \(\beta\) is relatively large then this term is well behaved. So it is natural to use a continuation procedure starting with a large value of \(\beta\) and gradually reducing it to the desired value. T. Chan, R. Chan and H. Zhou proposed in [7] such an approach, a continuation algorithm based on Newton's iteration to solve equation (5). Although this method is locally quadratically convergent, the continuation step can be difficult to control.
<table>
<thead>
<tr>
<th>$x_0 \backslash \beta$</th>
<th>$10^{-1}$</th>
<th>$10^{-2}$</th>
<th>$10^{-3}$</th>
<th>$10^{-4}$</th>
<th>$10^{-5}$</th>
<th>$10^{-1}$</th>
<th>$10^{-2}$</th>
<th>$10^{-3}$</th>
<th>$10^{-4}$</th>
<th>$10^{-5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>*</td>
<td>9</td>
<td>6</td>
<td>6</td>
<td>*</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>*</td>
<td>8</td>
<td>4</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>6</td>
<td>10</td>
<td>7</td>
<td>5</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>7</td>
<td>9</td>
<td>6</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>3</td>
<td>4</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>5</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>

**Table 1**

*Comparison of the number of iterations required by Newton method to solve $f(x) = 0$ and $g(x) = 0$, for $a = 0.9999$, different $\beta$ (horizontally) and different initial guesses $x_0$ (vertically). A * means that the corresponding iteration has failed to converge.*

3. **Linearization based on the flux variable.** We propose here a better technique to linearize the term $\nabla \cdot \left( \frac{\nabla u}{|\nabla u|} \right)$. This technique bears some similarity to techniques from primal-dual optimization methods and gives a better global convergence behavior than that of the usual Newton continuation method applied to this problem.

The method is based on the following simple observation. While the singularity and non-differentiability of the term $w = \nabla u/|\nabla u|$ is the source of the numerical problems, $|w|$ itself is smooth because it is in fact the unit normal vector to the level sets of $u$. The numerical difficulties arise only because we linearize it in the wrong way.

The idea of the new method is to introduce

$$ w = \frac{\nabla u}{\sqrt{|\nabla u|^2 + \beta}} $$

as a new variable and replace (5) by the following system of nonlinear partial differential equations:

$$ -\nabla \cdot w + \lambda K^*(Ku - u_0) = 0 $$

(6)

$$ w\sqrt{|\nabla u|^2 + \beta} - \nabla u = 0. $$

We can then linearized this $(u, w)$ system by Newton’s method, for example. This approach is similar to the technique of introducing a flux variable in the mixed finite element method of [4].

The hope is that the $(u, w)$ is somehow better behaved than the $u$ system. Although at this point we do not have a theory to support this. One is of course the numerical results that we will present later in this paper. What we do now is to give a scalar example that can explain the better convergence behavior of the flux variable approach compared to the standard one. We compare Newton method applied to the equivalent equations $f(x) = a - \frac{\xi}{\sqrt{x^2 + \beta}} = 0$, which resembles $w - \frac{\nabla u}{\sqrt{|\nabla u|^2 + \beta}} = 0$,

and to $g(x) = a\sqrt{x^2 + \beta} - x = 0$, which resembles $w\sqrt{|\nabla u|^2 + \beta} - \nabla u = 0$ where $a \approx 1$, $\beta \approx 0$. In Fig 1 we can see that the graph of $f$ is close to be horizontal in almost all the $x$-axis, whereas the graph of $g$ resembles a relatively non horizontal line in almost all the $x$-axis. The results of Newton method applied to both systems with different initial guesses shown in Table 1 suggest that the domain of convergence of $g$ is much bigger than that of $f$. 

4
4. The Discrete Constrained Formulation. The techniques described in this section also apply to the Tikhonov regularization approach for this problem, [17], [7]. Here we treat the more general constrained case.

The images \( u \) (resp. \( u_0 \)) are assumed to be discretized in \( m = mh \times mw \) (\( mh \), horizontal size, \( mw \), vertical size) square pixels of dimension \( h \times h \) which we order row wise in a vector \( y \) (resp. \( y_0 \)). We use forward differences with Neumann boundary condition for the discretization of \( \nabla u \), and a standard quadrature rule for the discretization of the blurring operator. The discretization of \( (P_\beta) \) we obtain in this way is

\[
\min_y \sum_{i=1}^{m} h^2 \sqrt{\left\| \frac{1}{h} A_i y \right\|^2 + \beta} \\
\text{subject to } \frac{1}{2} \left( h^2 \left\| By - y_0 \right\|^2 - \sigma^2 \right) = 0,
\]

i.e.

\[
(P_\beta) \quad \min_y \sum_{i=1}^{m} \sqrt{\left\| A_i y \right\|^2 + \beta_h} \\
\text{subject to } \frac{1}{2} \left( \left\| By - y_0 \right\|^2 - \sigma_h^2 \right) = 0.
\]

(which is called again \( (P_\beta) \) as no confusion can arise), where \( A_i y = (y_{i+1} - y_i, y_{i+m} - y_i)^T \) for interior pixels and modified accordingly to Neumann boundary conditions for boundary pixels, \( \beta_h = h^2 \beta \), \( B \) is a discretization of the blurring operator \( K \) and \( \sigma_h = \sigma / h \). If no confusion can arise, we will drop the subscript in \( \sigma_h \) and \( \beta_h \).

The problem \( (P_\beta) \) is a convex problem with differentiable objective and constraint functions. So, we can obtain the solution \( y_\beta \) of \( (P_\beta) \) by solving the first order conditions for \( (P_\beta) \). Under mild conditions on \( B \), it can be seen that the solution \( y \) of \( (P_\beta) \) is unique and \( y_\beta \to y \), the solution of \( (P_0) \), as \( \beta \to 0 \), see [1].
4.1. Primal Newton method. The Lagrangian for \( (P_\beta) \) is

\[
\mathcal{L}(y, \lambda) = \sum_{i=1}^{n} (||A_i^T y||^2 + \beta)^{\frac{1}{2}} + \frac{1}{2} \lambda (||By - y_0||^2 - \sigma^2)
\]

and the Karush-Kuhn-Tucker conditions

\[
\begin{align*}
\frac{\partial \mathcal{L}}{\partial y} &= \sum A_i A_i^T y \frac{\eta_i}{\eta_i} + \lambda B^T (By - y_0) = 0 \\
\frac{\partial \mathcal{L}}{\partial \lambda} &= \frac{1}{2} (||By - y_0||^2 - \sigma^2) = 0
\end{align*}
\]

where \( \eta_i = \sqrt{||A_i^T y||^2 + \beta} \) (note that (7) corresponds to a discretization of (5)). If we use Newton method to solve this system then we have to solve at each step the following linear system:

\[
\begin{bmatrix}
C & By - y_0 \\
(By - y_0)^T & 0
\end{bmatrix}
\begin{bmatrix}
\Delta y \\
\Delta \lambda
\end{bmatrix}
= - \begin{bmatrix}
\sum A_i A_i^T y \frac{\eta_i}{\eta_i} + \lambda B^T (By - y_0) \\
\frac{1}{2} (||By - y_0||^2 - \sigma^2)
\end{bmatrix}
\]

where

\[
\begin{align*}
C &= AE^{-1} F A^T + \lambda B^T B \\
A &= \begin{bmatrix} A_1 & \ldots & A_m \end{bmatrix} \\
E &= \text{diag}(\eta_i I_2)_{i=1,\ldots,m} \\
F &= \text{diag}(I_2 - \frac{A_i^T y y^T A_i}{\eta_i^2})_{i=1,\ldots,m} \\
I_2 &= 2 \times 2 \text{ identity matrix}
\end{align*}
\]

We call this approach the primal Newton method.

4.2. Primal-dual Newton method. This approach can be regarded as introducing an auxiliary flux variable as in (6) before we linearize the problem using Newton method. It also has a dual formulation as noted in [8] and [3] for the unconstrained problem. There are several ways to introduce the dual variables in this setup. We follow the approach of [3] for simplicity’s sake, although the approach of [8] can give much information about the dual problem.

We consider the following equivalent formulation of \( (P_\beta) \)

\[
(P_\beta') \quad \min_y \sum_{i=1}^{m} (||z_i||^2 + \beta)^{\frac{1}{2}}
\]

subject to

\[
\begin{align*}
A_i^T y - z_i &= 0 \\
\frac{1}{2} (||By - y_0||^2 - \sigma^2) &= 0
\end{align*}
\]

The Lagrangian for this problem is

\[
\mathcal{L}(y, z, x, \lambda) = \sum_{i=1}^{n} (||z_i||^2 + \beta)^{\frac{1}{2}} + \sum_{i=1}^{n} x_i^T (A_i^T y - z_i) + \frac{1}{2} \lambda (||By - y_0||^2 - \sigma^2)
\]
where $x$ and $\lambda$ are Lagrange multipliers ($x = (x_i), x_i \in \mathbb{R}^2, z = (z_i), z_i \in \mathbb{R}^2$). Hence, the Karush-Kuhn-Tucker conditions for $(P'_y)$ are

\begin{align}
\frac{\partial L}{\partial y} &= \sum A_i x_i + \lambda B^T(B - y_0) = 0 \\
\frac{\partial L}{\partial x_i} &= \frac{z_i}{(||z_i||^2 + \beta)^{1/2}} - x_i = 0 \quad (i = 1, \ldots, n) \\
\frac{\partial L}{\partial z_i} &= A^T y - z_i = 0 \quad (i = 1, \ldots, n) \\
\frac{\partial L}{\partial \lambda} &= \frac{1}{2}(||B - y_0||^2 - \sigma^2) = 0
\end{align}

It is worth noting that if we eliminate $z_i$ and $x_i$ from the previous equations then we obtain (7). Our approach differs from the standard Newton one at this point: we allow

$$x_i \neq \frac{z_i}{\sqrt{||z_i||^2 + \beta}}$$

during the Newton iteration.

We eliminate $z_i$ from (10) and multiply the second set of equations by $\sqrt{||A^T y||^2 + \beta}$ to obtain

\begin{align}
\sum A_i x_i + \lambda B^T(B - y_0) &= 0 \\
A^T y - \sqrt{||A^T y||^2 + \beta} x_i &= 0 \quad (i = 1, \ldots, n) \\
\frac{1}{2}(||B - y_0||^2 - \sigma^2) &= 0
\end{align}

(The equations 13 and 14 correspond to a discretization of (6)). We now apply Newton method to this system.

We believe that the change performed to the second set of equations may be the key of the success of this method, see section 3 and [8]: we change an equation containing a highly nonlinear term by others which are much more linear.

The system we have to solve at each Newton step is the following:

\begin{equation}
\begin{bmatrix}
A & \lambda B^T B & w \\
E & -FA^T & 0 \\
0 & w^T & 0
\end{bmatrix}
\begin{bmatrix}
\Delta x \\
\Delta y \\
\Delta \lambda
\end{bmatrix}
= 
\begin{bmatrix}
-1 & A z + \lambda B^T w \\
0 & E x - A^T y \\
0 & \frac{1}{2}(||w||^2 - \sigma^2)
\end{bmatrix}
\end{equation}

where $w = By - y_0$ and $\overline{F} = \text{diag}(I_2 - \frac{x_i y_i^T A_i}{\eta_i})$. By first eliminating $\Delta x$, we can solve this system as follows:

\begin{equation}
\begin{bmatrix}
\overline{C} & w \\
w^T & 0
\end{bmatrix}
\begin{bmatrix}
\Delta y \\
\Delta \lambda
\end{bmatrix}
= 
\begin{bmatrix}
AE^{-1} A^T y + \lambda B^T w \\
\frac{1}{2}(||w||^2 - \sigma^2)
\end{bmatrix}
\end{equation}

\begin{equation}
\Delta x = -x + E^{-1} A^T y + E^{-1} FA^T \Delta y
\end{equation}

where $\overline{C} = AE^{-1} \overline{F} A^T + \lambda B^T B$. Note that $\overline{C} \to C$ as we approach the solution of the nonlinear system and also that the complexity of the solution of both methods is comparable.

We call this method the **primal-dual Newton method**.
5. Numerical results. We have compared our algorithms on a series of similarly shaped pictures (see Fig 5) to which we have added Gaussian noise and no blur $(B = 1)$. The parameter $\beta_{\text{min}}$ is $2^{-13} \approx 1.2e - 4$. The relative tolerances we have used are $10^{-6}/\sqrt{m}$ for the outer Newton iteration and $10^{-4}/\sqrt{m}$ for the inner conjugate gradient (CG) iteration. We have used a quasi-Newton method, replacing the coefficient matrix in (17) by its symmetrization (the superlinear convergence is preserved, since $C \rightarrow C^*$, which is symmetric), then used block elimination for the $(n+1) \times (n+1)$ system (17) and then the preconditioned conjugate gradient method with ILU(1) as preconditioner for the $n \times n$ systems resulting from it.

The following is a pseudo code for the algorithm we have used in our comparison. This algorithm is not intended to be of practical use; we have used it to illustrate the improvement of the global convergence of the primal-dual Newton method compared to that of the primal Newton method.

Init: Choose a big enough $\beta$, $y = y_0 + 2\sigma$, $k = 0$

while $\beta \geq \beta_{\text{min}}$

if (Solve $P_\beta$ for $y$ by either variant of Newton method) successful
    $\beta = \beta/2$
else
    $\beta(k) = 2 + \beta$
    $k = k + 1$

After the execution of this algorithm we obtain a sequence $\beta(i)$, $i = 0, \ldots, k$, which we may term the best continuation sequence of parameters $\beta$. In Fig 2 we plot the overall number of inner CG iterations required to reach $\beta_{\text{min}}$ using the best continuation sequence in each case versus the size of the picture. In Fig 3 and 4 we show a more detailed picture of the best continuation sequence for some of the pictures. In the $x$ axis we show the best continuation sequence and in the $y$ axis the cumulative number of inner CG iterations required to arrive to the solution of subproblem $P_\beta$.

For illustrative purposes, we show in Figure 5, the pictures obtained at each step of the best continuation for the primal-dual Newton method for the original and noisy picture shown in Fig 5. The size is $50 \times 50$, $\sigma^2 \approx 204$ (equivalent to $SNR = \frac{|u-u_b|}{\sigma} \approx 2.32$). We have displayed the noisy image scaling it to fit into the gray-scale range.

Finally, for the sake of comparison we have used the $H^1$-norm, $R(u) = f(\nabla u)^2$ as regularization functional to denoise the previous noisy image; the result is also shown in Fig 5.
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Fig. 2. Comparison of work for primal and primal-dual methods.


Fig. 3. Comparison of best continuation sequences.

Fig. 4. Comparison of best continuation sequences (continued).
FIG. 5. From left to right and from top to bottom: 1. Original image, size=50 x 50; 2. Noisy image; display using thresholding, $\sigma \approx 14.3$, SNR $\approx 2.32$; 3. Image obtained in first step of best continuation; 4. Image obtained in second step of best continuation; 5. Image obtained for desired $\beta \approx 1.2e-4$; 6. Image obtained by using $H^1$-semi-norm as regularization functional.