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Abstract. This paper is the second part of a work on stabilizing the classical hierarchical basis (HB) by using wavelet-like basis functions. Implementation techniques are discussed for the multilevel preconditioners proposed by the authors in the first part of the work [14]. Numerical results are presented to illustrate the convergence theory established in [14].
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I. INTRODUCTION

In this paper we implement the wavelet-modified hierarchical basis method proposed in [14]. The method was based on the use of some approximate $L^2$-projections which stabilize the classical hierarchical basis ([16], [4]) by taking away from each hierarchical basis function its approximate $L^2$-projection on coarse levels. The modified or stabilized hierarchical basis shall be called AWM–HB (Approximate Wavelet Modified Hierarchical Basis). Applications in the multilevel preconditioning for finite element discretizations of elliptic partial differential equations are called AWM–HB methods.

The AWM–HB can be viewed as a stabilization of the HB in the sense that the resulting multilevel preconditioners are spectrally equivalent to the discretized elliptic operator for problems of two and three space variables. Other stabilizations of the HB methods, such as the AMLI methods presented earlier in [2] and [12], are not of $V$-cycle type (in the multigrid terminology), whereas the AWM–HB is of $V$-cycle type.

The multiplicative AWM–HB method fits in the original framework as given in Vassilevski [11] (see also [12]) and the latter is a straightforward extension of the two-level method proposed by Bank and Dupont [3] and studied further by Axelsson and Gustafsson [1].

A survey on the subject of stabilizing the HB methods can be found in Vassilevski [13].

Other related (only partial) results in the use of $L^2$ and $H^1$ orthogonal direct decompositions for the finite element space can be found in Griebel and Oswald [7] and Stevenson [9, 10]. Our result is general; the AWM–HB method is of optimal order and it applies whenever standard HB decomposition of the finite element space exists.

Our objective in this paper is to implement the AWM–HB preconditioners. In particular, we propose some algorithms for computing the actions of the approximate $L^2$-projection operator $Q_k^{(1)}$ on functions $u \in V_{k-1}^{(1)}$ (see Section 2.2 for details), where $k$ indicates the number of levels with larger $k$ corresponding to finer spaces. We also
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formulate the algorithms of [14] in a matrix–vector form which, we believe, is suitable for practical computation.

The paper is organized as follows. In §2, we review the additive and multiplicative preconditioners arising from the AWM–HB. In §3, we discuss some examples of the approximate $L^2$-projection. In §4, we formulate the AWM–HB preconditioners in a matrix–vector form. In §5, we present some numerical results which illustrate the theory developed in the first part of this work [14].

2. Preliminaries

2.1. A model problem and its discretization. The bilinear form under consideration is given as follows:

$$a(\varphi, \psi) = \int_{\Omega} a \nabla \varphi \cdot \nabla \psi \quad \forall \varphi, \psi \in H^1_0(\Omega).$$

Here $a = \{a_{ij}(x)\}$ is the coefficient matrix, which is assumed to be symmetric and positive definite uniformly in $x \in \Omega$ with bounded and measurable entries $a_{ij}(x)$.

To discretize the bilinear form $a(\cdot, \cdot)$, we use the routine successive (possibly local) refinement procedure to generate a sequence of finite element triangulations $T_k$ for $k = 0, 1, \ldots, J$ with $T_0$ being the initial triangulation. Let $V_k$ be the conforming piecewise linear finite element space associated to $T_k$. Denote by $A^{(k)} : V_k \rightarrow V_k$ the corresponding discretization of the bilinear form given by

$$A^{(k)}(\varphi, \psi) = a(\varphi, \psi) \quad \forall \varphi, \psi \in V_k,$

where $(\cdot, \cdot)$ stands for the standard $L^2$-inner product.

Each $V_k$ is equipped with a standard Lagrangian (nodal) basis $\{\phi_i^{(k)}, x_i \in \mathcal{N}_k\}$, where $\mathcal{N}_k$ is the node-set (the set of nodal degrees of freedom) of $V_k$. The basis functions satisfy $\phi_i^{(k)}(x_j) = \delta_{ij}$ – the Kronecker symbol when $x_j$ runs over the node-set $\mathcal{N}_k$. We assume that $\mathcal{N}_k \subseteq \mathcal{N}_{k+1}$. Due to the refinement process we also have $V_k \subseteq V_{k+1}$.

For the method to be defined we need the $L^2$-projection operators, $Q_k : L^2(\Omega) \rightarrow V_k$ defined in the standard way. To be more specific, for any $v \in L^2(\Omega)$, $Q_k v \in V_k$ is defined by solving the following mass (or Gramm) matrix problem:

$$(Q_k v, \psi) = (v, \psi) \quad \forall \psi \in V_k.$$

We also need the nodal interpolation operators $I_k : C(\overline{\Omega}) \rightarrow V_k$ given as follows:

$$I_k v = \sum_{x_i \in \mathcal{N}_k} v(x_i) \phi_i^{(k)}.$$

Finally, we need good approximations $Q_k^\tau$ to $Q_k$ that satisfy for some small tolerance $\tau \geq 0$, the estimate:

$$\|Q_k - Q_k^\tau\|_0 \leq \tau \|Q_k v\|_0 \quad \forall v \in L^2(\Omega).$$

2.2. The AWM–HB preconditioners. The AWM–HB preconditioners exploit the following direct decomposition for each $V_k$:

$$V_k = (I - Q_{k-1}^2)(I_k - I_{k-1})V_k \oplus V_{k-1}.$$  

By letting $V_k^1 = (I - Q_{k-1}^2)(I_k - I_{k-1})V_k = (I - Q_{k-1}^2) V_k^{(1)}$, where $V_k^{(1)} = (I_k - I_{k-1})V_k$ is the standard two–level hierarchical complement of $V_{k-1}$ in the nearest fine space
$V_k$, the following direct decomposition of $V = V_f$ follows:

$$V = V_0 \oplus V_1^1 \oplus V_2 \oplus \ldots \oplus V_J.$$  

Let $\mathcal{N}_k^{(i)} = \mathcal{N}_k \setminus \mathcal{N}_{k-1}$. The following set of functions

$$(I - Q_{k-1}^e)\phi_i^{(k)} : \quad x_i \in \mathcal{N}_k^{(i)},$$

forms a basis for $V_k^1$. The basis functions $\{ (I - Q_{k-1}^e)\phi_i^{(k)} \}$ are clearly a modification of the classical HB functions of $V_k^{(1)}$. The modification was made by taking away from the HB function $\phi_i^{(k)}$ its approximate $L^2$-projection onto the nearest coarse space $V_{k-1}$.  

The following operators are needed in the construction of the AWM–HB preconditioners:  

- In each coordinate space $V_k^1$, we define the solution operators $A_{11}^{(k)} : V_k^1 \rightarrow V_k^1$ as the restriction of $A^{(k)}$ onto the subspace $V_k^1$; i.e.,

$$\{ A_{11}^{(k)} \phi^1, \phi^1 \} = a(\phi^1, \phi^1) \quad \forall \phi^1, \psi^1 \in V_k^1.$$  

- Similarly, we define $A_{12}^{(k)} : V_{k-1} \rightarrow V_k^1$ and $A_{21}^{(k)} : V_k^1 \rightarrow V_{k-1}$ by

$$\{ A_{12}^{(k)} \psi^1, \phi^1 \} = (\psi, A_{12}^{(k)} \phi^1) = a(\psi, \phi^1) \quad \forall \psi \in V_{k-1}, \phi^1 \in V_k^1.$$  

Thus, the operator $A^{(k)}$ naturally admits the following two-by-two block structure:

$$A^{(k)} = \begin{bmatrix} A_{11}^{(k)} & A_{12}^{(k)} \\ A_{21}^{(k)} & A_{22}^{(k-1)} \end{bmatrix} : \begin{bmatrix} V_k^1 \\ V_{k-1} \end{bmatrix}.$$  

Let $B_{11}^{(k)}$ be given approximations (symmetric positive definite operators) to $A_{11}^{(k)}$ such that for some positive constant $h_1$ the following holds:

$$\{ A_{11}^{(k)} \phi^1, \phi^1 \} \leq (B_{11}^{(k)} \phi^1, \phi^1) \leq (1 + h_1) (A_{11}^{(k)} \phi^1, \phi^1) \quad \forall \phi^1 \in V_k^1.$$  

Let $A = A^{(J)}$ be the operator of our main interest. Below, we define two major types of preconditioners $B$ and $D$ that exploit the two-by-two block structure of each $A^{(k)}$ in (2.4).

**Definition 1: Multiplicative AWM–HB Preconditioners.** Let $B = B^{(J)}$ be the multiplicative AWM–HB preconditioner of $A = A^{(J)}$. It is defined as follows:

- Set $B^{(0)} = A^{(0)}$.
- For $k = 1, \ldots, J$, set

$$B^{(k)} = \begin{bmatrix} B_{11}^{(k)} & 0 \\ A_{21}^{(k)} & B_{22}^{(k-1)} \end{bmatrix} \begin{bmatrix} I & B_{12}^{(k-1)} A_{12}^{(k)} \\ 0 & I \end{bmatrix}.$$  

**Definition 2: Additive AWM–HB Preconditioners.** Let $D = D^{(J)}$ be the additive AWM–HB preconditioner of $A = A^{(J)}$. It is defined as follows:

- Set $D^{(0)} = A^{(0)}$.
- For $k = 1, \ldots, J$, set

$$D^{(k)} = \begin{bmatrix} D_{11}^{(k)} & 0 \\ 0 & D^{(k-1)} \end{bmatrix}.$$
2.3. Main results for the AWM–HB preconditioners. In the first part of this work [14] we have established a spectral equivalence between $A$ and its preconditioners $B$ and $D$. More precisely, the following result was derived:

\begin{equation}
\alpha_i (S v, v) \leq (A v, v) \leq \alpha_2 (S v, v) \quad \forall v \in V_j,
\end{equation}

where $S = B^{(J)}$ or $D^{(J)}$. Here $\alpha_i$ are absolute constants independent of the mesh size $h$ (or the level number $J$). The estimate (2.6) is based on the following assumptions:

(A) The tolerance $\tau$ in (2.2) must be sufficiently small, though independent of the mesh sizes $h_i$ or the level number $J_i$;

(B) There exists a constant $\sigma_N > 0$ such that the following estimate holds:

\begin{equation}
\|Q_0 v\|^2 + \sum_{z=1}^{J} 2^{2z} \|(Q_s - Q_{z-1})v\|^2_0 \leq \sigma_N \|v\|^2_1 \quad \forall v \in V_i;
\end{equation}

(C) There exist constants $\sigma_I > 0$ and $\delta \in (0,1)$ (in fact, if $h_i = \frac{1}{2} h_{i-1}$, then $\delta = \frac{1}{h_i^2}$) such that the following strengthened Cauchy–Schwarz inequality holds for any $i \leq j$:

\begin{equation}
\sigma_I \|\varphi_i\|^2 \leq \sigma_I \delta^{2(j-i)} \|\varphi_i\| \|\varphi_j\|_0 \quad \forall \varphi_i \in V_i, \ \varphi_j \in V_j.
\end{equation}

Here $\lambda_j = O(h_j^{-2})$ is the largest eigenvalue of the operator $A^{(j)}$.

The assumptions (B) and (C) have been respectively verified by Oswald [8] and Yserentant [16, 17]. See, also [15], [5], and [6].

Another major fact, as shown in [14], is that the blocks $A^{(k)}_{11}$ are well-conditioned. In particular, they are spectrally equivalent to the diagonal part of their matrix representation with respect to the AWM–HB. Thus, the Jacobi preconditioner would be a good choice for $B^{(k)}$ (see (2.5)) in approximating $A^{(k)}_{11}$.

3. On the approximate $L^2$-projection

Let $Q_{k-1}^2$ denote any approximate $L^2$-projections onto the subspace $V_{k-1}$. We begin with describing algorithms for computing the actions of $Q_{k-1}^2$.

For any $v \in V_{k}^{(1)}$, let $v = \begin{bmatrix} \varphi_k \\ \theta_k \end{bmatrix}$ $N_k \setminus N_{k-1}$ be its coefficient vector with respect to the standard nodal basis of $V_k$; the second block-component of $v$ is zero since $v$ vanishes on $N_{k-1}$. The operator $Q_{k-1}^2$ can be designed by approximately solving the following equation:

\begin{equation}
(Q_{k-1} v, w) = (v, w) \quad \forall w \in V_{k-1}.
\end{equation}

Let $I_{k-1}^T = \begin{bmatrix} J_{12} \\ I \end{bmatrix} \begin{bmatrix} N_k \setminus N_{k-1} \\ N_{k-1} \end{bmatrix}$ (with the abbreviation $J_{12} = J_{12}^{(k)}$) and $I_{k-1}^T = I_{k-1}^T$ be the natural coarse-to-fine, and respectively, fine-to-coarse transformation matrices. For example, if the nodal basis coefficient vector of a function $v_2 \in V_{k-1}$ in terms of the nodal basis of $V_{k-1}$ is $v_2$, then its coefficient vector with respect to the nodal basis of $V_k$ (note that $v_2 \in V_{k-1} \subset V_k$) will be $I_{k-1}^T v_2 = \begin{bmatrix} J_{12} v_2 \\ v_2 \end{bmatrix}$ $N_k \setminus N_{k-1}$.
Denote now by $G_k = \{(\phi_j^{(k)}, \phi_i^{(k)})\}_{j, i \in \mathbb{N}}$ the mass (or Gram) matrix at the $k$-th level. Then (3.1) admits the following matrix–vector form:

$$w_j^T G_{k-1} v_2 = (l_k^{k-1} w_2)^T G_k v \quad \forall w_2.$$ 

Here $v_2$ and $w_2$ are, respectively, the nodal coefficient vectors of $Q_{k-1} v$ and $w \in V_{k-1}$ at the $(k-1)$th level. Therefore, one needs to solve the following mass matrix problem:

$$G_{k-1} v_2 = l_k^{k-1} G_k v.$$ 

In other words, the exact $L^2$-projection $Q_{k-1} v$ is actually given by $G_{k-1}^{-1} l_k^{k-1} G_k v$. Hence

$$\|Q_{k-1} v\|_0^2 = (G_{k-1}^{-1} l_k^{k-1} G_k v)^T G_{k-1} (G_{k-1}^{-1} l_k^{k-1} G_k v) = \|G_{k-1}^{-1} l_k^{k-1} G_k v\|^2.$$ 

Here and in what follows of this paper we use the notation $\|x\|^2 = x^T x$.

To have a computationally feasible basis, we have to replace $G_{k-1}^{-1}$ by some approximations $\tilde{G}_{k-1}^{-1}$ whose action can be computed by simple iterative methods applied to (3.2). Such iterative methods lead to following polynomial approximations of $G_{k-1}^{-1}$,

$$\tilde{G}_{k-1}^{-1} = [I - \pi_m (G_{k-1})] G_{k-1}^{-1},$$

where $\pi_m$ is a polynomial of degree $m \geq 1$. The polynomial $\pi_m$ also satisfies $\pi_m(0) = 1$ and $0 \leq \pi_m(t) < 1$ for $t \in [\alpha, \beta]$, where the latter interval contains the spectrum of the mass matrix $G_{k-1}$. Since $G_{k-1}$ is well-conditioned, one can choose the interval $[\alpha, \beta]$ independent of $k$. Thus, the polynomial degree $m$ can be chosen to be mesh-independent so that a given prescribed accuracy $\tau > 0$ in (2.2) is guaranteed. More
precisely, given a tolerance $\tau > 0$, one can choose $m = m(\tau)$ satisfying

$$\|Q_{k-1}v - Q_{k-1}v\|_0 = \|G_{k-1}^{\frac{1}{2}} \left(G_{k-1}^{-1} - \tilde{G}_{k-1}^{-1}\right) I_k^{k-1} G_k v\|$$

$$= \|G_{k-1}^{\frac{1}{2}} \pi_m (G_{k-1}) G_{k-1}^{-1} I_k^{k-1} G_k v\|$$

$$\leq \max_{t \in [\alpha, \beta]} |\pi_m(t)| \|G_{k-1}^{\frac{1}{2}} I_k^{k-1} G_k v\|$$

$$= \max_{t \in [\alpha, \beta]} |\pi_m(t)| \|Q_{k-1}v\|_0.$$

Here we have used identity (3.3) and the properties of $\pi_m$. The last estimate implies the validity of (2.2) with

$$\tau \geq \max_{t \in [\alpha, \beta]} |\pi_m(t)|.$$

![Figure 2. Plot of a wavelet modified HB function; $m = 2$](image)

A simple choice of $\pi_m(t)$ is the truncated series

$$\pi_m(t) = 1 - t \beta^{-1} \sum_{k=0}^{m-1} (1 - \beta) t^k,$$

which yields $\tilde{G}_{k-1}^{-1} = \pi_m(G_{k-1})$. We remark that (3.4) was obtained from the following expansion:

$$1 = t \beta^{-1} \sum_{k=0}^{\infty} (1 - t \beta^{-1})^k, \quad t \in [\alpha, \beta].$$

With the above choice on the polynomial $\pi_m(t)$, we have

$$\pi_m(t) = 1 - t \pi_{m-1}(t) = t \beta^{-1} \sum_{k \geq m} (1 - \beta^{-1} t)^k = (1 - \beta^{-1} t)^m.$$
It follows that
\[
\max_{t \in [0, \beta]} \pi_m(t) = \left(1 - \frac{\alpha}{\beta}\right)^m.
\]
In general, by a careful selection on \( \pi_m \) we have \( \max_{t \in [0, \beta]} \pi_m(t) \leq C q^m \) for some constants \( C > 0 \) and \( q \in (0, 1) \), both independent of \( k \). Since the restriction on \( \tau \) was that \( \tau \) be sufficiently small, then one must have
\[
m = O(\log \tau^{-1}).
\]
(3.5)
The requirement (3.5) obviously imposes a very mild restriction on \( m \). In practice, one expects to use reasonably small \( m \) (e.g., \( m = 1, 2 \)). This observation is confirmed by our numerical experiments to be presented in Section 5.

![Figure 3. Plot of a wavelet modified HB function; \( m = 4 \)](image)

We show in Fig. 1 a typical plot of a nodal basis function of \( V_h^{(1)} \) and its approximate wavelet modification for \( m = 2 \) in Fig. 2 and for \( m = 4 \) in Fig. 3. The cross section, for \( m = 4 \), is shown in Fig. 4. The conjugate gradient method was employed to provide approximations for the solution of the mass-matrix problem (3.2).

4. Matrix–vector representations of the AWM–HB methods

We now turn to the description of the multiplicative and additive AWM–HB methods in a matrix–vector form.

Let us first derive matrix representations for the operators \( A_{11}^{(k)}, A_{12}^{(k)}, \) and \( A_{21}^{(k)} \) introduced in Section 2 (see (2.4a) and (2.4b)). In what follows of this section, capital letters without over hats will denote matrices corresponding to the standard nodal basis of the underlined finite element space. For example, \( A^{(k)} \) denotes the standard nodal basis stiffness matrix with entries \( \{ a(\varphi_i^{(k)}, \varphi_j^{(k)}) \}_{x, y} \in N_P \).
For any \( v \in V_k \) and its nodal coefficient vector \( \mathbf{v} \), we decompose \( v \) as follows:

\[
v = (I - Q_{k-1}^k)(I_k - I_{k-1})v + w_2,
\]

where \( w_2 \in V_{k-1} \) is uniquely determined as \( w_2 = I_{k-1}v + Q_{k-1}^k(I_k - I_{k-1})v \). Our goal is to find a vector representation for components of \( v \). Since the above decomposition is direct, it is clear that there are vectors \( \mathbf{\tilde{v}}_1 \) and \( \mathbf{\tilde{v}}_2 \) satisfying

\[
(4.1) \quad v = (I - I_{k-1}^k \tilde{G}_{k-1}^{-1} I_k^{-1} G_k) \begin{bmatrix} \mathbf{\tilde{v}}_1 \\ \mathbf{0} \end{bmatrix}_{\mathcal{N}_k \setminus \mathcal{N}_{k-1}} + I_{k-1}^k \mathbf{\tilde{v}}_2.
\]

The vectors \( \mathbf{\tilde{v}}_1 \) and \( \mathbf{\tilde{v}}_2 \) represent the two components of our wavelet-modified two-level HB coefficient vector \( \mathbf{\tilde{v}} = \begin{bmatrix} \mathbf{\tilde{v}}_1 \\ \mathbf{\tilde{v}}_2 \end{bmatrix} \) of \( v \).

\[\text{Figure 4. Cross-section plot of a wavelet-modified HB function, } m = 4\]

Now, consider the following problem

\[
(4.2) \quad \mathbf{A} \mathbf{v} = \mathbf{d},
\]

which is in the standard nodal basis matrix–vector form. We transform it into the approximate wavelet modified two-level HB by testing (4.2) with the two components \((I - I_{k-1}^k \tilde{G}_{k-1}^{-1} I_k^{-1} G_k) \begin{bmatrix} \mathbf{\tilde{w}}_1 \\ \mathbf{0} \end{bmatrix}\) and \( I_{k-1}^k \mathbf{\tilde{w}}_2 \) for arbitrary \( \mathbf{\tilde{w}}_1 \) and \( \mathbf{\tilde{w}}_2 \). By doing so, we get the following two-by-two block system for the approximate wavelet modified two-level HB components of \( \mathbf{\tilde{v}} \) (denoted by \( \mathbf{\tilde{v}}_1 \) and \( \mathbf{\tilde{v}}_2 \)),

\[
(4.3) \quad \begin{bmatrix} \mathbf{A}_{11} & \mathbf{A}_{12} \\ \mathbf{A}_{21} & \mathbf{A}_{22} \end{bmatrix} \begin{bmatrix} \mathbf{\tilde{v}}_1 \\ \mathbf{\tilde{v}}_2 \end{bmatrix} = \begin{bmatrix} \mathbf{d}_1 \\ \mathbf{d}_2 \end{bmatrix},
\]
where

\[
\begin{align*}
\hat{A}_{11}^{(k)} &= [I \ 0] \left( I - G_k l_{k-1}^k \tilde{G}_{k-1}^{-1} I_{k-1}^{k-1} G_k \right) A^{(k)} \left( I - l_{k-1}^k \tilde{G}_{k-1}^{-1} I_{k-1}^{k-1} G_k \right) \begin{bmatrix} I \\ 0 \end{bmatrix}; \\
\hat{A}_{12}^{(k)} &= [I \ 0] \left( I - G_k l_{k-1}^k \tilde{G}_{k-1}^{-1} I_{k-1}^{k-1} G_k \right) A^{(k)} l_{k-1}^k; \\
\hat{A}_{21}^{(k)} &= l_{k-1}^{k-1} A^{(k)} \left( I - l_{k-1}^k \tilde{G}_{k-1}^{-1} I_{k-1}^{k-1} G_k \right) \begin{bmatrix} I \\ 0 \end{bmatrix}; \\
\hat{A}_{22}^{(k)} &= l_{k-1}^{k-1} A^{(k)} l_{k-1}^k = A^{(k-1)}. 
\end{align*}
\]

Note that having computed \( \tilde{v}_1 \) and \( \tilde{v}_2 \), the solution \( v \) of (4.2) can be recovered by using the formula (4.1), i.e.,

\[
v = Y \tilde{v}_1 + Y_2 \tilde{v}_2,
\]

where,

\[
\begin{align*}
Y_1 &= \left( I - l_{k-1}^k \tilde{G}_{k-1}^{-1} I_{k-1}^{k-1} G_k \right) \begin{bmatrix} I \\ 0 \end{bmatrix}, \\
Y_2 &= l_{k-1}^k.
\end{align*}
\]

We have,

\[
v = Y \tilde{v}, \quad \tilde{v} = \begin{bmatrix} \tilde{v}_1 \\ \tilde{v}_2 \end{bmatrix}, \quad Y = [Y_1, Y_2], \quad Y_1 = Y_1^{(k)}, \quad Y_2 = Y_2^{(k)}.
\]

The transformed right-hand side vectors of (4.3) read similarly as follows:

\[
\begin{align*}
\hat{d}_1 &= [I \ 0] \left( I - G_k l_{k-1}^k \tilde{G}_{k-1}^{-1} I_{k-1}^{k-1} G_k \right) d = Y_1^T d, \\
\hat{d}_2 &= l_{k-1}^{k-1} d = Y_2^T d.
\end{align*}
\]

Therefore, the multiplicative AWM–HBF preconditioner \( B^{(k)} \) from Definition 1, starting with \( B^{(0)} = A^{(0)} \), takes the following block–matrix form:

\[
(4.4) \quad \hat{B}^{(k)} = \begin{bmatrix} \hat{B}_{11}^{(k)} & 0 \\ \hat{A}_{12}^{(k)} & B^{(k-1)} \end{bmatrix} = \begin{bmatrix} I & \hat{B}_{11}^{(k-1)} \hat{A}_{12}^{(k-1)} \\ 0 & I \end{bmatrix}.
\]

The preconditioner \( B^{(k)} \) is related to \( \hat{B}^{(k)} \) in the same way as \( A^{(k)} \) to \( \hat{A}^{(k)} \); namely, \( \hat{B}^{(k)} = [Y_1, Y_2]^T B^{(k)} [Y_1, Y_2] \) and therefore, \( B^{(k-1)} = [Y_1, Y_2]^T \hat{B}^{(k-1)} [Y_1, Y_2]^T \). We will show below that the inverse actions of \( B^{(k)} \) can be computed only via the actions of \( A^{(k)} \), \( Y_1 \), \( Y_2 \), and \( Y_1^T \), \( Y_2^T \) in addition to the inverse actions of \( \hat{B}_{11}^{(k)} \).

We point out that (4.4) has precisely the same form as the algebraic multilevel method studied in Vassilevski [11] (see also Axelsson and Vassilevski [2] and Vassilevski [12]).

Observe that, in (4.4), \( \hat{B}_{11}^{(k)} \) is an appropriately scaled approximation of \( \hat{A}_{11}^{(k)} \). We have shown in [14] that \( \hat{A}_{11}^{(k)} \) is well-conditioned (see Lemma 4.3 there). Thus, it is possible to take some simple polynomial approximation \( \hat{B}_{11}^{(k)} \) for \( \hat{A}_{11}^{(k)} \) in the implementation. However, in order to take into account any possible jumps in the coefficient of the differential operator, it would be preferable to compute, for example, the diagonal part of \( \hat{A}_{11}^{(k)} \). This is computationally feasible since the basis functions of \( V_1^k = (I - Q_{k-1}^k) V_{k-1}^{(l)} \) (given in (2.3)) have reasonably narrow support if \( m \) is not too large, which should be the case in practice. Nevertheless, we employed in our numerical experiments the CG method to compute (fairly accurate) approximate actions of \( \hat{A}_{11}^{(k)} \).
Algorithm I: Computing inverse actions of $B^{(k)}$. The inverse actions of $B^{(k)}$ are computed by solving the system

$$B^{(k)}w = d,$$

with the change of basis $w = Y\hat{w}$. Namely, by setting

$$w = Y_1\hat{w}_1 + Y_2\hat{w}_2 = [Y_1, Y_2]\begin{bmatrix} \hat{w}_1 \\ \hat{w}_2 \end{bmatrix},$$

$$\hat{d}_1 = Y_1^Td, \quad \hat{d}_2 = Y_2^Td,$$

$w = B^{(k)-1}d$ is computed via the solution of $\hat{B}^{(k)}\hat{w} = \hat{d}$ as follows:

- **Forward recurrence:**
  1. compute $\hat{z}_1 = \hat{B}^{(k)}_{11}^{-1}\hat{a}_1$;
  2. change the basis, i.e., compute $z = Y_1\hat{z}_1$;
  3. compute $\hat{d}_2 := \hat{d}_2 - \hat{a}_2^{(k)}\hat{z}_1 = Y_2^T(d - A^{(k)}z)$;
  4. compute $\hat{w}_2 = \hat{B}^{(k)-1}\hat{d}_2$;
  5. change the basis, i.e., compute $v = Y_2\hat{w}_2$;

- **Backward recurrence:**
  1. update the fine-grid residual, i.e., compute
     $$\hat{d}_1 := \hat{d}_1 - \hat{a}_1^{(k)}\hat{w}_2 = Y_1^T(d - A^{(k)}Y_2\hat{w}_2) = Y_1^T(d - A^{(k)}v);$$
  2. compute $\hat{w}_1 = \hat{B}^{(k)}_{11}^{-1}\hat{d}_1$;
  3. get the solution by $w = Y_1\hat{w}_1 + Y_2\hat{w}_2 = Y_1\hat{w}_1 + v$.

End

Note that the above algorithm requires only the actions of the standard stiffness matrix $A^{(k)}$, the actions of the transformation matrices $Y_1$ and $Y_2$ and their transposition $Y_1^T$ and $Y_2^T$, the inverse action of $\hat{B}^{(k)}_{11}$, and some suitable approximations to the well-conditioned matrices $\hat{A}^{(k)}_{11}$. Note that the actions of $Y^{-1}$ are not required in the algorithm.

We now formulate the solution procedure for one preconditioning step using the multiplicative AWM-HB preconditioner $B = B^{(J)}$.

Algorithm II: Multiplicative AWM-HB preconditioning. Given the problem

$$Bv = d.$$

Initiate:

$$d^{(J)} = d.$$

(A) Forward recurrence. For $k = J$ down to 1 perform:

1. Compute:
   $$\hat{d}_1^{(k)} = [I \ 0] \left( I - G_kI_{k-1}^{-1}\hat{G}_{k-1}^{-1}I_{k-1}^{-1} \right) d^{(k)},$$

2. Solve:
   $$\hat{B}^{(k)}_{11}\hat{w}_1 = \hat{d}_1^{(k)};$$
(3) Transform basis:

\[ w = \left( I - I_{k-1}^{G_{k-1}^{-1} I_{k}^{k-1} G_{k}} \right) \begin{bmatrix} \hat{w}_1 \\ 0 \end{bmatrix} \cap \mathcal{N}_k \setminus \mathcal{N}_{k-1}; \]

(4) Coarse-grid defect restriction:

\[ d^{(k-1)} = I_{k}^{k-1} d^{(k)} - \tilde{A}_{k}^{(k)} \tilde{w}_1 \]
\[ = I_{k}^{k-1} (d^{(k)} - A^{(k)} w); \]

(5) Set \( k = k - 1 \). If \( k > 0 \) go to (1), else:

(6) Solve on the coarsest level:

\[ A^{(0)} x^{(0)} = d^{(0)}; \]

(B) Backward recurrence.

(1) Interpolate result: Set \( k := k + 1 \) and compute

\[ x^{(k)} = I_{k-1}^{k} x^{(k-1)}; \]

(2) Update fine-grid residual:

\[ \tilde{d}_{1}^{(k)} := \tilde{d}_{1}^{(k)} - \tilde{A}_{12}^{(k)} x^{(k-1)} \]
\[ = \tilde{d}_{1}^{(k)} - [I \quad 0](I - G_k I_{k-1}^{G_{k-1}^{-1} I_{k}^{k-1}})A^{(k)}x^{(k)} \]
\[ = [I \quad 0](I - G_k I_{k-1}^{G_{k-1}^{-1} I_{k}^{k-1}})(d^{(k)} - A^{(k)} x^{(k)}); \]

(3) Solve:

\[ \tilde{\lambda}_{11}^{(k)} \hat{w}_1 = \tilde{d}_{1}^{(k)}; \]

(4) Change the basis:

\[ w = (I - I_{k-1}^{G_{k-1}^{-1} I_{k}^{k-1} G_{k}}) \begin{bmatrix} \hat{w}_1 \\ 0 \end{bmatrix}; \]

(5) Finally set:

\[ x^{(k)} = x^{(k)} + w. \]

(6) Set \( k := k + 1 \). If \( k < J \) go to step (1) of (B), else set

\[ v = x^{(J)}. \]

\section*{END}

Similarly, one preconditioning solution step for the additive AWM-HB preconditioner \( D = D^{(J)} \) takes the following form:

Algorithm III: Additive AWM-HB Preconditioning. Given the problem

\[ Dv = d. \]

Initiate:

\[ d^{(J)} = d. \]

(A) Forward recurrence. For \( k = J \) down to 1 perform:

(1) Compute:

\[ \tilde{d}_{1}^{(k)} = [I \quad 0] \left( I - G_k I_{k-1}^{G_{k-1}^{-1} I_{k}^{k-1}} \right) d^{(k)}; \]
(2) Solve:
\[ \beta^{(k)}_1 \tilde{w}_1 = \tilde{d}^{(k)}_1; \]

(3) Transform basis:
\[ x^{(k)} = \left( I - l^{k}_{k-1} \tilde{G}^{-1}_{k-1} l^{k-1}_k G_k \right) \begin{bmatrix} \tilde{w}_1 \\ 0 \end{bmatrix} \] \(\mathcal{N}_k \setminus \mathcal{N}_{k-1}\),

(4) Coarse-grid defect restriction:
\[ d^{(k-1)} = l^{k-1}_k d^{(k)}; \]

(5) Set \( k = k - 1 \). If \( k > 0 \) go to (1), else :

(6) Solve on the coarsest level:
\[ A^{(1)} x^{(0)} = d^{(0)}; \]

(B) Backward recurrence.

(1) Interpolate result: Set \( k := k + 1 \) and compute
\[ w = l^{k}_{k-1} x^{(k-1)}; \]

(2) Update at level \( k \):
\[ x^{(k)} = x^{(k)} + w; \]

(3) Set \( k := k + 1 \). If \( k < J \) go to step (1) of (B), else set \( v = x^{(J)} \).

END

For both the additive and multiplicative preconditioners, it is readily seen that the above implementations require only actions of the stiffness matrices \( A^{(k)} \), the mass matrices \( G^{(k)} \), and the transformation matrices \( l^{k}_{k-1} \) and \( l^{k-1}_k \). The approximate inverse actions of \( \tilde{G}^{(k)}_{k-1} \) can be computed via some inner iterative algorithms. Similarly, the action of \( \tilde{G}^{(k)}_{k-1} \) can be computed as approximate solutions of the corresponding mass–matrix problem using \( m \) steps of some simple iterative methods. Therefore, at each discretization level \( k \), one performs a number of arithmetic operations proportional to the degrees of freedom at that level denoted by \( \mathcal{N}_k \). In the case of local mesh refinement, the corresponding operations involve only the stiffness and mass matrices computed for the subdomains where local refinement was made. Hence, even in the case of locally refined meshes, the cost of the AWM–HB methods is proportional to \( \mathcal{N} = \mathcal{N}_J \). The proportionality constant depends linearly on \( m = O(\log r^{-1}) \), but is independent of \( J \) (or \( h \)).

The solution vector \( v \) in the additive algorithm is given by an expression of the form,

\[ v = D^{-1} d = \left( R_0^T A^{(0)^{-1}} R_0 + \sum_{k=1}^{J} R_k^T B^{(k)^{-1}} B_1 R_k \right) d, \]

where the matrices \( R_k \) are given by

\[ R_0^T = I_0, \quad \text{for } k = 0, \]

\[ R_k^T = I_0 \left[ I - l^{k}_{k-1} \tilde{G}^{-1}_{k-1} l^{k-1}_k G_k \right] \begin{bmatrix} I \\ 0 \end{bmatrix}, \quad \text{for } k \geq 1. \]
Here $I^k$ stands for the natural coarse-to-fine transfer matrix from level $k$ to the finest level.

It is clear from (4.5) and (4.6) that the additive version of the algorithm can be implemented in a parallel fashion, but this will require $O(N \log N \log \tau^{-1})$ operations versus $O(N \log \tau^{-1})$ operations in the consecutive implementation which is due to the more expensive simultaneous transfer of the same data from the finest grid directly to all the $k$th level grids for $k = J - 1, \ldots, 0$ and vice versa.

5. Numerical experiments

In this section we present some numerical results which demonstrate the performance of the additive and multiplicative AWM–HB algorithms described in Section 4.

For simplicity, the domain $\Omega$ was taken to be the unit square $(0,1)^2$. Also, the finite element spaces $V_k$ contain piecewise linear continuous functions that vanish on $\Gamma_D \equiv \{(x,0) : 0 < x < 1\} \cup \{(0,y) : 0 < y < 1\}$. The spaces $V_k$ correspond to uniform triangulations of $\Omega$ consisting of isosceles right triangles of size $h_k = 2^{-k}$ for $k = 0, 1, 2, \ldots, J$. The mass matrix problem involved in both algorithms are solved by applying $m \geq 0$ steps of the CG method (without preconditioning). The problem with $A^{(k)}$ was solved by the CG method until a prescribed residual tolerance is reached. That is, one may assume that the actions of $A^{(k)-1}$ are practically exact. The diffusion coefficient $a = a(x,y)$ in the bilinear form (2.1) was given by

$$a(x,y) = 1 + x^2 + y^2.$$  

In the test we varied the number of inner iterations $m = 0, 2, 4$ for solving the mass matrix problem in order to compute the actions of $Q^m_{k-1}$ required in the AWM–HB methods. The multiplicative method with $m = 0$ corresponds to the method of Vassilevski [11], which coincides with the HB–MG method of Bank, Dupont, and Yserentant [4]. The additive method with $m = 0$ is then a variant of the HB method of Yserentant [16].

\begin{table}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline
\textbf{levels} & \multicolumn{3}{|c|}{\textbf{Additive}} & & \multicolumn{3}{|c|}{\textbf{Multiplicative}} & \\
\hline
$J$ & $\lambda_{\text{min}}$ & $\lambda_{\text{max}}$ & $\rho$ & $\text{iter}$ & $\lambda_{\text{min}}$ & $\lambda_{\text{max}}$ & $\rho$ & $\text{iter}$ \\
\hline
3 & 0.492 & 5.167 & 0.433 & 25 & & 1.000 & 2.677 & 0.127 & 10 \\
\hline
4 & 0.396 & 7.674 & 0.586 & 38 & & 1.000 & 3.459 & 0.234 & 14 \\
\hline
5 & 0.358 & 10.52 & 0.640 & 48 & & 1.000 & 4.433 & 0.298 & 17 \\
\hline
6 & 0.333 & 13.26 & 0.690 & 59 & & 1.000 & 5.322 & 0.347 & 19 \\
\hline
7 & 0.316 & 16.09 & 0.726 & 69 & & 1.000 & 6.732 & 0.383 & 22 \\
\hline
\end{tabular}
\caption{HB Multilevel Preconditioners; $m = 0$}
\end{table}
In the Tables 1–3 we show the number of iterations, \( \text{iter} \), in the preconditioned conjugate gradient method applied to solving

\[ Ax = b, \]

where \( A = A^{(J)} \) for \( J = 3, 4, 5, 6, 7 \) (i.e., the mesh-size \( h = \frac{1}{8}, \frac{1}{16}, \frac{1}{32}, \frac{1}{64}, \frac{1}{128} \)) with the same \( m \) in a given table. The right-hand side vector \( b \) was chosen to satisfy a prescribed solution \( u(x, y) \).

The stopping criterion used is

\[ r^T W^{-1} r \leq 10^{-10} r^T_0 W^{-1} r_0, \]

where \( W \) is the preconditioner (i.e., \( B \) or \( D \)), \( r \) is the current residual, and \( r_0 = (I - AW^{-1})b \) is the initial residual. We also show in the tables the following average convergence rate \( \rho = \sqrt{\frac{r^T W^{-1} r}{r^T r_0 W^{-1} r_0}} \).

Information on the minimum \( (\lambda_{\min}) \) and maximum \( (\lambda_{\max}) \) eigenvalues of \( A^{(k)} \) and \( A^{(k)} D^{(k)} \) for \( k = 3, \ldots, J \) can also be found in the tables. The Lanczos method was employed in the code to provide this information.

Notice that, in Tables 2–3, the number of iterations (as well as the estimated extreme eigenvalues) tends to be uniformly bounded from above. This is very well seen from the columns for the multiplicative AWM–HB preconditioner in Table 3. Thus, as proved in [16], the choice of \( m \) is practically not affected by \( J \). For example, \( m = 2 \) (see Table 2) gives also weakly sensitive values of the number of iterations (as well as eigenvalues) when \( J \) varies from 3 to 7. An improvement over the pure HB method (see Table 1) is clearly demonstrated in this test. It is expected that a much better improvement can be seen for problems of three space variables. To conclude, the numerical tests do illustrate the convergence theory presented in the first part of this work.

<table>
<thead>
<tr>
<th>Table 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWM–HB Multilevel Preconditioners; ( m = 2 )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Levels</th>
<th>Additive</th>
<th>Multiplicative</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J )</td>
<td>( \lambda_{\min} )</td>
<td>( \lambda_{\max} )</td>
</tr>
<tr>
<td>3</td>
<td>0.342</td>
<td>2.846</td>
</tr>
<tr>
<td>4</td>
<td>0.431</td>
<td>3.395</td>
</tr>
<tr>
<td>5</td>
<td>0.443</td>
<td>3.564</td>
</tr>
<tr>
<td>6</td>
<td>0.418</td>
<td>3.674</td>
</tr>
<tr>
<td>7</td>
<td>0.401</td>
<td>3.698</td>
</tr>
</tbody>
</table>
Table 3

AWM–HB Multilevel Preconditioners; m = 4

<table>
<thead>
<tr>
<th>J</th>
<th>$\lambda_{min}$</th>
<th>$\lambda_{max}$</th>
<th>$\rho$</th>
<th>iter</th>
<th>$\lambda_{min}$</th>
<th>$\lambda_{max}$</th>
<th>$\rho$</th>
<th>iter</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.544</td>
<td>2.862</td>
<td>0.364</td>
<td>21</td>
<td>0.997</td>
<td>1.572</td>
<td>0.068</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>0.481</td>
<td>3.393</td>
<td>0.447</td>
<td>28</td>
<td>0.999</td>
<td>1.724</td>
<td>0.130</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>0.442</td>
<td>3.633</td>
<td>0.668</td>
<td>28</td>
<td>0.998</td>
<td>1.898</td>
<td>0.143</td>
<td>11</td>
</tr>
<tr>
<td>6</td>
<td>0.417</td>
<td>3.722</td>
<td>0.484</td>
<td>30</td>
<td>0.999</td>
<td>1.856</td>
<td>0.147</td>
<td>11</td>
</tr>
<tr>
<td>7</td>
<td>0.399</td>
<td>3.769</td>
<td>0.498</td>
<td>32</td>
<td>0.999</td>
<td>1.905</td>
<td>0.147</td>
<td>11</td>
</tr>
</tbody>
</table>
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