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Abstract

We present a pressure-velocity based finite-difference method for solving the incompressible Navier-Stokes equation in infinite domains. An implementation of the method based upon a MAC grid discretization is discussed. Computational results include a comparison of the computed solution with an analytic solution for a translating cylindrical vortex in $\mathbb{R}^2$.

1 Introduction

In this paper we consider the task of computing solutions to the two-dimensional incompressible Navier-Stokes equations for flows in unbounded domains. Our aim is the construction of pressure-velocity based methods that approximate the infinite domain solution in a finite computational domain.

One immediate concern is the feasibility of constructing such methods. It seems extraordinary that one should be able create a computational procedure that operates in a finite domain, and yet captures infinite domain behavior. However, the fact that incompressible flow is completely determined by the dynamics of its vorticity allows such methods to be constructed. Specifically, even if a flow is in an unbounded region, the vorticity of the flow is often contained in a bounded region (or is at least negligible outside the bounded region). Thus, it is not too surprising to find that finite domain procedures based on the vorticity stream-function formulation exist. Vortex methods [5] (see [10] for a survey and list of references) are routinely used to create approximate solutions for flows in unbounded domains and finite difference methods [2] have also been used to create such solutions. The possibility that one can create vorticity stream-function based methods for infinite domain problems indicates that it should be possible to create pressure-velocity based methods. We show that this possibility can be realized; for an incompressible flow in an unbounded region where the vorticity is confined to a finite region, we describe a pressure-velocity based finite difference method that can be used to compute its evolution.

The construction of pressure-velocity based schemes for infinite domain problems is of interest because of the simplicity with which no-slip boundary conditions can be specified at solid boundaries. Additionally, if one is constructing finite difference schemes to simulate flows where the
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underlying vorticity is highly concentrated (e.g. in high Reynolds number flows with vortex shedding) one has fewer numerical problems evolving the velocity on a grid than evolving the vorticity on a grid.

The method we describe is a projection scheme [4]; a method where at each step the velocity field is advanced without regard to the incompressibility constraint and then the result is projected onto a velocity field that satisfies the constraint. There are two specific difficulties introduced by the infinite nature of the domain. One difficulty concerns the implementation of the projection operator in an infinite domain. The other difficulty concerns the specification of boundary conditions for the velocity at the outer edges of the computational domain. Our solution to the projection operator problem is to implement the projection using a vorticity stream-function approach. This translates the problem into one of computing the solution to Laplace’s equation in an infinite domain — a problem to which Greens’ function based techniques can be applied. With regard to the velocity boundary conditions, we show that as long as the computational domain completely contains the vorticity of the fluid, then the specification of the velocity at the computational boundary can be more or less arbitrary. Any errors in the velocity introduced by the boundary conditions are annihilated when the projection of the velocity field is computed.

In the second section we present the Navier-Stokes equations and review the principle components of projection methods for computing their solution. We also describe an implementation of the projection operator that uses a vorticity/stream-function construction and how an infinite domain can be accommodated in a projection based scheme. This description is given in general terms; discrete in time but continuous in space. In section three we present the details of a complete numerical method that uses MAC grid spatial discretizations.

One of the benefits of being able to compute solutions in infinite domains is that it provides greater opportunity to compare computational results with analytical results. In particular, we take advantage of this opportunity and compare the results of our numerical method to the analytic solution for the inviscid motion of a translating two dimensional cylindrical vortex in \( R^2 \) [8].

## 2 A stream-function based projection method

The two dimensional incompressible Navier-Stokes equations that describe flow in a domain \( \Omega \) are

\[
\frac{\partial \vec{u}}{\partial t} + \vec{u} \cdot \nabla \vec{u} = -\nabla P + \nu \Delta \vec{u} \tag{1}
\]

\[
\nabla \cdot \vec{u} = 0 \tag{2}
\]

\[
\vec{u}(\vec{x}, 0) = \vec{u}_0(\vec{x}) \quad \vec{x} \in \Omega
\]

\[
\vec{u}(\vec{x}, t) = 0 \quad \vec{x} \in \partial \Omega
\]

Here \( \vec{u} = (u, v) \) is the velocity, \( P \) is the pressure, and \( \nu \) is the viscosity.

In the standard projection method [4] the solution of (1) is advanced one Euler time step by advancing the velocity without regard to the divergence condition (2) and then projecting this velocity onto its divergence free component. Specifically, one first computes the candidate velocity field \( \vec{u}^* \) using the equation

\[
\vec{u}^* = \vec{u}^n + dt \ast (-\vec{u}^n \cdot \nabla \vec{u}^n + \nu \Delta \vec{u}^n) \tag{3}
\]
and then computes \( \bar{u}^{n+1} \) so that the relation

\[
\bar{u}^* = \bar{u}^{n+1} + \nabla \Phi \\
\nabla \cdot \bar{u}^{n+1} = 0
\]  

(4)

is satisfied (e.g. \( \bar{u}^{n+1} \) is the projection of \( \bar{u}^* \) onto its divergence-free component).

The most common technique for determining \( \bar{u}^{n+1} \) in (4) is to apply the divergence (\( \nabla \cdot \) ) operator to (4) to obtain a Poisson equation for \( \Phi \),

\[ \Delta \Phi = \nabla \cdot \bar{u}^* \]

Boundary conditions are obtained by taking the inner product of (4) with the normal vector \( \bar{n} \) yielding

\[ \frac{\partial \Phi}{\partial \bar{n}} = 0 \quad (x,y) \in \partial \Omega. \]

\( \bar{u}^{n+1} \) is then obtained by subtraction: \( \bar{u}^{n+1} = \bar{u}^* - \nabla \Phi \). As will be discussed in section three, one can create higher order (in time) projection methods by combining Euler step solutions.

There is an alternative method for implementing the projection of \( \bar{u}^* \), one that incorporates the use of a stream function \( \Psi \). Specifically, if \( \nabla \cdot \bar{u}^{n+1} = 0 \), then there exists a stream function \( \Psi \) so that

\[ \bar{u}^{n+1} = \left( \frac{\partial \Psi}{\partial y}, -\frac{\partial \Psi}{\partial x} \right) \]

(5)

An equation for \( \Psi \) can be obtained by applying the curl (\( \nabla \times \) ) operator to (5). This results in the Poisson equation,

\[ \Delta \Psi = -\nabla \times \bar{u}^{n+1} \]

(6)

The right-hand side of (6) can be expressed in terms of \( \bar{u}^* \) by applying the curl operator to equation (4); we find \( \nabla \times \bar{u}^{n+1} = \nabla \times \bar{u}^* \). Dirichlet boundary conditions for \( \Psi \) are obtained by taking the inner product of (5) with the boundary normal. This inner product yields the expression \( \frac{\partial \Psi}{\partial \bar{\tau}} = 0 \) which implies that \( \Psi \) has a constant value \( c_i \) on each separate component of \( \partial \Omega_i \).

Therefore, given \( \bar{u}^* \), an alternate method for implementing the projection consists of first computing the stream function as a solution of

\[ \Delta \Psi = -\nabla \times \bar{u}^* \]

\[ \Psi = c_i \quad (x,y) \in \partial \Omega_i \]

(7)

where \( \partial \Omega_i \) is the boundary of the \( i \)th object in the domain. \( \bar{u}^{n+1} \) is determined through the relation (5). If the domain is simply connected then the constant in the boundary condition, \( c_0 \), can be arbitrary. For non-simply connected domains, the values of \( c_i \) are chosen so that the circulation about each object in the domain vanishes. If one desires the function \( \Phi \) in (4) (the pressure \( p = \frac{\Phi}{dt} \)), then it can be obtained (up to a constant) by integrating (4) along any path in the domain from a
fixed location. The fact that $\nabla \times \vec{u}^* - \nabla \times \vec{u}^{n+1} = 0$ ensures that this construction of $\Phi$ is path independent.

The use of (3) with (5) and (7) comprise what we refer to as a “stream function based” projection method.

2.1 Infinite domain considerations

If the domain is infinite, then the challenge is to create a computational procedure in a finite region (typically a rectangular region) that can be used to capture the infinite domain solution in that region. As mentioned in the introduction, it is possible to create such methods if the vorticity ($\omega = \nabla \times \vec{u}$) is confined to the computational region; we will also make this assumption.

In a stream function based projection method, there are two computational issues that must be addressed when the domain is infinite. One issue is the choice of boundary conditions for $\vec{u}$ at the edge of the computational boundary. These boundary conditions must be specified in order to compute $\vec{u}^*$. The other issue concerns computing the stream function used to implement the projection operator.

With regard to the boundary conditions on $\vec{u}$, we observe that $\vec{u}^*$ only influences $\vec{u}^{n+1}$ through its curl; so in one time step the errors introduced by any erroneous boundary conditions are only propagated as errors in $\nabla \times \vec{u}^*$. Moreover, with a sufficiently small time step, any the errors induced in $\nabla \times \vec{u}^*$will be confined to a narrow region at the outer edge of the computational boundary. Under our assumptions on the vorticity, the term $\nabla \times \vec{u}^*$ occurring in (7) will also be confined to the computational region and so should vanish near the computational boundary. Any erroneous values induced by incorrect boundary conditions can therefore be corrected by merely setting the value of $\nabla \times \vec{u}^*$ to zero. Thus, the boundary conditions for the velocity at the outer edge of the computational region can be specified more or less arbitrarily; errors are corrected in the projection step by setting the value of the $\nabla \times \vec{u}^*$ to zero near the edges of the computational domain.

The other challenge to implementing a stream function projection method in infinite domains is the solution of (7) for the stream function. As mentioned above, our assumption on the vorticity allows us to conclude that $\nabla \times \vec{u}^*$ is confined to the computational region. If one has the Greens’ function, $G(x, y)$, for the Laplace operator in the domain, then a solution of (7) can be obtained by computing an integral over a finite region. Specifically, the integral over the infinite domain $\Omega$ becomes an integral over the finite computational domain $D$;

$$\Psi(x) = \iint_{\Omega} G(x, y) \ast (\nabla \times \vec{u}^*) \, dy = \iint_{D} G(x, y) \ast (\nabla \times \vec{u}^*) \, dy$$

Thus, the computation of the solution to (7) can be computed in a finite region through the use of a Greens’ function.
3 A numerical method for problems in $\mathcal{R}^2$

As an example of a method based upon the previous discussion, we consider the problem of computing a solution to the initial value problem (1) with $\Omega = \mathcal{R}^2$. Our computational domain $\mathcal{D}$ will be a rectangular region, and we assume for inviscid problems that $\nabla \times \vec{u} \subseteq \mathcal{D}$ for $t \in [0,T]$. In the case of viscous problems where $\nabla \times \vec{u}$ will be non-zero in all of $\mathcal{R}^2$, we assume that $\nabla \times \vec{u}$ is negligible outside of $\mathcal{D}$. For our spatial discretization we use a MAC grid. The location of the computational variables and their indexing is given in Figure 1. One reason for using a MAC grid is that when second order centered differences are used to approximate the velocity derivatives in (5) and in the curl and divergence operators, then the appropriate approximation of the Laplace operator used in the projection step (7) is the standard five point discrete Laplace operator. When the domain is rectangular, this allows one the luxury of using standard fast Poisson solvers to compute the stream function.
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Figure 1

Our discretization in time is a 3rd order Runge-Kutta method. This higher order Runge-Kutta method is used because of its greater temporal accuracy and its stability characteristics. In particular, its region of absolute stability contains a portion of the imaginary axis and can thus be used as a stable integrator for finite difference methods that use centered spatial derivative approximations. Implementing the Runge-Kutta scheme requires the combination of three velocity fields where each velocity field can be viewed as the result of a single Euler time step. We therefore describe the numerical procedure for advancing the discrete solution one Euler time step and then indicate how these are combined to obtain the complete solution.

The first task in computing one Euler step is to compute approximations to $\vec{u}^*$, defined by

$$\vec{u}^* = \vec{u}^n + dt \ast (-\vec{u}^n \cdot \nabla \vec{u}^n + \nu \Delta \vec{u}^n)$$  \hspace{1cm} (8)

or, when expressed in conservation form,

$$\vec{u}^* = \vec{u}^n + dt \ast (-\nabla \cdot (\vec{u}^n (\vec{u}^n)^t) + \nu \Delta \vec{u}^n).$$  \hspace{1cm} (9)

Any of a large number of methods can be used to compute approximations to the spatial derivatives occurring in (8) or (9). For simplicity, we've used the second order spatial discretization given in [9] of the conservation form (9),
\begin{align*}
  u_{i+1/2,j}^n &= u_{i+1/2,j}^n + dt \times ( -\nabla_x^h (u^2)_{i+1/2,j}^n - \nabla_y^h (uv)_{i+1/2,j}^n + \nu \Delta^h u_{i+1/2,j}^n ) \\
  v_{i,j+1/2}^n &= v_{i,j+1/2}^n + dt \times ( -\nabla_x^h (uv)_{i,j+1/2}^n - \nabla_y^h (v^2)_{i,j+1/2}^n + \nu \Delta^h v_{i,j+1/2}^n )
\end{align*}

where \(\nabla_x^h, \nabla_y^h\) are standard forward divided differences (which are actually centered about half-index variables), \(\Delta^h\) the standard five point discrete Laplace operator, and

\begin{align*}
  (u^2)_{i,j} &= \frac{1}{4} (u_{i+1/2,j} + u_{i-1/2,j})^2 \\
  (uv)_{i,j} &= \frac{1}{4} (u_{i+1/2,j} + u_{i-1/2,j})(v_{i,j+1/2} + v_{i,j-1/2}) \\
  (v^2)_{i,j} &= \frac{1}{4} (v_{i,j+1/2} + v_{i,j-1/2})^2
\end{align*}

For problems where the solution is not smooth, or large gradients are expected, then more advanced discretization procedures can be used. (In the computation of flow about a flat plate we’ve obtained good results using third order ENO [11][6] discretizations of (8)). In order to close the difference approximations (10) boundary conditions at the edge of the computational domain must be specified. Since these can be specified more or less arbitrarily, we specified \(\vec{u}^n = 0\).

After the computation of \(\vec{u}^*\), the next step is the computation of its projection. In the projection step we used centered second order discretizations for the derivatives occurring in the curl, the divergence, and the derivatives in (5), specifically,

\begin{align*}
  u_{i+1/2,j} &= \left( \frac{\Psi_{i+1/2,j+1/2} - \Psi_{i+1/2,j-1/2}}{dy} \right) \\
  v_{i,j+1/2} &= -\left( \frac{\Psi_{i+1/2,j+1/2} - \Psi_{i-1/2,j+1/2}}{dx} \right) \\
  (\nabla \times \vec{u})_{i+1/2,j+1/2} &= \left( \frac{u_{i+1/2,j+1} - u_{i+1/2,j}}{dy} \right) - \left( \frac{v_{i+1/2,j+1/2} - v_{i,j+1/2}}{dx} \right) \\
  (\nabla \cdot \vec{u})_{i,j} &= \left( \frac{u_{i+1/2,j} - u_{i-1/2,j}}{dx} \right) + \left( \frac{v_{i,j+1/2} - v_{i,j-1/2}}{dy} \right)
\end{align*}

With this choice of difference operators the approximation of the Laplace operator in (7) that yields a discrete velocity field so that (4) will be satisfied is the standard five point Laplacian. This can be verified by applying the discrete curl operator (12) to (11). (Alternately, one can assume that the five point discrete Laplace operator is used and then verify that a velocity field defined by (11) will be discretely divergence free when the divergence is computed with (13).)

The first step in the calculation of the projection is the computation of \(\nabla \times \vec{u}^*\). This is done using (12). Since the velocity boundary values \(\vec{u}^n = 0\) will create erroneous values of \(\nabla \times \vec{u}^*\) near the edge of the computational boundary, the values of \(\nabla \times \vec{u}^*\) are set to zero at grid nodes on the boundary and one mesh width away from the boundary. Only points one mesh width from the boundary require correction because the stencil width of the spatial approximations is one mesh width. For discretizations with wider stencil widths, all values within its stencil width from the computational boundary will need to be corrected.
The next step in the projection is the calculation of the solution of

$$
\Delta^h \Psi = -\nabla \times \vec{u}^*
$$

where the domain is all of $\mathcal{R}^2$. As indicated in section two, in the continuous case this can be computed using the Greens' function for the domain. The same holds true for the discrete case. In particular we can compute the solution of (14) as

$$
\Psi_{i+1/2, j+1/2} = \sum_{p,q}^{p+1, q+1} - (\nabla \times \vec{u}^*)_{p+1/2, q+1/2} G^h(p + 1/2, q + 1/2, i + 1/2, j + 1/2)
$$

where $G^h$ is the Greens' function for the discrete Laplacian given in [3]. Since $-(\nabla \times \vec{u}^*)_{p+1/2, q+1/2}$ vanishes outside the computational boundary, the sum occurring in (15) is a finite sum over grid points in the computational domain. The calculation of (15) as the formula is written requires $O(N^2)$ operations if the number of grid points in the domain is $N$. This complexity can be reduced by computing $\Psi$ as a sum of two calculations, one calculation is the result of a standard Dirichlet problem in the computational domain, and the other a discrete harmonic function added to correct this result so that the sum solves the infinite domain problem. With such a construction the complexity associated with evaluating (15) becomes $O(N \log(N)) + O(\sqrt{n})$. (See [7] for a more detailed description of this latter procedure.)

After the solution to (14) is computed, the projected velocity field is evaluated using the approximations given in (11).

The extension of the single Euler step to a Runge-Kutta step is straightforward. We follow the standard Runge-Kutta procedure where each stage is an Euler step, and just apply the projection projection operator to each stage. Specifically, if $\mathcal{F}$ is used to denote the application of the convection diffusion operator and $\mathcal{P}$ is the projection of a velocity field onto it's divergence free component, then the time stepping formula becomes

$$
\begin{align*}
\vec{k}_{i+1}^* &= \vec{u}^n + dt \ast \mathcal{F}(\vec{u}^n) \\
\vec{k}_1 &= \mathcal{P}(\vec{k}_{i+1}^*) \\
\vec{k}_2^* &= \vec{u}^n + \frac{dt}{3} \ast \mathcal{F}(\vec{k}_1) \\
\vec{k}_2 &= \mathcal{P}(\vec{k}_2^*) \\
\vec{k}_3^* &= \vec{u}^n + \frac{2dt}{3} \ast \mathcal{F}(\vec{k}_2) \\
\vec{k}_3 &= \mathcal{P}(\vec{k}_3^*) \\
\vec{u}^{n+1} &= \vec{u}^n + dt \ast \left( \frac{1}{4} \vec{k}_1 + \frac{3}{4} \vec{k}_3 \right)
\end{align*}
$$

Note that $\vec{u}^{n+1}$ need not be projected since it is the linear combination of velocity fields that have zero divergence.
4 Computational Results

As a test of the accuracy of the method described above we computed the solution to the inviscid Navier-Stokes equations corresponding to a translating cylindrical vortex [8]. The velocity field of the solution is given by

\[
\begin{align*}
    u(x, y, t) &= \begin{cases} 
        U_s + \left( \frac{C}{\bar{r}} \right) \cos(2\bar{\theta}) J_1(k\bar{r}) + Ck \sin^2(\bar{\theta}) J_0(k\bar{r}) & \bar{r} \leq a \\
        U_s \left( \frac{a^2}{\bar{r}^2} \right) \cos(2\bar{\theta}) & \bar{r} > a 
    \end{cases} \\
    v(x, y, t) &= \begin{cases} 
        \left( \frac{C}{\bar{r}} \right) \sin(2\bar{\theta}) J_1(k\bar{r}) - Ck \sin(\bar{\theta}) \cos(\bar{\theta}) J_0(k\bar{r}) & \bar{r} \leq a \\
        U_s \left( \frac{a^2}{\bar{r}^2} \right) \sin(2\bar{\theta}) & \bar{r} > a 
    \end{cases}
\end{align*}
\]

where \( \bar{r} = \sqrt{x^2 + y^2} \), \( x = x - U_s t \), and \( y = y \). \( U_s \) is the translational velocity of the vortex in the x-direction, \( J_0 \) and \( J_1 \) are the Bessel functions of order zero and one respectively, \( a \) is the vortex radius, \( k \) is determined so that the product \( ka \) is the first root of \( J_1 \) (=3.831705...), and the constant \( C = \frac{-2U_s}{kJ_0(ka)} \). The stream function and vorticity corresponding to this solution are given by

\[
\begin{align*}
    \Psi(x, y, t) &= \begin{cases} 
        CJ_1(k\bar{r}) \sin(\bar{\theta}) + U_s \bar{r} \sin(\bar{\theta}) & \bar{r} \leq a \\
        U_s \left( \frac{a^2}{\bar{r}^2} \right) \sin(\bar{\theta}) & \bar{r} > a
    \end{cases} \\
    \omega(x, y, t) &= \begin{cases} 
        Ck^2 J_1(k\bar{r}) \sin(\bar{\theta}) & \bar{r} \leq a \\
        0 & \bar{r} > a
    \end{cases}
\end{align*}
\]

With the value \( U_s = 1 \), the solution consists of a cylindrical vortical structure translating to the right with speed 1. Figure 2 contains contour plots of the vorticity and stream function at time \( t = 0.0 \).
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Figure 2

The velocity field of this solution is continuously differentiable, but the second derivatives are discontinuous (This can be deduced from the discontinuous nature of the derivatives of the vorticity...
distribution at the edge of the vortex). Even though this problem is not a good one for showing the benefits of high order spatial discretization, there is sufficient smoothness to test convergence of the numerical method to an analytic solution for an infinite domain flow problem.

We choose the vortex to be of unit radius \(a = 1\), and the rectangular region \([-1.5, 3.5] \times [-1.5, 1.5]\) to be the computational domain. Mesh sizes of \(dx = dy = .1, .05\) and .025 were used. The solution was computed from \(t = 0\) to \(t = 2.0\), using a time step \(dt = dx/4\) (so that the CFL restriction is satisfied). Over the computational time interval, the center of the vortex translates from the origin to the point \((2, 0)\).

To assess the spatial accuracy we computed the errors in the solution obtained with different mesh sizes. The errors were measured in the discrete \(L^2\) norm; for a scalar function \(\|f - f^h\|_2 = \sqrt{\sum_{i,j} f_{i,j}^2 \, dx \, dy}\) and for vector functions \(\|g - g^h\|_2 = \|g_1 - g_1^h\|_2 + \|g_2 - g_2^h\|_2\). The results are presented in Table 1.

<table>
<thead>
<tr>
<th>Mesh Size</th>
<th>(|\omega - \omega^h|_2)</th>
<th>(|\vec{u} - \vec{u}^h|_2)</th>
<th>(|\Psi - \Psi^h|_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>.1</td>
<td>0.984982</td>
<td>0.188648</td>
<td>0.0352</td>
</tr>
<tr>
<td>.05</td>
<td>0.352738</td>
<td>0.048957</td>
<td>0.010492</td>
</tr>
<tr>
<td>.025</td>
<td>0.155330</td>
<td>0.014167</td>
<td>0.002525</td>
</tr>
</tbody>
</table>

Table 1
Errors in the vorticity, \(\omega\), the velocity, \(\vec{u}\), and the stream function, \(\Psi\), at time \(t = 2.0\).

The first observation that can be made is that the numerical solution is converging to the infinite domain solution. Thus, even though the computational domain is finite and remains fixed as the mesh size is decreased, the infinite domain solution is accurately predicted. The errors in the stream function diminish by a factor of approximately four as the mesh size is reduced by a factor of two, indicating a second order rate of convergence. With the finer meshes, the convergence rate of the velocity is a bit less, \(~1.78\) and the convergence rate of vorticity is slightly more than first order \(~1.18\). These reduced rates of convergence are expected, since the velocity has discontinuous second derivatives and the vorticity has discontinuous first derivatives.

To assess the accuracy of the procedure on a smooth solution, we computed the solution to the viscous Navier-Stokes equation using (16) at \(t = 0\) as an initial condition and a value of viscosity \(\nu = 0.025\). The rates of convergence were estimated at each point using Aitken extrapolation [1]. An average rate of convergence was obtained by averaging the pointwise rates that were less than three in magnitude (this discounts spurious rate values). The average rate of convergence for the stream function was 2.11835, for the average U velocity 2.09483, and for the vorticity 1.96398. For the inviscid problem the rates as estimated by Aitken extrapolation are 2.0016 for the stream function, 1.9354 for the average U velocity and 1.67921 for the vorticity. As expected, we find that the convergence rates improve with the smoothness of the solution.

The method described for \(R^2\) can be extended to other infinite domains as well. As an example of this, in Figure 3 we present the vorticity associated with the solution of the viscous Navier-Stokes equations for flow about a flat plate.
Due to the presence of large velocity gradients in this flow, a third order weighted ENO scheme [6] was used for the spatial discretization. The solution of Poisson's equation for the flow exterior to the plate was also solved using a discrete Greens' function based method
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