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Abstract

This paper applies the authors' previously proposed vector valued active contour without edges model to segment textured images. The model uses a level set implementation and can detect edges without the use of gradient information, making it natural for use in textured image segmentation. Multiple Gabor transforms of the original image are used to discriminate textures. We show numerical results for segmentation and discrimination of textures, using supervised and unsupervised forms of the model.

1 Introduction

When looking at a textured image, the human eye has to look a little harder in order to spot the different textures. Likewise, when using a computer to segment the image, we need to change the standard segmentation models to allow the computer to segment the textured image. There are several problems specific to texture segmentation: when the textures have the same intensities, it is very difficult for the standard segmentation models to tell them apart; another problem inherent in textured segmentation is that it is often difficult to pick out the boundary between two textures because there is no sharp difference between them. Finally, any texture segmentation algorithm should be robust to noise, since texture has small patterns that are "noise" like.

A vector-valued active contour and segmentation model could be a way for overcoming these three problems, all together. Most active contour models and segmentation algorithms use the gradient of the image in their edge detectors, but then as a result unclear boundaries between two textures are hard to be detected. These models need in addition to perform a-priori smoothing, to smooth out the noise. This can therefore produce a not very accurate location of edges. Among the classical models for active contours based on a gradient-edge-function for the stopping criteria, we mention [12], [4], [15], [5], [13], [15], [32], [26], [19].

The active contour and segmentation model used in this paper [36], [37] does not use the gradient to detect boundaries. This property allows the model to be robust to noise, and to segment color and multi-spectral images where there are no clear gradient-boundaries. It is based on the piecewise-constant Mumford and Shah model for segmentation [17], and it uses the level set method [18] for the representation of the evolving contour. In addition, it does not need an a-priori smoothing of the image, and therefore edges are much better located.

We propose here a natural extension of [37] to textured images since these images often cannot be segmented using the gradient as an edge detector. In addition, the model from [37] and [36] allows for automatic detection of interior contours, detection of edges which cannot be defined by gradient, without using an a-priori smoothing. These advantages could not be obtained by the previous active contour models, such as [12], [4], [15], [5], [13], [15], [32], [26], [19].

For the texture discrimination, we propose to use Gabor functions, having properties similar to those of early visual channels, being localized in space and frequency domains [10], [6]. Here, we convolve the Gabor functions with the original textured image to obtain different channels. Some of these channels will be the input of the multi-channel active contour algorithm.

To summarize, in this paper we propose a combined framework of the vector-valued active contour model without edges from [37] and Gabor functions, to segment tex-
tured images. This paper is closely related with [19] and [20], where the Gabor function is also used to discriminate textures, in a curve evolution based probabilistic approach. In these works, it is assumed that a texture pattern is given [19] (called preferable texture pattern), or that a set of texture patterns are known a-priori [20]. It is also assumed there is no a priori knowledge about the desired intensity properties of the different regions is available.

Here, we do not assume any a-priori knowledge or statistical information on the type of textures, or on the type of intensity, or on the location of boundaries. The proposed model here is quite general, and it can be applied in many situations. In addition, the vector-valued active contour model from [37] can recover a full object from combined channels of the same image, even if there are missing parts in some of the channels. As we will see in the numerical results, this property is very appropriate and useful in recovering objects filtered by several Gabor functions.

Other transforms could be used of course, instead of the Gabor transform, for texture discrimination, such as wavelets (see for example [21]).

This paper is related to many other works on active contours and texture segmentation, such as [19], [20] (already mentioned above), [27], [28], [29], [33], [34]. Additional related papers are [16], [40], [41], [42].

Other related works on segmentation, edge-preserving smoothing, and vector-valued images (e.g. multi-channels, color, etc), are [7], [14], [22], [24], [25], [34], [35].

2 Description of the model

We begin by recalling the Gabor function and the vector-valued active contour model without edges from [37].

2.1 The Gabor function

In this section, we review the basics of the Gabor transforms necessary for our model. The 1-D Gabor function was first defined by Gabor [8], and later extended to 2-D by Daugman [6].

The Gabor function has often been implemented in texture segmentation because it is similar to a biological vision system which is localized in space and frequency. It has the property that it can segment images having region differences in spatial frequency, density of elements, orientation, phase, and energy, as explained in [3].

A 2-D Gabor filter is an oriented complex sinusoidal grating modulated by a 2-D Gaussian function, which is given by

\[ G_{\sigma, F, \theta}(x, y) = g_{\sigma}(x, y) \exp[2\pi j F(x \cos \theta + y \sin \theta)], \]

where

\[ g_{\sigma}(x, y) = \frac{1}{2\pi \sigma^2} \exp\left[ -\frac{x^2 + y^2}{2\sigma^2} \right]. \]

Note that we use the notation \( j \) for the complex number \( i \). The frequency of the span-limited sinusoidal grating is given by \( F \) and its orientation is specified as \( \theta \); \( \sigma \) is a scale parameter. The parameters of a Gabor filter are therefore given by the frequency \( F \), the orientation \( \theta \), and the scale \( \sigma \). The Gabor filter \( G_{\sigma, F, \theta} \) gives a complex-valued function, decomposed by \( G_{\sigma, F, \theta} = G_{R} + jG_{I} \) into real and imaginary parts.

Giving an image function \( u_0 \), defined on a planar domain \( \Omega \), and taking real values, we can convolve it with the Gabor function, to obtain Gabor transforms of \( u_0 \):

\[ (u_0)_{\sigma, F, \theta} = \sqrt{(G_{R} \ast u_0)^2 + (G_{I} \ast u_0)^2}. \]

We vary \( F, \theta, \sigma \), to obtain different input channels for the active contour model for vector-valued images. We normalize the channels between 0 and 255.

2.2 Multi-Channel Model

Here we give the details of the multi-channel active contour model without edges from [37], based on Mumford and Shah segmentation [17] and the level set method [18].

Let \( u_0 \) be the textured image, defined on a planar domain \( \Omega \) with real values (for simplicity only, but color texture segmentation could also be considered). Let \( u_0^i \), for \( i = 1, \ldots, N \), be \( N \) Gabor transforms of the original image \( u_0 \), obtained for different parameters \( (F, \theta, \sigma) \). These will be the channels or entries in the multi-valued active contour model.

Let \( C \) be the evolving contour. Each channel being a different transform of the same image \( u_0 \), we denote by \( c_+^i \), and \( c_-^i \), the two averages of \( u_0^i \) inside and outside the curve \( C \), respectively, for \( i = 1, 2, \ldots, N \). Following [37], the following energy was introduced, which, when minimized with respect to \( c_+^i \) = \( (c_1^i, \ldots, c_N^i) \), \( c_-^i \) = \( (c_1^i, \ldots, c_N^i) \), and \( C \), performs active contours, denoising and binary segmentation:

\[ E(C, c_+, c_-) = \mu \cdot \text{length}(C) + \]

\[ \frac{1}{N} \sum_{i=1}^{N} \lambda_i |u_0^i(x, y) - c_+^i|^2 \, dx \, dy + \]

\[ \frac{1}{N} \sum_{i=1}^{N} \gamma_i |u_0^i(x, y) - c_-^i|^2 \, dx \, dy. \]

The positive scalars \( \lambda_i \) and \( \gamma_i \), for \( i = 1, \ldots, N \) are weight parameters for each channel. Minimizing the above energy, one tries to segment possible objects in the image with contours given by \( C \) and represented by the region "inside \( C \)".
from a uniform background represented by the region "outside \( C \).

In [37], the implementation has been done using the level set method of S. Osher and J. Sethian [18], which gives an efficient method for moving curves and surfaces, on a fixed regular grid, allowing for automatic topology changes, such as merging and breaking of curves etc. The curve \( C \) is represented implicitly, via a level set function \( \phi \), such that \( C = \{ (x, y) : \phi(x, y) = 0 \} \), and \( \phi(x, y) > 0 \) inside \( C \), \( \phi(x, y) < 0 \) outside \( C \).

Following [33] and [36], the above energy is then expressed in the level set formulation as follows. We recall the Heaviside function \( H \) to be defined as:

\[
H(x) = \begin{cases} 
1 & \text{if } x \geq 0, \\
0 & \text{if } x < 0,
\end{cases}
\]

and the Dirac Delta function \( \delta(x) = \frac{d}{dx} H(x) \), in the sense of distributions. Then, rewriting \( E \) in level set form, we obtain:

\[
E(\phi, \overline{c}_+, \overline{c}_-) = \mu \int_\Omega \delta(\phi)|\nabla \phi| \, dxdy + \\
\frac{1}{N} \sum_{i=1}^{N} \lambda_i |u_0^i(x, y) - c_+|^2 H(\phi) \, dxdy + \\
\frac{1}{N} \sum_{i=1}^{N} \gamma_i |u_0^i(x, y) - c_-|^2 (1 - H(\phi)) \, dxdy.
\]

Minimizing the above energy with respect to the unknown constant vectors \( \overline{c}_+ \) and \( \overline{c}_- \), we obtain the following relations, embedded in a time-dependent scheme:

\[
c_+^i(t) = \frac{\int_\Omega u_0^i H(\phi) \, dxdy}{\int_\Omega H(\phi) \, dxdy},
\]

\[
c_-^i(t) = \frac{\int_\Omega u_0^i (1 - H(\phi)) \, dxdy}{\int_\Omega H(\phi) \, dxdy},
\]

i.e. the averages of channels \( u_0^i \) inside and outside the curve \( C \) respectively, for \( i = 1, 2, ..., N \), where \( N \) is the number of channels.

Minimizing the above energy with respect to \( \phi \), and parameterizing the descent direction by an artificial time, we obtain the following Euler-Lagrange equation for \( \phi \):

\[
\begin{cases}
\phi(0, x, y) = \phi_0(x, y), \\
\frac{\partial \phi}{\partial t} = \delta_\epsilon(\phi) [\text{div}(\nabla \phi) - \mu - \frac{1}{N} \sum_{i=1}^{N} \lambda_i (u_0^i - c_+)^2 + \frac{1}{N} \sum_{i=1}^{N} \gamma_i (u_0^i - c_-)^2] \text{ in } \Omega, \\
\frac{\delta \phi}{\partial n} = 0 \text{ on } \partial \Omega,
\end{cases}
\]

where we have regularized the Heaviside function \( H \) by a smooth approximation \( H_\epsilon \), as \( \epsilon \to 0 \), as in [36], [37], and \( \delta_\epsilon = H_\epsilon' \).

Starting with an initial contour, given by \( \phi_0 \), at each time step we update the vector averages \( \overline{c}_+ \) and \( \overline{c}_- \), and we evolve the PDE in \( \phi \).

The obtained model detects contours both with or without gradient, interior contours automatically, and is robust to noise. The initial contour can be placed anywhere, not necessarily completely enclosing the objects to be detected.

### 3 Experimental Results

In order to segment the textured image, we first convolve the image with different Gabor functions. We have found that the following parameters give satisfactory results: \( \theta = \{0, \pi/6, \pi/4, \pi/3, \pi/2\} \), \( P = \{60, 90, 120\} \) (of a 256x256 image) and \( \sigma = \{.0075, .005, .0025\} \) (see also [9]). Using all the combinations of the parameters, we obtain 45 different images as possible channels. Using all of these channels for segmentation is cumbersome, especially as some of the images are redundant while others do not help in detection. Also, when we use all the possible transforms the computation time will be longer, and it may not give the desired result due to conflicting information.

At this point we divide our model into two parts: "supervised" texture segmentation, when the user chooses the "best" Gabor transforms, to be used as input channels; and "unsupervised" texture segmentation, where the Gabor transforms to be used are chosen by a dynamic automatic criterion.

The case of supervised texture segmentation allows to use fewest number of transforms in order to segment the image, and as a result it does a very good job, with optimal computational efficiency.

The case of unsupervised texture segmentation is similar to the work of [11], [31]. The criterion that we used for the automatic choice of the Gabor transforms is based on the following: we want the images to have the highest intensity differences relative to the mean of the image. Thus for each transformed channel \( i \) we calculate the following:

\[
s_i = |c_+^i - c_-^i|.
\]

Only \( n \) channels corresponding to the first \( n \) largest values of \( s_i \) are used in our active contour model as inputs, at the initial time and at later times. Using this criterion may require more channels to be chosen than in the supervised case, because not all the picks are good, however this criterion does a fair job of picking out automatically the "best" channels. Then, we update the chosen transforms by this criterion every 10-100 iterations. At every test, we have the same number of transforms which will be used, for the same experiment, but these transforms may dynamically change.

The following experimental results are presented. Each figure shows the original textured image, the final segmentation, followed by a sampling of the Gabor transforms (in
some examples, we also show the evolution of the contour). In the unsupervised case, we show the final \( n \) channels issued from the automatic criterion.

While the Gabor transforms have more intensity contrast, thus clearer edges than the original images, there is still a lot of detail texture in them. By picking the proper parameters, our Gabor-based active contour model is able to segment the textured image.

We denote by \( \lambda = (\lambda_1, ..., \lambda_N) \), and \( \gamma = (\gamma_1, ..., \gamma_N) \). If \( \lambda > \gamma \), it forces the contour to decrease, this is necessary as there is a lot of patterns in the object and the model favors encompassing all of them rather than finding the largest object. The large \( \mu \) allows the model to ignore small patterns which still show in the Gabor transforms.

In Figure 1, there is a square in the middle of the image, but it is very hard to distinguish it. The Gabor transforms contrast the square, with the outside texture, and the active contour model has no problem detecting the edges of the square.

In Figure 2, a texture is oriented at 90 degrees to itself. Again we find that the model segments between the different orientations. In these first two examples, we use the supervised choice of the Gabor transforms.

In Figure 3, we have a texture image with noise. Despite the fact that the Gabor transforms were noticeably worse, the model was still able to pick out the square object.

In Figure 4, we have an example of when the model does not work. In this example we have a brick wall, and another brick wall slightly staggered. The human eye can see it clearly. However the Gabor transforms are not able to differentiate between the two objects well since it’s the same texture at the same angle. The model is not able to find the boundary between the objects in this case.

In Figures 5 and 6, we consider the same images from Figures 1 and 2, but this time we use the unsupervised version of the model. It is still able to correctly segment the images, even though some of the channels do not extract the desired information.

In Figure 7, we have an example of a more complicated textured image of two zebras. The supervised model segments the image well by discriminating the bodies from the shadow and the background. Note that interior contours are detected by the level set active contour model (under the head of the larger zebra).

In Figures 8 and 9, we have used the unsupervised criteria for choosing the Gabor transforms (we have four and eight channels respectively). Notice that details are missing from both sets of transforms, but the obtained results are very satisfactory. With the eight channels, some smaller details are lost, compared with the supervised texture segmentation from Figure 7.

Note that, even if the original textured images have “clear” boundaries that human can perceive, in the Gabor transforms, these boundaries are sometimes still very fuzzy or blurred (see for example Figure 3 channel 2, or Figure 5 first two channels), and therefore these illustrates the need of a model that can handle smooth boundaries. The active contour model used here is very appropriate, because it does not use the gradient as an edge detector, like in other more classical models. In addition, discontinuous edges with missing parts are very well recovered (as illustrated in Figure 7).

4 Concluding remarks

In this paper, we have proposed a level set and Gabor-based active contour model for segmenting textured images. For the purpose of illustration, we have considered here only the case of images with two textures. The general case, with more than two textures to be segmented, can easily be considered, in the same framework, by using the multi-phase level set segmentation models from [39] and [38], combined with the Gabor transform, in a multi-channel framework.
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Figure 1: Supervised model with three different Gabor transforms as input channels. Parameters: $\lambda_1 = 1$, $\mu = 4000$, $\gamma = .3$. The boundary of the full square is found, and the binary segmentation is represented by "gray" and "black" ("black" if $\phi \geq 0$, and "gray" if $\phi < 0$).

Figure 2: Supervised model with three active different Gabor transforms. Parameters: $\lambda_1 = 1$, $\mu = 19500$, $\gamma = .3$. The boundary between the different angled textures is found. Note that we used a different initial contour, which allow for a faster result.
Figure 3: Supervised model with three active different Gabor transforms of an initial noisy textured image. Parameters: $\lambda_i = 1$, $\mu = 3000$, $\gamma_i = .5$. Even though the noise causes problems in the Gabor transforms, the model is able to find the square inside.

Figure 4: Supervised model with three different types of Gabor transforms that occurred with this example. The model cannot find the boundary with any of the types of transforms found.

Figure 5: Unsupervised model with four active channels, chosen dynamically. We show here the final choice of the transforms. Parameters: $\lambda_i = 1$, $\mu = 3000$, $\gamma_i = .5$. The square is well detected.
Figure 6: Unsupervised model with four active channels, chosen dynamically. We show here the final choice of the transforms. Parameters: $\lambda_i = 1, \mu = 19500, \gamma_i = .3$. The boundary between the different angled textures is found.

Figure 7: Supervised model for segmentation of the zebras image, with four active transforms.
Figure 8: Unsupervised texture segmentation with only four active transforms. It is successful in segmenting the zebras and disregarding the stripes.


Figure 9: Unsupervised texture segmentation with eight active transforms. In this case adding more channels does not give any more information than with 4 channels.


