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Abstract In recent papers the authors had proposed a stochastic model for
swarm aggregation, based on individuals subject to long range attraction and
short range repulsion, in addition to a classical Brownian random dispersal.
Under suitable laws of large numbers they showed that, for a large number of
individuals, the evolution of the empirical distribution of the population can
be expressed in terms of an approximating nonlinear degenerate and nonlocal
parabolic equation, which describes the limit.

In this paper the well-posedness of such evolution equations is investi-
gated, which invokes a notion of entropy solutions extended to the nonlocal
case. We motivate entropy solutions from the discrete particle system and use
them to prove uniqueness. Moreover, we provide existence results and discuss
some basic properties of solutions. Finally, we apply a Lagrangian numerical
scheme to perform numerical simulations in spatial dimension one.

1 Introduction

In recent papers [25,26] the authors had proposed a stochastic model for
swarm aggregation, based on a number of individuals subject to long range
attraction, and short range repulsion, in addition to a classical Brownian
random dispersal.

The biological motivation of this series of papers arises from some field
experiments [2] showing an example of animal swarming due to the inter-
action among the individuals of a population of ants, Polyergus rufuscens,
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and their relation with the environment. The colonies of these species are
characterized by the absence of polyethism in the worker cast which is com-
posed only by soldiers, unable to attend any task (e.g. brood tending or nest
maintenance) other than raiding activity [12]. These indispensable tasks are
performed by individuals belonging to few specific species which have been
kidnapped by Polyergus soldiers when they were newborn or pupae, and grew
up in the Polyergus nest. To keep constant the slave’s population in their nest,
Polyergus ants periodically raid ant nests of the slave species. In these cir-
cumstances Polyergus soldiers aggregate in an army of 300-1000 individuals,
10-40 cm wide and some meters long.

In our analysis, we neglect the main direction of movement of the army
since in this phase we are interested only in the aggregation mechanism. The
ants clearly aggregate in a transversally organized army whose width, by the
way, seems to depend on the type of terrain they move on.

We mention that problems of this kind and quite similar models as the one
derived below appear in several biological applications, e.g., in the modelling
of other animal swarms (cf. [24,31]) and in chemotaxis (cf. [19,8,15,16] and
the references therein).

Let N € N — {0} be the constant size of the population. In the La-
grangian stochastic model proposed by the authors in [26], the k-th individ-
ual, out of N, is located at the random position Xk (¢) € R% ¢ > 0, so that
{X%(t),t € Ry} is a stochastic process in the state space (RY, Bra), on a
common probability space (2, F, P).

The dynamics underlying the system of stochastic processes is given by
a system of It6 type stochastic differential equations (EDS’s)

dX%(t) = Fn[Xn(O))(XE@#))dt + ondW*(t), k=1,...,N, (1.1)

where the randomness is modelled by additive independent standard Wiener
processes {W’“7 k=1,...,N}. Furthermore the common variance 012\, might
depend on the total number of individuals and

Jim o3 =02 >0. (1.2)

The drift term Fy describes the mutual interaction among individuals; it
depends on the relative location of the specific individual X ﬁ,(t) with respect
to all other individuals, via the empirical measure of the whole system of
individuals

N
1
Xn(t) = > exn ) € Mp(RY); (1.3)
k=1

M p(R?) is the space of all probability measures on R?. This measure provides
the spatial distribution of the system of IV individuals at time ¢, so that its
evolution provides a (discrete) Eulerian description of the army.

In order to find an expression for the drift operator Fy, the authors have
made the following assumptions [26]
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(i)

individuals tend to aggregate subject to their interaction within a range
of size R > 0 (finite or not). This corresponds to the assumption that
each individual has a limited knowledge of the spatial distribution of its
neighbors and interacts within a bounded region; this kind of interaction
is modelled via a reference kernel G : R — R, with compact support
of radius R. This kind of interaction is known as McKean-Viasov type.
The aggregation drift can be expressed mathematically in terms of the so
called ”generalized gradient” of the empirical measure Xy (t) convoluted
with the kernel G, i.e. by

N
VG Xn(t)(z) =Y VG(z - X4(t), zeR™ (1.4)
j=1
Note that
(VG) * Xy(B)](x) = V(G * Xn()(z), x€R (1.5)

Given a measure u on R, we recall that its convolution with a kernel
K :R? — R is defined as

Kxp)= | K —y) pldy), z e R% (1.6)

If G is an even function, (1.4) expresses a force of attraction on an indi-
vidual in the direction of increasing concentration of the others;

individuals are subject to repulsion when they come "too close” to each
other. Any accumulation in a single point in space is avoided [26]. A
repulsion kernel Viy : RY — R, rescaled by the total number N of
interacting individuals is considered

Vn(z) = NPVi(NP/dz),  Be(0,1), VzeRY  (1.7)

where V] is a continuous and symmetric probability density on R?. Tt is
clear that

li = 1.
N—lglooVN do, (1.8)

where J is Dirac’s delta function. So repulsion is modelled by the negative
generalized gradient of the empirical measure X (t) convoluted with the
kernel Vi,

N
—VVyx Xn(t)(z) = = VVi(z — X4(t), xeR% (1.9)

j=1

The type of interaction induced by (1.7) is called moderate interaction; a

”mesoscale” has been introduced, since the range of the interaction is much
smaller than the size of the whole space but much larger than the typical
distance between two individuals. At this “mesoscale”, for large IV, we may
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have enough individuals to apply suitable laws of large numbers [28]. Hence,
all interactions are modelled via the drift term Fly

FN[Xn(®)](XK () = %[V(G — Vi) * Xn(0)](XK (2)). (1.10)

The drift term can be considered as the negative derivative of the energy
functional

N
1 . .
Exn] = Y [Vw(X - x%) - a(xd - x%) (L11)
j,k=1

with respect to the particle positions Xj. The deterministic trajectories (i.e.

the case o = 0) correspond to a gradient flow for this energy in the form
dX% (1) = OEN

a 7 Xk

[Xn (1)) (1.12)

Under sufficient regularity on the kernels, the stochastic process of em-
pirical measures {Xy(t),t € R, } has been shown to converge for N — oo
(in a suitable sense) to a deterministic process {X(t),t € Ry} (cf. [26]),
whenever Xy (0) converges (in a suitable sense) to X (0). Furthermore, if
X (0) admits a density po with respect to the usual Lebesgue measure on
R?, then, for any ¢t € Ry, X (t) admits a density p(-, 1), i.e.

I\}iiIlmXN(t) = p(-, t)dx. (1.13)

Under the above assumptions, the density satisfies the equation

dp oL . d
i 7A,o—i—dlv (pV(p—G=xp))  onR*xR,. (1.14)
with initial condition

p(z,0) = po(z), r € R (1.15)

The limit dynamics is different depending upon the limit of the diffusion
coefficient; indeed, if 0o, > 0 the dynamics of the density is smoothed by the
diffusive term. This is due to the memory of the fluctuations existing when
the number of individuals NN is finite. In this case the limit dynamics of the
k-th individual is still stochastic and described by the hybrid model

dY (1) = (VG # p(- ) (Y (1)) — (Vp(Y (1), 8))dt + oocdWE (1) (1.16)

For o, = 0 all stochasticity disappears and (1.14) becomes a degenerate
equation

0

8—[; =div (pV(p — G = p)) on R x R, (1.17)
Equation (1.14), or (1.17), can be interpreted as describing the time variation
of the density of a large population subject to long-range aggregation and
“infinitesimally local” repulsion. In the literature such equations are known as
the equations for the "mean field” p. As in the case of deterministic particles,
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one can also find the associated energy functional for the mean field, given
by
1

o5
E[p]=§/de(p—G*p) dx+7/delogp dz, (1.18)

and (1.14) can be rewritten as

% — div (6V(E' o).

The mathematical analysis of (1.14) and in particular (1.17) is a chal-
lenging problem since the model combines a nonlinear degenerate parabolic
differential operator with a nonlocal flux. From an applied point of view it is
of particular interest to understand the equations as an Eulerian description
of the dynamics of a large population of individuals subject to specific rules
of interaction and random movement.

Non-linear degenerate diffusion models have been used to describe dis-
persal of biological populations [14,29] or aggregation of animal populations
[24,26,27]. The interest in models with nonlocal effects has led to the inves-
tigation of integro-differential equation models; they describe interactions at
distance. More recently the influence of the aggregation and repulsion kernels
has been investigated by Mogilner and Keshet in [24]. They found that if the
density dependence in the repulsion term is of a higher order than in the
attraction term, then the swarm profile is realistic; i.e. the swarm has a con-
stant interior density, with sharp edges, as observed in biological examples.
The diffusion they consider is linear, which is essential for the proof of exis-
tence and uniqueness of the solutions. On the other hand the linear diffusion
usually dominates the aggregation case and leads to solutions with infinite
support. The main advantages of nonlinear diffusion are a finite speed of
propagation, the existence of non-trivial stationary states, and non-decaying
time dependent solutions. For a related chemotaxis model, a detailed study
of linear and nonlinear diffusion models has been carried out recently (cf.
[3]), with the result that linear diffusion always leads to decaying solutions
for large time (contradicting the motivation of an aggregation model) and
nonlinear diffusion allows for non-trivial stationary solutions with compact
support.

A major issue is to find the right notion of solutions for equations like
(1.17). It is well-known that classical solutions do not exist in general for
degenerate equations, in particular for equations like (1.17) one has to ex-
pect that the solution is not differentiable at the boundary of the (compact)
support. A usual way to overcome such difficulties for parabolic equations is
to use weak solutions, which are obtained by multiplying with smooth test
functions, integrating and using Gauss’ Theorem in order to obtain deriva-
tives of the test functions instead of derivatives of w in the weak formulation.
However, for degenerate equations like the general form

% +div f(x,t,v) — Aa(v) =0, (1.19)
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the weak solution is not unique, and a different concept of solutions, so-called
entropy solutions, has to be used in order to obtain uniqueness (cf. [4]). An-
other example of nonuniqueness has been found for transport equations with
nonlocal nonlinearity (cf. [7]) corresponding to (1.17) without the diffusion
term. To our knowledge the only uniqueness result for an equation like (1.17)
is due to [27], but it holds only in 1D for a very special convex long-range
interaction kernel.

The above issues concerning uniqueness motivate the study of weak and
entropy solutions for (1.17). In conservation laws, entropy solutions are usu-
ally obtained as vanishing viscosity limits and well motivated from a physical
point of view. In the case of biological models, entropy solutions are hardly
used and not well motivated so far. We provide a formal analysis in Section
2, which indicates that entropy solutions can be obtained in a natural way
as limits of interacting particle systems. In Section 3 we use a fixed point
argument based on continuous dependence estimates for an equation with
local flux to construct a local-in-time solution and to prove uniqueness. In
Section 4 we discuss some further properties of the model such as scaling,
mass conservation, and energy dissipation. Section 5 finally presents some
numerical simulations in spatial dimension one, highlighting some properties
of the aggregation model.

Throughout the paper we shall use the following notation: in general,
we will denote the time variable by ¢ € [0,7] (if necessary also by s, 7)
and the spatial variable by z € £2 C R? (if necessary also by y, z). Unless
further noticed, the domain (2 is assumed to be either a bounded domain
with Lipschitz boundary or 2 = R?. Furthermore, we shall use the notation
Qr = 2 x [0,T] C R for the space-time domain. Functions on Q27 will
be denoted by u, v, in some cases also by the original variable p for the
population density. The function spaces used as well as detailed assumptions
on the aggregation kernel G are given in the Appendix.

2 Weak and Entropy Solutions

In this section we shall introduce the notions of weak and entropy solutions,
respectively, and motivate them from the discrete particle system. For the
sake of simplicity we shall only consider deterministic particles, i.e., oy =0
in (1.1). In the following {2 is either a sufficiently regular domain, or 2 = R9.

2.1 Definition of Solutions

We start with the definition of a weak solution without assuming any sign
of the density p (whereas in the end we are only interested in nonnegative
functions due to their interpretation as a population density). In order to
obtain solutions in such a generality, we rewrite the model as
Ou . . md
e +div (uV(G xu)) — Aa(u) =0 in R x (0,7 (2.1)
u = ug in R* x {0}, (2.2)
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where a is the function a(u) := Sulul. It is easy to see that (2.1) is equivalent
to (1.17) if the solution w is nonnegative.

Definition 1 A weak solution u of the system (2.1), (2.2) is a function
u € C([0,T); L3(2)) with u? € L2([0,T]; H}(£2)), us € L*([0,T); H~1(£2))
such that the initial condition (2.2) is satisfied and the identity

IWAC-She )
u— — =Vu*Vo+u(VG *u)V¢ | dx dt =0 (2.3)
0o Jo\l 0t 2

holds for all ¢ € C§°(£2) .

In general, we cannot expect the uniqueness of a weak solution, so that
we have to pick the right weak solution subject to some criteria. From the
motivation of the continuum equation as the limit of a particle system, it
seems clear that these criteria should also be satisfied by the solution of the
particle model, too, at least in a weaker sense. As we shall see below, this
property is true for so-called entropy solutions, which are usually introduced
in conservation laws and degenerate parabolic equations in order to obtain
physically correct entropy dissipation (cf. e.g. [22] for a detailed discussion).
Moreover, we shall prove the existence and uniqueness of the entropy solution.

In the next definition we introduce the concept of entropy solutions to
our system. Entropy solutions have been introduced and analyzed recently
for equations of the form (1.19) (cf. e.g. [4,17]). We adapt this notion to our
system, closely following this approach with a simple modification enforced by
the nonlocal convolution operator, which leads us to the following definition:

Definition 2 An entropy solution of (2.1) is a measurable function v on £2p
satisfying the following conditions:

(i) u € L®(2r)NC(0,T; L1 (2))
(ii) u? € L3(0,T; H(£2))
(iii) For all ¢ € R and all nonnegative test functions ¢ € C§°§2r) the following
entropy inequality holds:

/OT /J,2 (|u - d(% + (VG % u)Ve) — ¢ sign(u — ¢)(AG * u)¢

1
+5lu? = c2|A¢) dz dt >0 (2.4)

(iv) Essentially, as ¢ | 0: [, [u(z,t) — ug(z)| dz — 0.

This definition of an entropy solution is an extension of the correspond-
ing one for an equation of the form (1.19) as investigated in [17], with
flz,t,u) = F(x,t)u in our case. The flux F is given by F = VG * u in
our case, i.e., it depends on the solution, but in a nonlocal and smooth way.
The rationale behind this approach is that by construction a fixed point map
as the concatenation of v — F and F' +— v, where v is the unique entropy
solution of (1.19), which will be used below to analyze entropy solutions of
(2.1), (2.2).

In order to be coherent with the definition of weak solutions given above,
we verify that each entropy solution is also a weak solution:
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Proposition 1 Let u be an entropy solution of (2.1), (2.2). Then u is also
a weak solution.

Proof First, we choose ¢ > ||ul| o (0,), then the entropy inequality becomes

/OT /R ((c - u)% — (u(VG *u)) Ve — %(u2 _ cz)A¢) dz dt > 0,

for ¢ € C§°(§2r), where we have used Gauss’ Theorem on 2 to eliminate the
terms containing ¢(VG * u). Because of

/ /Rdc— dr dt = /Rdc((b(x,T)—(p(x’o)) dr = 0

T T
/ / (u? — *)A¢ dx dt = / V(u? — *)V¢ dz dt,
0 R4 0 R4

where we have used u? € L(0,T; H'(£2)) and the compact support of ¢, we
obtain that for all nonnegative ¢ € C§°({2r) the inequality

/ /Rd - ui — (W(VG*u) Vo + %V(uQ)qu) dz dt > 0.

Similary, by choosing ¢ < —||u|| L (), we may deduce the reverse inequality
and thus,

/ /Rd - ui — (VG xu)) Vo - %V(uQ)Vcb) da dt =0

for all nonnegative test functions ¢. For general ¢ we can construct two
sequences of nonnegative test functions qbg,@; € C§°(§2) such that ¢Z —
max{¢,0}, ¢, — —min{¢,0} in C(£27) and

_ 061 1
0= / [ (= = (VG ) Vo = 50290 ) da

—/ / - u—k — (w(VG*u)) Vo, — %V(UQ)V@:) dx dt
Rd
. / [(- (u(VG ) Vo~ SV(u?)V0) dr dt
]Rd

which completes the proof.

We finally mention that in several situations, e.g. for certain parabolic
equations without spatial dependence of the coefficients, the equivalence of
weak and entropy solutions can be shown (cf. [20]), which is however not to
be expected in general. Since the concept of entropy solutions seems to be
more appropriate in the case we consider, we shall base our study of existence
and uniqueness on the concept of entropy solutions.
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2.2 Solutions of the Particle System

In the following we consider the deterministic version of the particle system,
and to avoid technicalities, we also ignore the diffusion term (noticing that the
nonuniqueness of weak solutions is mainly caused by the nonlocal transport
term, cf. [7]). Hence, the model under consideration is (1.1) with o = 0 and
Vx = 0, which can be rewritten as

axk 1 & :
dtN =% > VG(XF - X)) (2.5)
j=1

Since we assume that G € W2>°(R%), i.e., V@ is Lipschitz continuous, the ex-
istence and uniqueness of the trajectories X K,(t) is guaranteed by the Picard-
Lindel6f Theorem for ordinary differential equations.

The continuum limit (N — o0) corresponding to (2.5) is given by the
transport equation

X o v (V(Cxp) R xRy, (2:6)

with the corresponding entropy condition

/T/ [ 9¢ . :
lp — c\(a + (VG x p)V¢) —sign(p — ¢)div(c(VG * p))¢| dx dt > 0
0o Jre

for all test functions ¢ € C§°(R? x (0,T)).
For test functions ¢ as above, we now take a look at the change of ¢ along
the trajectories, more precisely

1 o 1 NooT d
_ k T k
0= N 321 d(XN (), )l = N kE_l/O *dtéf’(XN(t)’t)dt

1 N T o dxk
= N;/o <3t(XJ’“v(t)»t)+V¢(X]’“v(t)»t)- dtN (t)) dt

Inserting (2.5) we obtain

T 8¢
0 :/ / (+V¢-VG*XN> dX ndt.
0 Rd at

Moreover, due to the fact that ¢ has compact support in the space domain
and ¢(.,T) = 0 we obtain

T
0o T
|c|/O /Rdadxdt—|c|/Rd¢dx‘o—O,

and, together with Gauss’ Theorem,

T T
|c\/ V¢ - VG Xy do dt = —|c|/ ¢ div(VG x Xn)dz dt.
0o Jre 0o Jra
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Adding the last three equalities we end up with
Oz/ / (+V¢-VG*XN) (dXN + |cldX)dt
0 Rd 8t

T
—c sign(—c)/o /Rd ¢ div(VG x Xn) dx dt. (2.7)

If we formally write the density corresponding to Xy as

1 N
PN = N;éij\ﬂ
j:

then due to the properties of Dirac delta distributions we have sign (pny —c) =
sign(—c) and |py — ¢| = pn + |¢| (which can be made rigorous in the sense
of total variation of measures). Hence, we can formally rewrite (2.7) as

T
/ / [\pN —c|(aa—f+(VG*pN)V¢) —csign(py — ) (AG*pn)d|dx dt > 0,
0o Jre

i.e., the entropy condition is automatically satisfied by the particle system
and should be conserved by the limit, so that the entropy solution should be
correct for the continuum equation.

We finally mention that there is even stronger motivation for the entropy
solution as the limit of the stochastic particle system, since the Brownian
motion acts like viscosity, and the entropy solution is usually obtained as the
vanishing viscosity limit. In the case of non-vanishing linear diffusion, it is
known that a weak solution is also an entropy solution (cf. [9]).

3 Existence and Uniqueness of Entropy Solutions

In the following we investigate the existence and uniqueness of entropy solu-
tions for (2.1), (2.2).

3.1 An Auxiliary Local Problem

We start our investigation with the local problem
ou .
e +div (uVF) = Aa(u) on 2 x(0,T) (3.1)

with initial value u = ug at t = 0. Equation (3.1) is a Fokker-Planck equation
with space-time dependent flux F. We assume in the following that

F e L®0,T; W3 (2)) N L0, T; W2 (2)) N L>(0,T;C(2)), (3.2)

The motivation for investigating (3.1) is a fixed point argument used later
for proving existence and uniqueness of solutions, we shall consider the map
p — F = Gx*p, concatenated with F' — w. In the degenerate case the function
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a is given by a(u) = fulu|, but we can equally treat the viscous case with
the choice a(u) = Julu| 4+ 0oy, and even the non-diffusive case with a = 0.
All the arguments in the following do not depend on the specific choice of a,
but only on the fact that @ is a monotone C'-function.

The definition of entropy solutions for (3.1) is analogous as in the nonlocal
case above, the entropy inequality becomes

T
/ / (|u—c|(%+VF-V¢) — csign(u — ¢)(AF)¢
0 (]
+mwynu@m@dxﬁzo (3.3)

By analogous reasoning to Theorem 12 and 13 in [4] we can deduce exis-
tence and uniqueness for the local problem:

Proposition 2 For ug € L'(§2), there exists a unique entropy solution of
(3.1).

Since we have a fixed point-argument for the nonlocal equation in mind, we
need a continuous dependence estimate for the solution of (3.1) in dependence
of the flux F'. Such continuous dependence estimates for nonlinear degenerate
equations have been derived recently in a very general setup (cf. [11,17])
using additional regularity assumptions on the initial value and the solution,
namely ug € BV (2) N L>®(2r) and v € L>=(0,T; BV (£2)) N L>=(£27). The
existence of solutions in this class can be shown as in [18]. Moreover, from a
standard L!-contraction result (cf. [17, Theorem 1.2]) one can deduce that

lu( D)llLr2) < lluollr ) (3-4)

for almost every t € (0,T"). We now state the continuous dependence estimate
for (3.1), by specializing a result from [17]. For this sake, we consider the
equations ‘
ou’
ot

with initial values u® = uf for i = 1, 2.

=div (u'V(u' — F"))  on 2 x (0,T) (3.5)

Lemma 1 Let F* satisfy (3.2) and let u', u? be entropy solutions of (3.5)
in L>°(0,T; BV (£2)) N L>(f2r). Then the estimate

[ut (o 8) = u® ()i () < llug = ugllLr @) + tCOlIVE = VF?|| oo 0,400 (2))
+tCo|[VF' = VF?| oo (0,1:8v (02)) (3.6)
holds for almost every t € (0,T), with constants
Co = min{|u'| g~ (0,8v (2)), [4?| L= (0,6:8v(2)) }
Coo = min{||ut(| Lo (0,t52.50 (2)) 147 | Lo (0,60 (2)) }

Proof The proof can be carried out in an analogous way as the proof of
Theorem 1.3 in [17] with the special choice f(u) = g(u) = u, taking into
account the time dependence of the flux function F' and (3.4).
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Lemma 1 is a good basis for applying a fixed-point argument, since it
allows to estimate u' —u? in terms of F'' — F'? with a constant that decreases
with T. However, the constants Cy and Cy in (3.6) still depends on the
bounded variation and supremum norm of the solutions, which we have not
yet estimated yet. In order to obtain an estimate for the supremum norm,
one can use comparison principles for entropy solutions, which also yield
nonnegativity:

Lemma 2 Let u be an entropy solution of (3.1) with F satisfying (3.2).
Moreover, let ug € L*°(§2) be nonnegative. Then,

0<u(.,t)< 6CFtHUOHLoc(_Q) (3.7)
with Cp = [|[(AF)™ | Lo (@), where a~ := min{a,0}.

Proof Let ug, F% and a’ be appropriate C*°-approximations of F, ug, and
a(u), respectively (converging as 6 — 0), and let a® > § > 0, ud > 0. Due
to standard results for parabolic problems (cf. [21]) there exists a unique
classical solution v° of

5
88% = div(a’ Vv — v’V F?).

Now assume that there exists o € £2, t > 0 such that v°(z,¢) = 0 and v° > 0

in 2 x [0,2). Then v°(.,t) attains a minimum at = and hence, Vv°(x,t) = 0
and the Hessian of v at (z,t) is positive semidefinite. Thus,

)
% = a®Av® > 0.

Hence, v°(x, .) remains positive in (¢,t+€) for some € > 0. As a consequence,
v >0in Qr.
Now let w®(z,t) = e~ “rs*0t, then w? is a classical solution of

ow’ s c (85T 0 v
W_‘_CF“U = div(a°Vw® —w°VF?).

Since the zero-order coefficient (Cps + AF%)w? is nonnegative and w’(x) —
0 for |z|] — 0, a standard maximum principle implies that w® attains its
maximum at ¢ = 0. Thus,

U‘S(x,t) < eCF§t||Ug||Loo(Q).
The estimate (3.7) is obtained in a standard way in the limit 6 — 0.
A quantitative estimate for the bounded variation seminorm can be ob-
tained again from the continuous dependence estimate. We sketch the deriva-

tion in the case of 2 = R? but the same result can be obtained (with ad-
ditional technicalities) on bounded domains. For this sake let . > 0 and
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take u' = u and u? = u(. + h,.). Then u? solves the equation with flux
F? = F(.+ h,.) and hence, (3.6) implies
h= (1) = ul-+ b)) < h™Hluo — uo(- + h)l| o) +
th™ Co(u)[|[VE = VE(.+ )| o 0,6:5(22)) +
th™ Coo(w)|VE = VF (. + h) Lo~ (0,1,8v (2))
As h | 0, we obtain

[ul Lo 0,:Bv(2)) < [wolBv () + tulLe 0,68V () 1 F | L (0,62 (2))
Ftl|ull oo 0,200 () 1 F Il oo 0,65w31 (2)) -
Hence, for T such that
2T\ Fll zoe (0,65w2e00 (2)) < 1 (3.8)

we obtain

[u(e )| L= (0,6:8v(2)) < 2luolBv(e) + 2tecpT||“0||L°°(Q)”FHLOO(O’HW&“Q%).

3.2 Uniqueness

We now start with the analysis of the nonlocal problem and derive one of the
major results of this paper, namely global uniqueness of entropy solutions.
Note again that the possibility of obtaining uniqueness is a major motivation
for considering entropy instead of weak solutions. The main tool for the proof
is the correspondence of solutions of (2.1) and (3.1) with flux F' = G * u,
combined with the above continuous dependence estimate for (3.1).

Theorem 1 (Uniqueness) Let ug € BV (§2) N L (§2) be nonnegative and
let G satisfy (6.1). Then there is at most one entropy solution of (2.1), (2.2)
in the class L*°(0,T; BV (2)) N L>®(N27).

Proof Assume that u' and u? are two different entropy solutions and let
S € [ T) be the maximal time such that u' = u? in £ x [0,5). Now use

uly = u'(., S) as the new initial values and shift the time variable to ¢t — S.
Then the u*, i = 1,2 are entropy solutions of (3.5) in the smaller time interval
(0,7 —9), with fluxes Fi(,t—8):=G=*ui(,t).

Jul (-, 8) = u?( )| L1 (o)
< (t = 9)CollVF' = VF?| oo (0,0—s305(2)) +
(t —S)Coo| VF' — VF2|L°°(O,7§7$;BV(.Q))
<(@t-9) [COHGHWl )+ CoollGllarz(e)] lu' — u?| e (5,601 (2))s

where we have used standard Fourier theorems for convolutions (see the
Appendix) to obtain the second estimate. Hence, we conclude an estimate of
the form

[lut — U2||L°°(S,T;L1(!2)) < (1= 8)Clu' — UQHLOC(S,T;Ll(Q))
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and choosing 7 — S sufficiently small implies u' = u? in £ x (0,7), which
contradicts the choice of S as being maximal in (0,7"). Hence, S = T and
therefore the entropy solution is unique.

3.3 Existence

In order to obtain local existence of solutions to (2.1), (2.2) we apply a fixed
point-argument, assuming that 7" is so small that (3.8) is satisfied. The fixed
point problem is given by

u = F(u), (3.10)
with F : L>°(0,T; L(£2)) — L°(0,T; L*(£2)) being the concatenation F =
‘H o G of the convolution operator

G:L>(0,T;L'(2)) -V

ur— F=Gxu (3.11)
and the parameter-to-solution map
H:V — L=(0,T; LY(12)) (3.12)

F +— u being entropy solution of (3.1).
The function space V used for the flux function is given by
V:={ F € L®(2r) | F satisfies (3.2) },

with the corresponding norm being the maximum of those used for the func-
tion spaces in (3.2).

Theorem 2 (Local Existence) Let ug € BV (£2) N L*>(£2) be nonnegative
and let G satisfy (6.1). Then, there exist T > 0 and a nonnegative function
u € L>(0,T; BV(£2)) N L*™°(f2r) being an entropy solution of (2.1), (2.2).

Proof From standard results for convolution operators (see appendix) and
Lemma 1 one observes that G and H are continuous operators. Now let
Fi' = G(v') and u® = F(v'). Then, as in the proof of Theorem 1, we can use
(3.6) to deduce

Jul (-, 8) = u? (1) L1 () <
t[Co(D)||Gllwr= (@) + Coo MG 2] 0" = v? [ Loc (0,621 (2))5

and thus,

| F (") — ]:(UZ)HL‘”(O,T;Ll(Q)) <
T [Co(T)||Gllwr. (@) + Coa (DGl 22y ] 10" = 0?[| Lo 0,721 (2)) -

Due to Lemma 2, we can further choose Coo(T') = €% DT |Jug|| o< (),

Cr(T) = ”AG”LO"(Q) min{”vi||L°°(0,T;L1(Q))}'
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Moreover, from (3.4) we obtain

||Ui||L°°(0,T;L1(Q)) < luollz1 (2

and hence,
Cr(T) < |AG| ze (o) lluoll (@)

Moreover, we have

Co(T) = |ulre=(0,r;Bv(2))
< 2Juo|py (@) + 2T€“" ug| Lo () |G % V' || L (0,maws1 (2))

< 2fug| v () + 27€“ " |Juo|| L= (2) | Gllws2 () luoll L1 (2)

Hence, there exists T > 0 sufficiently small (and dependent only on G,
HUOHLoo(_Q), and HUOHBV(Q)) such that

YT):=T [CO(T)HGHWL‘X’(Q) + Coo(T)||G||H2(Q)] <1

Since (T is the Lipschitz-constant of the operator F, the Banach fixed
point theorem (cf. [6]) implies the existence of a fixed point or, equivalently,
of an entropy solution of (2.1), (2.2).

We finally consider the behaviour globally in time.

Theorem 3 Let ug € BV (£2) N L>®(£2) be nonnegative and let G satisfy
(6.1). Then, there exist T > 0 and a nonnegative function u € L™ () N
L>(0,T; BV(£2)) being an entropy solution of (2.1), (2.2), such that

1. T =+o0, or
2. |u(.,t)|py(o) — oo ast —T.

Proof Suppose that (0,7T) is the maximal existence interval of an entropy so-
lution. If T" is finite, and both |[u| e (0,7;5(2)) and ||u| (o) are bounded,
then we can find ¢ arbitrarily small such that u(.,t — ) € L*>®(£2) x BV (12).
For 6 > 0 and 7 > 0 sufficiently small we can apply the same fixed point
procedure as in Theorem 2 to construct an entropy solution in (T —§,T +7),
which contradicts the maximality of T. Thus, T is infinite or the solution
blows up in BV ({2) or L*°(2). The supremum norm grows at most expo-
nentially as an estimate analogous to the estimate of Coo(T') in the proof
of Theorem 2 shows, and hence, there is no blow-up in L°({2). Since the
L'-norm is uniformly bounded, blow-up can only happen in the seminorm of
BV (12).

We finally mention again that our proofs are valid for models of pure ag-
gregation (a = 0), too. In this case one expects that the density aggregates to
one or multiple Dirac § distributions (as confirmed by computations below),
so that blow-up happens in L°°, but not in finite time.
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4 Further Properties of Solutions

In the previous section we have discussed the existence and uniqueness of
solutions, as a side product we have obtained their nonnegativity. Besides
nonnegativity of the density, there are various other properties that a phys-
ically relevant solution should satisfy such as conservation laws and energy
dissipation relations. We shall investigate such properties in the following,
together with the scaling properties of the model.

4.1 Conserved Quantities

If the model is considered on the whole space, then a physically relevant
solution should conserve the total mass of particles (since none of them can
be lost), i.e.,

/Rd u(., t)dr = /]Rd updz, Vtelo,T]. (4.1)

This conservation is quite natural for diffusion equations and can be derived
from the definition of the entropy solutions with appropriate test functions.
For the sake of simplicity we only provide a formal computation in the fol-
lowing. Using (2.1) we obtain

d ou
@t o u(.,t)de = /]Rd a(.,t)dx

= / div(Va(u) — w(VG * u))dx
R4

and since both u and Va(u) tend to zero as |x| — oo, the last integral
evaluates to zero. Hence we obtain (4.1) by integrating with respect to time.

Another interesting property of particle models is conservation of the
center of mass. In the case of a continuum model, this property is reflected
by conservation of the first moment, i.e.,

/ u(., t)zdz :/ uoxdz, Vtelo,T], (4.2)
Rd Rd

if f]Rd |ug||x|dx is finite, In general, such a property is not true for nonzero
fluxes, but it holds for the aggregation model if we make the reasonable
assumption that the kernel G is symmetric, i.e., G(z) = G(—x) for all + € R%.
An analogous computation as above yields

d ou
& o u(., t)zdr = /Rd s

= /Rd div(Va(u) — u(VG *u))zdz

(., t)xdx

- / [div(Ta(u)) — u(VG *u)lda
Rd
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with I being the d x d identity matrix, and we obtain [,, div(Ia(u))dz = 0
since a(u) — 0 as || — oco. For the second term we use the symmetry of G
(and the resulting anti-symmetry of V@) together with Fubini’s Theorem to
deduce

/Rd uw(VG *u)dx = /Rd /Rd w(z)u(y)VG(z —y) dy dx
=1 [ [ w@t)¥6i o) dy da

1
-3 / d / uly)u(x)VGLy ) d dy
= 0.

4.2 Energy Dissipation

As mentioned in the introduction, the model (2.1) has a gradient flow struc-
ture for an energy functional given by

1
Elu] = / [A(u) — u(G * )] da, (4.3)
i 2
where A is determined from A”(p) = a/(p)/p, i.e.,

1
Alp) = 5292 + osoplogp

in the diffusion case. Equation (2.1) in terms of A reads

ou . /
Fri div(uV (A (u) — G * u)).

Again we assume that G is a symmetric kernel in the following.
The time variation of the energy functional is determined by

d , ou
gE[u(ﬂf)] = /Rd[A (u) — (G * u)]a dx

= /Rd [A(u) — (G *u)] div(uV (A (u) — G xu)) dz
— - [ V@) - (G w))? do,
Rd

where we have inserted the rewritten equation and applied Gauss Theorem.
Since the term on the right hand-side is negative, %E[u(., t)] <0, ie.,

Elu(.t)] < Elug)  Vte[0,T] (4.4)

if Eluo) is finite.
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4.3 Scaling Properties

In order to obtain further insight into the properties of the model, we perform

a nondimensional analysis, for the nonlinear diffusion a(p) = ’\T”Q + 0oop. We
introduce new variables
x -t -~ G
ﬁ:ﬁ, 5277 t:77 GZ*?
Po ¢ T 9o

with a typical density pg, a typical length £, a typical time 7, and a typical
scale go for the kernel G. It is reasonable to choose go such that [ G*(z)dE =
1, and hence the rescaled convolution operator has norm one on L!(R?). The
rescaled problem in non-dimensional variables reads

9p _ poTA
or 2
For the sake of simplicity we drop the superscript tilde in the following.

I T .
div(pV (5 — QOTG % ) + %Ap (4.5)

An appropriate scaling for the spatial aggregation is £ = (\/go)*/¢, and
the diffusion time scale is given by 7 = p‘%. With these settings, the rescaled
model becomes 9

a—ft) =div(pV(p — G * p)) + eAp, (4.6)
with € = Zﬁ. For 0., = 0, we even obtain the parameter-free model
dp .
B = div(pV(p — G * p)). (4.7)

Since we still have some freedom to choose pg, it suffices to consider
(4.6) with unit mass, i.e., [p, pdz = 1. Under this scaling, it becomes rather
obvious that the effect of the linear diffusion is stronger for smaller initial
densities, since € scales with 1/pg. Moreover, one observes that the effect of
the aggregation kernel, since £ scales with (\/go)'/? we obtain smaller spatial
scales (i.e., stronger aggregation) for larger kernels (compared to the diffusion
size), and since 7 ~ (\/ g0)2/ @ the aggregation happens at a fast time scale.

5 Numerical Simulation

In the following we present some numerical simulations of the model (1.17),
in spatial dimension one, more precisely {2 = R!. In this case we can use a
Lagrangian scheme avoiding the approximation by a finite domain. Let m
be the mass m = [; pdx and let F : R x [0,T] — [0,m] be the distribution
function satisfying

F.(x,t) = p(x,t) a.e, lim F(x,t)=0 V¢t

Tr— —00
The pseudo-inverse w : [0,m] x [0,T] — R is defined via

U)(f,t):Sup{ zeR | F(x7t) Sf}
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By analogous reasoning as in [13,23] we can derive the equation

U ((?;g)) +f UG w—wi ) (51)

to be satisfied by the pseudo-inverse w, with the nonlinearity a(p) = %. By
linear rescaling time and the kernel G we can actually obtain (5.1) with the
nonlinearity Note that this equation corresponds to the Eulerian description
of the system, roughly speaking the pseudo-inverse describes the location of
particles (which would be exact for piecewise constant u). In the construc-
tion of a finite-difference method we follow the approach [13] for a granular
medium equation, which can be carried over in a one-to-one fashion by just
changing the kernel and the nonlinear diffusion function A. If we use a grid
0=¢& <& <...< & =m and denote wi(t) = w(xg,t), then a step of an
explicit upwind finite difference method can be written as

wnlt-47) = wt) = 7D (s ) 7 S ws G nle) — i )

where D, and D_ denote the standard forward and backward difference
quotients.

We mention that a particular advantage of this Lagrangian scheme is the
possibility to represent steep densities and even Dirac delta distributions, in
a numerically stable way. The pseudo inverse function corresponding to a
Dirac delta distribution is just a constant function whose value equals the
location of the Dirac delta. As we shall see in the following this allows even
to treat the case of pure aggregation and zero diffusion in a robust way.

5.1 Pure Aggregation

We start with an example of pure aggregation, i.e., only the aggregation ker-
nel G is included in the model, not the nonlinear diffusion term (respectively
a=0in (5.1)). The initial density is given by

0.25 if |[x] <2
polr) = 0 else.

For the numerical computation we use a regular grid with N = 201 and a
time step 7 = 0.01
We show the results of two simulations with different aggregation kernels,
in the first case with the Gaussian kernel
1
Gp) = 5 exp(=2(p-%)),

and in the second with the kernel

1
G(p) = —cos (mp),  p€[-0.5,0.5]
2T
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Fig. 1 Evolution of the density in the absence of diffusion and with a Gaussian
aggregation kernel, at time steps t = 3,6,9,12, 15, 25.

continued by zero for |p| < 0.5. For the first kernel (plots of the density at
different times in Figure 1) one observes that two peaks form initially, but
due to the global interaction with the Gaussian aggregation kernel there is
still attraction and the peaks merge for larger time. In the large time limit
one observes convergence of the pseudo inverse w to zero, i.e., convergence of
the density p towards a Dirac delta distribution. For the cosine kernel with
local support (plots of the density at different times in Figure 1) there are
also two peaks forming after some time, but since there distance is larger
than the size of the kernel support there is no further interaction. In this
case there is also a smaller peak in the middle, which further aggregates in
time. In the large time limit the density tends to the sum of three Dirac
delta distributions located at points with distance greater than the size of
the support of G, and hence they do not interact further.

5.2 Small Nonlinear Diffusion

In the following we consider the same setup as in the previous section, but
now with A = 0.01 in the nonlinear diffusion function a. In order to obtain
stability of the explicit scheme in the diffusion case we choose the time step
T=w-nT

In this case the dynamics is rather similar to case A = 0 considered
above, but the width of the peaks is larger due to the additional diffusion.
The corresponding density for the Gaussian and the cosine kernel are plotted
in Figure 3 and Figure 4 respectively. For the Gaussian kernel again two
peaks form first, but they still interact and later merge to a single one, which
becomes stationary. For the cosine kernel one observes aggregation of two
peaks, and since the distance of their boundaries is larger than the size of
the kernel support, there is no interaction for large time and the two peaks
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Fig. 2 Evolution of the density in the absence of diffusion and with a locally
supported aggregation kernel, at time steps t = 5, 10, 15, 20, 25, 30.

oy atime 12

Fig. 3 Evolution of the density with small diffusion and Gaussian aggregation
kernel, at time steps ¢t = 10, 30, 50, 77, 80, 83.

become stationary. A third peak does not occur in this situation, note that
due to the finite size of the peaks the third one would interact with the others
in this case.

5.3 Large Nonlinear Diffusion

As a last example we consider a larger value for the diffusion, namely A = 1,
again with the same initial value and kernels as above. The time step is

— 5
T = (N—1)2°
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Il

Fig. 4 Evolution of the density with small diffusion and a locally supported ag-
gregation kernel, at time steps ¢ = 10, 20, 25, 30, 40, 70.

ooy atime 1= 10 Densiy e o Dsnsiy aime 1= 100

Fig. 5 Evolution of the density with small diffusion and Gaussian aggregation
kernel, at time steps ¢ = 10, 50, 100.

The evolution of the density is illustrated by plots at three different time
steps in Figures 5 and 6 respectively. For both choices of the kernel, the
effect of diffusion is stronger in this case, The density starts to spread out
and decay very similar to the porous medium equation, which corresponds
to the dominating part in the equation in this case. However, the (small)
impact of the aggregation part is still observable from a comparison of the
respective evolutions. The decay is faster in the case of the cosine kernel due
to the small support and the lower magnitude compared to the Gaussian
kernel.

6 Appendix: Notations and Assumptions

In the following we recall some basic notations and definitions of function
spaces to be used in the subsequent analysis. Moreover, we give some basic
assumptions on the aggregation kernel G and the initial value ug in (2.2),
which will be used in the subsequent analysis without further notice.
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Fig. 6 Evolution of the density with small diffusion and a locally supported ag-
gregation kernel, at time steps ¢ = 10, 50, 100.

The Convolution Kernel G

In the above model for the aggregation kernel, it is assumed that G is a
bounded function with finite support, which represents the fact that individ-
uals interact only over some finite range. For our analysis, we can relax this
assumption to

G € CYRY) N W32(RY) N W2 (RY) (6.1)
which implies that G € W?2P?(R4) for any p € [2, 00].

Note that due to 2S¢ € L2 (R9), the convolution °C_ 4y is well-

Bzrizrjzk 8I1IJI]<

defined as a function in L'(R?) due to Plancherel’s Theorem and the corre-
sponding convolution operator is continuous on L!(2). Similarly, because of

2 . 2 . . .
63 G g [ (Rd), the convolution 86 G« u is well-defined as a function in
T T ;%

L'(R9) and the corresponding convolution operator is continuous on L*(§2),
which can be seen from a straight-forward estimate. For a comprehensive
treatment of convolution operators in LP-spaces we refer to Champerey [5].

Function Spaces

For an open set D C R, we denote by C(D) the space of continuous func-
tions on D and by C*(D) the space of k-times continuously differentiable
functions equipped with the usual supremum-norms. Moreover, we will use
the Lebesgue spaces LP(D), 1 < g < oo, with

1 .

lullzopy = § Up @ da)? if1<p <o (62)
ess sup,ep |u(x)] if p = oo

and the Sobolev spaces W*P(D), 1 < p < oo, 0 < k of functions with

distributional derivatives up to order k in LP(D). The Sobolev space norms

are defined by

10

||u||kaP(D): ||u‘|iP(D)+ Z ||5au||]£p(D) (6~3)
1<|a| <k
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for 1 < p < o0, and by

[ullwe.c(p)y = maX{llUllLoc(D), sup ||3QU||L°C(D)}~ (6.4)
1<|a|<k
Moreover, we will use the standard notations H*(D) = W*2(D) and H}(D)
for the subspace of functions in H'(D) with vanishing trace on dD. For
further details on the spaces W*P?(D) we refer to the monographs by Adams
[1] and Evans [10]. The bi-dual space of W!(D) is the space of functions of
bounded variation BV (D), with norm

lullsv(py = llullz1(p) + [ulBv (D),
where

lulgv (D) = sup / u divg dz.
geCse(D;R4) J D

is the total variation seminorm.
Finally, we need the vector valued function spaces on a real interval I C R.
For this sake, let u : I — X a function defined almost everywhere in I

with values in some Banach space X. If w is continuous, then we say that
u € C(I; X), and equip this space with the supremum norm

lluller,x) = sup |lu(t)] x.
tel

In an analogous way we define the spaces C*(I; X), LP(I; X) and WP (I; X)
and their norms, whose definition from the vector-valued case is obtained by
changing the absolute values of u(t) and its derivatives to the norm of u(t)
in the Banach space X. In some situations we will need a vector-valued total
variation seminorm, denoted by

[u| Lo (1;Bv (D)) := sup |u(t)| Bv(D)-
tel

For a detailed discussion of vector valued function spaces we refer to [30].
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