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Abstract

The aim of this paper is the numerical simulation of surface dif-
fusion processes in the presence of a strong anisotropy and curvature
dependence in the surface energy. We derive semi-implicit finite ele-
ment discretizations based on a splitting into three second-order equa-
tions. The discretization we use yields indefinite linear systems for the
nodal values of the height function, the curvature concentration, and
the chemical potential.

We provide several numerical examples and parametric studies with
respect to some of the parameters in the surface energy and with re-
spect to the coverage. The results, to our knowlegde the first that have
been obtained for this model, confirm theoretical predictions, namely
partial faceting of the surfaces with rounded corners.
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1 Introduction

Anisotropic surface diffusion processes (cf. [6, 9, 21]) are of high importance
in modern material and nano science. The applications range from the self-
organized growth of nanostructures over crystal growth, shape transitions in
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alloys, to the formation of basalt columns caused by volcanic activities. Of
particular importance are systems with a strongly anisotropic non-convex
surface energy. In this case, the surface diffusion flow may lead to faceted
surfaces, i.e., surfaces composed by plane segments whose orientation is
determined by the specific anisotropic surface tension. Using this represen-
tation, simulations of strongly anisotropic diffusion processes based on the
solution of ordinary differential equations have been carried out in [7, 25].

However, many observed interfaces are not fully faceted, but rather have
rounded corners. As a model for this effect, it has been proposed by sev-
eral authors (cf. [14, 15, 16, 17, 23, 24]) to incorporate a higher-order term
dependent on the mean curvature of the surface into the surface energy func-
tional. The corresponding flow is a sixth-order parabolic partial differential
equation with strong nonlinearities, which is difficult to solve numerically.
Previous simulations were based on asymptotic models obtained from long-
wave expansions (cf. [14, 15, 23]), but to our knowledge no simulations
have been performed for the exact model yet. The aim of this paper is the
development of numerical methods for the full model of anisotropic surface
diffusion processes with curvature-dependent energy.

Our approach is based on a splitting into three second-order equations,
which is motivated by the recently proposed methods for isotropic and
weakly anisotropic surface diffusion (cf. [1, 2, 11]) using a splitting of fourth-
order flows into two equations. In the case of the flow of a curve in R2 (which
one might also call curve diffusion for obvious reasons), the splitting can be
performed in a rather straight-forward way using the chemical potential and
the mean curvature as additional variables, while the situation is more com-
plicated for a surface in R3. We shall demonstrate below that a ”curvature
concentration” should be used instead of the curvature and the time dis-
cretization should be based on a local-in-time variational principle. Due
to the differences between curve and surface diffusion we shall treat their
numerical simulation in different sections of this paper.

For simplicity and since it is a very realistic assumptions for many practi-
cal applications we shall always assume that the interface (surface or curve)
can be represented as the graph of a function. We denote the evolving inter-
face by Γ and represent it as the graph of a function u over a fixed domain
Ω ⊂ Rd, d = 1, 2, i.e.,

Γ(t) = { (x, u(x, t)) | x ∈ Ω }. (1.1)

Corresponding to this representation, the normal n, the length of a surface
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element Q, and the mean curvature κ are given by

Q =
√

1 + |∇u|2, n =
1
Q

(−∇u, 1), κ = div
(∇u

Q

)
. (1.2)

Following [16, 17] we assume the surface energy to be of the form

E(u) =
∫

Ω
γ(n, κ) Q dx, (1.3)

with the surface tension

γ(n, κ) = α(1 + ε
d+1∑

j=1

n4
j + νκ2), (1.4)

for positive parameters α, ε, and ν. We want to mention that our approach
is able to deal with more general surface energies of the form

γ(n, κ) = α(1 + γ0(n) + νκ2),

with only minor modifications.
The surface diffusion flow corresponding to this surface energy and in-

cluding deposition effects is obtained via the velocity

V = F− DSΩ2σ

kT
(∆Sµ) n on Γ, (1.5)

where F is a deposition flux, DS a diffusion coefficient of the adatoms, Ω
the atomic volume, σ the surface density, k the Boltzmann constant, and
T the temperature. The variable µ denotes the chemical potential given as
the negative variation of the surface energy with respect to the surface, i.e.,
with the above graph representation

µ = −E ′(u). (1.6)

By taking the inner product of the velocity V and the normal n, we obtain
a partial differential equation for the height function u as

∂u

∂t
= −DSΩ2σ

kT
div

(∇µ

Q

)
+ F · (−∇u, 1). (1.7)

For the sake of simplicity we shall assume in the following that the
scaling of time and chemical potential are such that α = 1 and DSΩ2σ

kT = 1.
Moreover, we consider the simple, but realistic case of a deposition in vertical
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direction, i.e., F = fez and thus, F · (−∇u, 1) = f . Hence, the partial
differential equation for u we shall investigate is given by

∂u

∂t
= − div

(∇µ

Q

)
+ f. (1.8)

The relation (1.8) looks like a low order partial differential equation at the
first glance, but a detailed investigation of (1.6) for the above form of the
surface energy will show that E ′(u) correponds to a fourth-order differen-
tial operator applied to u, and hence, (1.8) is a sixth-order equation. The
boundary conditions we shall use are homogeneous Neumann conditions,
i.e.,

∇u · n∂Ω = ∇(Qκ) · n∂Ω = ∇µ · n∂Ω = 0, on ∂Ω, (1.9)

where κ denotes the mean curvature and µ the chemical potential (see the
next section for detailed definitions). An alternative model used in several
cases are periodic boundary conditions, which could easily be incorporated
into our approach.

This paper is organized as follows: In Section 2 we discuss the basic prop-
erties of anisotropic surface diffusion such as volume conservation, energy
decay, and the variations of the surface energy. Using a variational principle
for the surface diffusion flow, we derive a semi-implicit finite element method
in Section 3, and discuss the solution of the arising finite-dimensional prob-
lems in Section 4. We present several numerical results for curve and surface
diffusion in Section 5. Finally, conclusions and an outlook to further work
are given in Section 6.

Throughou the paper, we shall use standard notation for differential
and integral operators, in particular we shall denote partial derivatives of a
function u with respect to a variable t by ∂u

∂t or ut, and gradients with respect
to the spatial variable x by ∇. Moreover, we shall use standard notation for
Lebesgue spaces Lp(Ω) and Sobolev spaces W k,p(Ω) and Hk(Ω) = W k,2(Ω)
(cf. [19] for detailed definitions).

2 Anisotropic Surface Diffusion Flows

In the following we derive the specific form of the chemical potential in
anisotropic surface diffusion with curvature-dependent energy. Moreover,
we discuss some fundamental properties of surface diffusion flows.
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2.1 Surface Energy and Chemical Potential

We start by computing the chemical potential given as the variation of the
surface energy E with respect to the height function u. For this sake we split
the energy into

E(u) = E1(u) + E2(u), (2.1)

with E1 denoting the standard anisotropic term

E1(u) :=
∫

Ω


1 + ε

d+1∑

j=1

n4
j


 Q dx, (2.2)

and with the curvature-dependent term

E2(u) := ν

∫

Ω
κ2 Q dx. (2.3)

The derivative of the first term is well established in literature (cf. e.g.
[10, 11]), so we just state the corresponding result:

Proposition 2.1. The first variation of the functional E1 at v ∈ H1(Ω) in
direction ϕ ∈ H1(Ω) is given by

E ′1(v)ϕ :=
∫

Ω
Γ(∇v) · ∇ϕ dx, (2.4)

where Γ is defined by

Γ(p) = ∇p


√

1 + |p|2 +
d∑

j=1

p4
j√

1 + |p|23 +
1√

1 + |p|23


 , (2.5)

for p ∈ Rd.

One can easily show that the surface energy part E1 is non-convex for
ε > 1/3 and therefore the corresponding surface diffusion flow would be ill-
posed for ν = 0. In the one-dimensional case, we plot the surface tension
1 + ε

∑d+1
j=1 n4

j as function of ux for different values of ε to illustrate this
behaviour.

In order to compute the derivative of the second term, we start with the
variation of the curvature term.
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Figure 1: Plot of the surface energy density 1+ε(n4
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2) for different values
of ε.

Lemma 2.2. Let v ∈ H2(Ω) and define

κ(v) := div

(
∇v√

1 + |∇v|2

)
∈ L2(Ω).

Then the first variation of κ at v in direction ϕ ∈ H2(Ω) is given by

κ′(v)ϕ = div

(
P(v)∇ϕ√
1 + |∇v|2

)
, P(v) = I− ∇v ⊗∇v

1 + |∇v|2 . (2.6)

Proof. Since the divergence operator is linear and continuous on the function
spaces we use, it suffices to compute the derivative of the term n(v) =
∇v/

√
1 + |∇v|2, which is given by

n′(v)ϕ =
∇ϕ√

1 + |∇v|2 −
(∇ϕ · ∇v)∇v√

1 + |∇v|23 ,

and introducing the matrix P(v) yields (2.6)

The above result on the derivative of the mean curvature allows to com-
pute the first variation of E2:

6



Proposition 2.3. Let u ∈ H2(Ω) ∩W 1,∞(Ω) and κ(u) ∈ H1(Ω). Then the
derivative of the functional E2 at u in direction ϕ ∈ H2(Ω) is given by

E ′2(u)ϕ = ν

∫

Ω

(
−2

P(u)∇(κQ)
Q

· ∇ϕ + κ2 ∇u · ∇ϕ

Q

)
dx. (2.7)

Proof. A standard computation yields

E ′2(u)ϕ = ν

∫

Ω

(
2κ Q (κ′(u)ϕ) + κ2 ∇u · ∇ϕ

Q

)
dx.

By inserting (2.6) and using Gauss’ Theorem we deduce (2.7).

2.2 Basic Properties of Surface Diffusion

In the following we review some basic properties of solutions of the surface
diffusion flow. A first natural property of surface diffusion flows is volume
conservation, i.e., in absence of a deposition flux, the volume

V (t) :=
∫

Ω
u(x, t) dx (2.8)

is constant. In presence of deposition, the volume change is proportional to
the deposited amount of material. This property can easily be verified from
the diffusion form (1.8) by multiplying with the constant function ϕ ≡ 1
and integrating over Ω, which implies due to Gauss’ theorem

dV

dt
(t) =

∫

Ω
ut(x, t) dx = −

∫

∂Ω

∇µ

Q
· n∂Ω da +

∫

Ω
f(x, t) dx.

Since the first term on the right-hand side vanishes due to the boundary
conditions, we obtain

V (t) = V (0) +
∫ t

0

∫

Ω
f(x, t) dx ds, (2.9)

and in particular, the volume remains constant for f ≡ 0. Note that the
volume conservation is clearly independent on the specific model for the
energy functional, but is only caused by the diffusion process. As we shall
see below, this property is conserved by the numerical method we use.

A second important property for the surface diffusion flow, which is
independent of the specific energy functional and which should be conserved
to some extent within a numerical scheme, is the energy decay. To obtain
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this kind of estimate we multiply (1.8) by −µ and (1.6) by ut and integrate
both over Ω. Adding the results yields

∫

Ω

( |P(u)∇µ|2
Q

+ E ′(u)ut

)
dx = −

∫

Ω
f µ dx.

Since
∫
Ω E ′(u)ut dx = d

dtE(u), we obtain after integration with respect to
time

E(u) +
∫ t

0

∫

Ω

|P(u)∇µ|2
Q

dx ds = E(u0) +
∫ t

0

∫

Ω
E ′(u)f dx ds.

Hence, the surface diffusion flow energy exhibits a natural energy decrease
except for the external energy source due to deposition.

The energy decay estimate reflects the gradient flow structure of surface
diffusion, which is obtained as a gradient flow in the Hilbert space H−1(Γ).
Following [8], this gradient flow is can be defined as the limit of minimizers
u(t + τ) of

E(u(t + τ)) +
τ

2

∫

Ω

|∇µ|2
Q(t)

∆x → min
µ,u(t+τ)

(2.10)

subject to the constraint

−div
(

P(u(t))∇µ

Q(t)

)
=

u(t + τ)− u(t)
τ

, (2.11)

given u(t) and Q(t) =
√

1 + |∇u(t)|2.

3 Discretization of Anisotropic Surface Diffusion

The discretization of surface diffusion with curvature dependent energies
faces a similar problem as the discretization of the Willmore flow of surfaces:
the derivative of the energy functional involves the term ∇(κQ) in (2.7).
This term reflects the fact that also Gaussian curvature appears in addition
to the mean curvature, and hence, a second-order splitting into the natural
physical and geometrical variables u, κ, and µ does not suffice.

Following the approach for Willmore flow in [12], we introduce a new
variable κQ, which represents a curvature concentration. Hence, we will
discretize the surface diffusion flow using the variables

(u, v, w) := (u, κQ,−ρµ) (3.1)

in the following, where ρ ∈ R+ is a scaling factor (that will correspond to
the inverse of the time step below).
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3.1 Time Discretization

The starting point of our approach to the time discretization is the local
optimization problem (2.10), (2.11). We introduce the new variable v and
rewrite the energy as

Ê(u, v) =
∫

Ω

(
Q + γ0(∇u) + ν

v2

Q

)
dx (3.2)

with

γ0(∇u) = ε

(
u4

x

Q3
+

u4
y

Q3
+

1
Q3

)
, Q =

√
1 + |∇u|2. (3.3)

Hence, the local optimization problem can be rewritten as

Ê(u, v) +
τρ2

2

∫

Ω

|P(u(t))∇w|2
Q(t)

dx → min
u,v,w

, (3.4)

subject to the constraints
∫

Ω

(∇u · ∇ϕ

Q
+

vϕ

Q

)
dx = 0, ∀ ϕ ∈ H1(Ω) (3.5)

and
∫

Ω

(
(P(u(t))∇w) · ∇ψ

Q(t)
+

ρ

τ
(u− u(t))ψ

)
dx = 0, ∀ ψ ∈ H1(Ω). (3.6)

This variational problem already exhibits a certain time discretization
and a linearization of the constraint, but still involves the minimization of
strongly nonlinear functionals, which we shall approximate further in the
following. For the time discretization we use the decomposition 0 = t0 <
t1 < . . . < tN = S, with time step τk := tk − tk−1 and ρk := 1

τk
. We shall

denote the solution (u, v, w) at time step tk by (uk, vk, wk), and define the
solution in between via the interpolation

u(., t) = u(., tk)
t− tk−1

τk
+ u(., tk−1)

tk − t

τk
.

In order to obtain a convex quadratic optimization problem instead of
(3.4) we use a quadratic expansion of the convex terms and a linear expan-
sion in the potentially non-convex terms, which yields

Ê(uk, vk) ≈
∫

Ω

( |∇uk|2 + |∇uk−1|2
2Qk−1

+ γ0(∇uk−1)
)

dx

+
∫

Ω

(
Γ0(∇uk−1)∇(uk−1 − uk) + ν

(vk)2

Qk−1

)
dx,
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where Γ0(p) = ∇pγ0(p). Moreover, we use a lagged diffusivity approximation
in the definition of the curvature concentration, i.e., we use Qk−1 in the
denominators of (3.6). Eliminating the constant terms we can state the
semi-discrete optimization problem as the minimization of

Jk(uk, vk, wk) =
∫
Ω

( |∇uk|2
2Qk−1 + Γ0(∇uk−1) · ∇uk−1 + ν (vk)2

Qk−1 + ρk
|Pk−1∇wk|2

2Qk−1

)
dx

subject to the constraints
∫

Ω

(∇uk · ∇ϕ

Qk−1
+

vkϕ

Qk−1

)
dx = 0, ∀ ϕ ∈ H1(Ω)

∫

Ω

(
(Pk−1∇wk) · ∇ψ

Qk−1
+ (uk − uk−1)ψ

)
dx = 0, ∀ ψ ∈ H1(Ω),

with Pk−1 := P(uk−1).
Using additional Lagrangian variables pk ∈ H1(Ω) and qk ∈ H1(Ω), we

can derive a linear system characterizing the minimizer of this constrained
optimization problems. For this sake we again denote the L2 scalar product
by 〈., .〉, and define the bilinear forms

Ak(ϕ,ψ) :=
∫

Ω

∇ϕ · ∇ψ

Qk−1
dx (3.7)

Bk(ϕ,ψ) :=
∫

Ω

(Pk−1∇ϕ) · ∇ψ

Qk−1
dx (3.8)

Ck(ϕ,ψ) :=
∫

Ω

ϕψ

Qk−1
dx (3.9)

and the right-hand sides

(fk, ψ) :=
∫

Ω
Γ0(∇uk−1) · ∇ψ dx (3.10)

(gk, ψ) :=
∫

Ω
uk−1ψ dx. (3.11)

The semi-discrete problem is then given by computing the weak solution
(uk, vk, wk, pk, qk) ∈ H1(Ω)5 of the variational equations

Ak(uk, ϕ1) +Ak(pk, ϕ1) + 〈qk, ϕ1〉 = (fk, ϕ1)

2νCk(vk, ϕ2) + Ck(pk, ϕ2) = 0

ρkBk(wk, ϕ3) + Bk(qk, ϕ3) = 0

Ak(uk, ϕ4) + Ck(vk, ϕ4) = 0

Bk(wk, ϕ5) + 〈uk, ϕ5〉 = (gk, ϕ5),

(3.12)
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for all test function ϕj ∈ H1(Ω), j = 1, . . . , 5.
A closer look at this variational problem shows that the Lagrangian vari-

ables can be eliminated, because the second equation implies pk = −2νvk

and the third one yields ∇qk = −ρk∇wk. Moreover, since (3.12) is inde-
pendent of the mean value of qk, we may choose it such that qk = −ρkw

k.
Consequently, we arrive at the smaller, but nonsymmetric problem

Ak(uk, ϕ)− 2νAk(vk, ϕ)− ρk〈wk, ϕ〉 = (fk, ϕ), ∀ ϕ ∈ H1(Ω)

Ak(uk, ψ) + Ck(vk, ψ) = 0, ∀ ψ ∈ H1(Ω)

Bk(wk, η) + 〈uk, η〉 = (gk, η), ∀ η ∈ H1(Ω).

(3.13)

However, this system can easily be made symmetric with minor modifi-
cations, e.g., by taking multiples of some lines and changing the order of
equations and variables to (vk, wk, uk), we obtain

Ck(vk, ψ) +Ak(uk, ψ) = 0, ∀ ψ ∈ H1(Ω)

ρkBk(wk, η) + ρk〈uk, η〉 = ρk(gk, η), ∀ η ∈ H1(Ω)

Ak(vk, ϕ) + ρk〈wk, ϕ〉 − 1
2νAk(uk, ϕ) = − 1

2ν (fk, ϕ), ∀ ϕ ∈ H1(Ω).
(3.14)

Using standard arguments for symmetric indefinite systems (cf. [5]), one
can show that (3.14) is equivalent to the saddle-point problem

inf
(v,w)

sup
u
Lk(v, w, u),

with the Lagrangian

Lk(v, w, u) =
1
2
Ck(v, v) +

ρk

2
Bk(w,w) +Ak(v, u) + ρk〈w, u〉

− 1
4ν
Ak(u, u)− ρk(gk, w) +

1
2ν

(fk, u).

In this form, the curvature concentration v and the chemical potential w
play the role of primal, and the height function u plays the role of a dual
variable (which obviously could be interchanged).

In order to verify the well-posedness of (3.13), we first transfer the prob-
lem into the standard form (cf. [5])

a((v, w), (ψ, η)) + b((ψ, η), u) = (f1, (ψ, η)) ∀ (ψ, η) ∈ H1(Ω)2

b((v, w), ϕ)− c(u, ϕ) = (f2, ϕ) ∀ ϕ ∈ H1(Ω),
(3.15)
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with the bilinear forms

a((v, w), (ψ, η)) = Ck(v, ψ) + ρkBk(w, η)
b((v, w), ϕ) = Ak(v, ϕ) + ρk〈w, ϕ〉

c(u, ϕ) =
1
2ν
Ak(u, ϕ),

and the right-hand sides

(f1, (ψ, η)) = ρk(gk, η)

(f2, ϕ) = − 1
2ν

(fk, ϕ).

For the system (3.15), we can use a well-known result for saddle-point prob-
lems (cf. [5, p.47]), which we rewrite for the specific setup we use:

Lemma 3.1. Let a, b, and c, be continuous bilinear forms satisfying the
following conditions for positive real constants α1, α2, α3:

(i) Kernel-ellipticity of a:

a((v, w), (v, w)) ≥ α1‖(v, w)‖2

for all (v, w) ∈ H1(Ω)2 satisfying b((v, w), .) ≡ 0.

(ii) Kernel-ellipticity of c:

c(u, u) ≥ α2‖u‖2

for all u ∈ H1(Ω) satisfying b((., .), u) ≡ 0.

(iii) Inf-Sup condition:

inf
u∈H1(Ω)

sup
(v,w)∈H1(Ω)2

b((v, w), u)
‖u‖(‖v‖+ ‖w‖) ≥ α3.

Then there exists a unique solution (u, v, w) ∈ H1(Ω)3 of (3.15), and there
exists a positive real constant β such that

‖u‖+ ‖v‖+ ‖w‖ ≤ β (‖f1‖+ ‖f2‖) .

We shall now apply this well-posed result to (3.13)

Theorem 3.2. Let uk−1 ∈ W 1,∞(Ω). Then there exists a unique weak
solution (uk, vk, wk) ∈ H1(Ω)3 of (3.13).
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Proof. Due to Lemma 3.1, it suffices to verify the above conditions (i) -(iii).
For the specific form of a we obtain due to the uniform boundedness of Qk−1

an estimate of the form

a((v, w), (v, w)) ≥ m1

∫

Ω

(
v2 + |∇w|2) dx.

Moreover, if b((v, w), .) ≡ 0, we obtain in particular b((v, w), v) = 0, which
implies an estimate of the form

∫

Ω
|∇v|2 dx ≥ m2

∫

Ω
w2 dx.

Moreover, with φ0 ≡ 1 we have

b((v, w), φ0) = ρk

∫

Ω
w dx = 0.

Thus, we may combine the above estimates with a Poincaré-type inequality
for w, from which we finally arrive at

a((v, w), (v, w)) ≥ α1

∫

Ω

(
v2 + |∇v|2 + w2 + |∇w|2) dx

for some α1 > 0.
Since for b((., .), u) = 0 we obtain in particular b((u, u), u) = 0 and hence,

u = 0, the kernel-ellipticity for the bilinear form c is trivial and follows with
c(u, u) ≥ 0.

In order to verify the inf-sup condition we use the estimate

inf
u∈H1(Ω)

sup
(v,w)∈H1(Ω)2

b((v, w), u)
‖u‖(‖v‖+ ‖w‖) ≥ inf

u∈H1(Ω)

b((u, u), u)
2‖u‖2

≥ α2 > 0,

which is due to the specific form of b and the uniform boundedness of Qk−1.

We can also incorporate a deposition flux in a straight-forward way by
changing gk to

(gk, ψ) =
∫

Ω
(uk−1ψ + τkfψ) dx.
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3.2 Finite Element Discretization

For the finite element discretization we shall use piecewise linear elements
in the space

Vh := { ϕ ∈ C0(Ω) ∩H1(Ω) | ϕ|T is linear }. (3.16)

on a regular triangularization Th of Ω =
⋃

T∈Th
T .

The discretization fineness h is given by

h = max
T∈Th

max
x1,x2∈T

|x1 − x2|.

We can directly perform a finite element discretization of (3.13) in V3
h, which

turns out to be equivalent to a finite element discretization of (3.12) in V5
h

and subsequent elimination of the Lagrange parameters. This yields the
following fully discrete scheme:

Scheme 1. Compute an approximation u0
h ∈ Vh of the initial value u0.

For k = 1, . . . , N :

• Assemble the right-hand sides

(fk
h , ψ) :=

∫

Ω
Γ0(∇uk−1

h ) · ∇ψ dx (3.17)

(gk
h, ψ) :=

∫

Ω
uk−1

h ψ dx. (3.18)

with Qk−1
h =

√
1 + |∇uk−1

h |2 and an approximation fh of f (using
quadrature). Moreover, define the bilinear forms

Ak
h(ϕ,ψ) :=

∫

Ω

∇ϕ · ∇ψ

Qk−1
h

dx (3.19)

Bk
h(ϕ,ψ) :=

∫

Ω

(Pk−1
h ∇ϕ) · ∇ψ

Qk−1
h

dx (3.20)

Ck
h(ϕ,ψ) :=

∫

Ω

ϕψ

Qk−1
h

dx, (3.21)

with Pk−1
h = P(uk−1

h ).

• Compute the discrete solution (uk
h, vk

h, wk
h) ∈ V3

h satisfying

Ak
h(uk, ϕ)− 2νAk

h(vk, ϕ)− ρk〈wk, ϕ〉 = (fk
h , ϕ), ∀ ϕ ∈ Vh

Ak
h(uk, ψ) + Ck

h(vk, ψ) = 0, ∀ ψ ∈ Vh

Bk
h(wk, η) + 〈uk, η〉 = (gk

h, η), ∀ η ∈ Vh

(3.22)
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Note that due to the choice of piecewise linear finite elements, ∇uk−1
h

and consequently Qk−1
h , Pk−1

h are constant on each triangles, and hence all
integrations in the above bilinear forms and the right-hand side fk

h can be
carried out exactly.

As in the semi-discrete setting in Theorem 3.2 we can easily verify the
well-posedness of the discrete system. Moreover, we can verify volume con-
servation for the discrete scheme by using η ≡ 1. As far as as energy decay
is concerned, we obtain from the local variational principle used for con-
structing the scheme that

Ê(uk, vk) + τk

∫

Ω

|Pk−1∇µk|2
Qk−1

dx ≤ E(uk−1),

i.e., the violation of the energy decay is equal to Ê(uk, vk) − E(uk), which
can be expected to be of first order in time.

4 Solution of the Discretized Problem

Due to the non-symmetric form of the variational problem (3.22), we also
obtain a non-symmetric problem for the nodal values (u,v,w) ∈ R3N in
each step, which is of the form




A −2νA −ρkM
A C 0
M 0 B







u
v
w


 =




f
0
g


 . (4.1)

Here, M is a symmetric mass-matrix, C is a scaled symmetric mass matrix,
and A and B are stiffness matrices corresponding to second order elliptic
differential operators.

As we have seen above we can transform the system (4.1) to the sym-
metric one




A −2νA −ρkM
−2νA −2νC 0
−ρkM 0 −ρkB







u
v
w


 =




f
0

−ρkg


 . (4.2)

We can now either interpret u as a primal and (v, w) as dual variables, or
vice versa (by suitable reordering of variables and equations). For small
system size, in particular in the one-dimensional case, we can solve this
linear system by LU- or generalized Cholesky decomposition. For larger
systems, we can perform an iterative solution of this symmetric system by
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applying standard Krylov-subspace methods like preconditioned GMRES,
MINRES, or QMR (cf. [22] for an overview).

Alternatively, we can also obtain the linear system



A C 0
0 2νA + C ρkM
M 0 B







u
v
w


 =




0
−f
g


 . (4.3)

by performing linear manipulations of the first two lines in (4.1). The advan-
tage of (4.3) is that the diagonal blocks are discretizations of elliptic differ-
ential operators, while the off-diagonal terms are just mass matrices. Con-
sequently, it seems reasonable to apply a multigrid method as a solver (or as
a preconditioner for GMRES) to (4.3), using block Gauss-Seidel smoothers
(some care has to be taken of the anisotropic term B). This approach has
been used in all the two-dimensional examples presented below and turned
out to be a efficient and robust solver.

5 Numerical Results

In the following we present some numerical results for strongly anisotropic
surface diffusion flows and some parametric studies in the parameters ε and
ν, as well as in the coverage (i.e., the volume V (0)) and the deposition flux
f .

5.1 Curve Diffusion

In the following we present some results for curve diffusion processes, i.e.,
for Γ being a curve in R2. For all simulations we used a uniform spatial
discretization of Ω = (0, 1) with grid size h = 10−3. We start with a the
evolution of an interface described by a continuous height function

u0(x) =
{

constant for x ∈ [0, 0.25] ∪ [0.75, 1]
0.1 + 0.01 cos(4πx) for x ∈ (0.25, 0.75)

We also use this starting value for the parametric studies below. For the
first two simulations we used an anisotropy parameter ε = 1 and a curvature
coefficient ν = 10−4, in absence of a deposition flux, i.e., f ≡ 0.

The obtained evolution (computed with a time step τ = 2∗10−6) is illus-
trated by plots of the interfaces obtained at times t = 4kτ , k = 0, 1, . . . , 5,
in Figure 2. One observes that faceting, i.e., the formation of flat parts of
the interface, occurs already during the early stage of the evolution. The

16



evolving shape forms several hills and valleys, some of which become unsta-
ble and disappears during the later stage. Finally, the interface converges
to a shape with three faceted substructures.

The evolution of the surface energy E(u(t)) and the change of the volume
V (t)−V (0) are shown in Figure 3. One observes that the energy is decreas-
ing during the evolution as expected and finally becomes constant when
the interface has reached an equilibrium shape, which is possibly only a lo-
cal minimum of the non-convex energy functional. The plot of the volume
change confirms the discrete volume conservation, since the maximal error
over all timesteps is below the machine precision of 10−16. The same be-
haviour of the energy and the volume have been observed also in all further
simulations presented below.

The second simulation is carried out with the same parameters as the
first one, but with the initial height u0(x) = 0.1 + 0.005 ∗ cos(9πx). In this
case, the evolution is faster and we used a time step of τ = 4 ∗ 10−7. We
illustrate the obtained evolution by plots of the interface at time t = 3kτ ,
k = 0, . . . , 5. Again we obtain faceting but in the first example, but the
limiting equilibrium shape is a different one, with a higher value of the
surface energy and the same orientation of the facets. Hence, this numerical
example suggests that the surface diffusion flow can converge to local minima
in strongly anisotropic cases, probably to the ones closest to the initial shape.

Our first parametric study varies the anisotropy parameter ε for con-
stant ν = 10−4, f ≡ 0 and an initial coverage V (0) = 0.09. As ex-
pected, the surface evolves towards a flat surfaces for ε < 1/3, quite sim-
ilar to the isotropic case ε = 0, but of course faster for smaller ε. There-
fore, we only show the more interesting results for the strong anisotropies
ε = 0.5, 1, 1.5, 2 in Figure 5. The first two plots show the front Γ at time
steps t = 0, 10−5, . . . , 2 ∗ 10−4, and the plots for higher ε show the the front
Γ at time steps t = 0, 10−6, . . . , 2 ∗ 10−5. One observes that the time scale
of the evolution reduces with increasing ε, i.e., the evolution towards an
equilibrium and the faceting is faster for higher anisotropy. Moreover, the
length scale of the evolving and equilibrium structures decreases with in-
creasing anisotropy parameter, which is caused by the changing orientation
of facets. From our simulations it seems that the maximal height of the
film does not exceed a certain maximal value, but for larger ε there occurs
a transition from three to five hills and valleys. Hence the facets become
steeper as expected, but the maximum height can even decrease compared
to smaller values ε.

A second parametric study concerns the coefficient ν of the curvature
term. We illustrate the results for ν = 10−m, m = 1, . . . , 5, fixing ε =
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Figure 2: Evolution of the interface for ε = 1, ν = 10−4, f ≡ 0, for the first
initial value.
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Figure 3: Evolution of the surface energy (left) and the volume (right) for
ε = 1, ν = 10−4, f ≡ 0, for the first initial value.

1, f ≡ 0, and V (0) = 0.09. In Figure 6 we plot the evolving fronts at
time steps 0, 10−5, . . . , 2 ∗ 10−4, except for ν = 10−5, where we use the
more appropriate time steps 0, 2 ∗ 10−6, . . . , 4 ∗ 10−5. One observes that for
increasing values of ν, the size of the rounded parts of the surface increases
(and consequently, their curvature decreases), while the orientation of the
faceted parts remains the same (except for very large values of ν, where the
curvature effect becomes global). Moreover, the time and spatial scale are
changing with ν.

Figure 7 illustrates the effects of varying the coverage V (0) by plotting
the evolving interfaces at times t = 0, 10−5, . . . , 2 ∗ 10−4, for the coverages
V (0) = 0.045, 0.09, 0.18, 0.36, 0.72, and 1.44. One observes that the shapes
are similar for the smaller values of the initial coverage, but for the largest
value (where the height becomes larger than the length) there is a transition
in the equlibrium shape.

Our final parametric study concerns the deposition flux f . We perform
tests with two uniform deposition fluxes, f ≡ 102 and f ≡ 103, as well
as with a linearly increasing flux f = 103x and a parabolic flux profile
f = 4∗103x(1−x). The resulting interfaces at times t = 0, 10−5, . . . , 2∗10−4

are plotted in descending order in Figure 8. For the spatially homogeneous
deposition fluxes one observes a very similar evolution as in the absence of
deposition flux, but with linearly growing height. For the spatially varying
deposition flux, we obviously obtain faster growth in areas of higher flux,
but still the orientation of facets remains unchanged.
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Figure 4: Evolution of the interface for ε = 1, ν = 10−4, f ≡ 0, for the
second initial value.
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Figure 5: Evolution of the interface for different values of the anisotropy
parameter ε.
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Figure 6: Evolution of the interface for different values of ν.
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Figure 7: Evolution of the interface for different initial coverages V (0).
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Figure 8: Evolution of the interface for different deposition fluxes f .
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5.2 Surface Diffusion

We now present two results for surface diffusion, which are both obtained
for ε = 0, ν = 10−3, and f ≡ 0. The computational domain is given by
Ω = (−1, 1)2, and the discretization is performed on a regular grid of size
h = 10−2, with a time step τ = 10−2.

In the first example, we use the initial value

u0(x, y) = 0.2− 0.05 cos(πx) cos(πy).

In Figure 9 we plot the resulting surface at times t = 3kτ , k = 1, . . . , 5,
and after a larger time at t = 0.5 (from top to bottom). One observes that
faceting occurs mainly in the early stage of the evolution, and the arising
shapes seem to converge to a local energy minimum. The evolution therefore
becomes almost stationary in the later stage.

In the second example, we divide the wavelength by two in the initial
value, i.e., we use

û0(x, y) = 0.2− 0.05 cos(2πx) cos(2πy).

Figure 10 shows plots of the obtained surfaces at the same time steps as for
the first example. The behaviour is similar, but the local energy minimizer
the evolution converges to is a different one.

We finally mention that parametric studies with respect to ε, ν, f , and
V (0) lead to similar results as for curve diffusion.

6 Conclusions and Outlook

We have presented numerical methods for surface diffusion arising in sys-
tems with anisotropic surface energies involving a curvature dependent term,
and discussed some of their properties. The presented numerical results
confirmed the applicability of this approach to strongly anisotropic cases,
where faceting of the evolving curves or surfaces occurs, while the corners
are rounded.

To our knowledge, this paper presents the first simulation of the full
surface diffusion model with curvature dependent energy. Due to the prac-
tical importance of this problem, the methods and results presented here
are also the starting point towards the simulation of several crystal growth
phenomena that can be modeled by anisotropic surface diffusion, and the
coupling with other physical effects such as elastic relaxation in heteroepi-
taxial growth (cf. e.g. [18]) having in mind important technological applica-
tions such as self-assembled silicon-germanium quantum dots (cf. e.g. [4]).
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Figure 9: Evolution of the surface for the initial value u0 .
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Figure 10: Evolution of the surface for the initial value û0 .
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From a mathematical viewpoint, an important task for future researchis the
detailed analysis of the surface diffusion model and the numerical meth-
ods, which is rather incomplete in the isotropic case (cf. [3, 13, 20]), and
completely open in the anisotropic case with curvature dependence.
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