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Abstract

In this paper we introduce a new numerical procedure for simulations in geometrical
optics that, based on the recent development of Eulerian phase-space formulations
of the model, can deliver very accurate, uniformly resolved solutions which can be
made to converge with arbitrarily high orders in general geometrical configurations.
Following previous treatments, the scheme is based on the evolution of a wavefront in
phase-space, defined as the intersection of level sets satisfying the relevant Liouville
equation. In contrast with previous work, however, our numerical approximation is
specifically designed (i) to take full advantage of the smoothness of solutions, and
(ii) to facilitate the treatment of scattering obstacles, all while retaining high-order
convergence characteristics. Indeed, to incorporate the full regularity of solutions
that results from the unfolding of singularities, our method is based on their spectral
representation; to enable a simple high-order treatment of scattering boundaries, on
the other hand, we resort to a discontinuous Galerkin finite element method for the
solution of the resulting system of equations. The procedure is complemented with
the use of a recently derived SSP-RK scheme for the time integration that, as we
demonstrate, allows for overall approximations that are rapidly convergent.
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1 Introduction

The recognition that numerical simulation of scattering processes can greatly
accelerate the assessment and design of new technology has translated into
its integration in the most varied engineering applications that rely on wave
phenomena. Indeed, today numerical simulations of wave propagation guide
developments in areas ranging from radar, sonar and remote sensing to elec-
tronics and microscopy. As a result, and due to the increasing demands for
accuracy and speed, the need for improved numerical algorithms for the treat-
ment of such problems continues to intensify, as algorithmic advances can im-
mediately enable corresponding technological gains. Over the last two decades,
a variety of advanced numerical methods have been developed to accurately
and efficiently solve full-wave models of electromagnetic, acoustic and elastic
wave propagation; see e.g. [3,5,9,20,28,35] and the references cited there. By
the very nature of these models, however, rigorous methods for their numerical
solution are limited in the range of frequencies they can practically deal with,
as their accuracy hinges on the full resolution of the wavelength of oscillation
of field quantities. As a consequence, relevant simulations in a variety of ap-
plications, such as in seismic exploration [12] or in high-frequency radar [6],
are beyond the reach of full-wave solvers and must, instead, be based on ap-
proximate models. Among these, perhaps the simplest and most broadly used
is the “geometrical optics” (GO) model that results as a lowest order (WKB)
approximation of wave-like equations as the frequency becomes infinite [36].
In this paper we introduce a new numerical procedure for simulations in geo-
metrical optics that, based on the recent development of Eulerian phase-space
formulations of the model [17,23], can deliver very accurate, uniformly re-
solved solutions which can be made to converge with arbitrarily high orders
in general geometrical configurations.

The need for improved GO solvers can perhaps be most easily explained by
noting that the current state-of-the-art in a number of complex applications
relies on, albeit quite sophisticated, “ray-tracing”; see e.g. [2]. As has been rec-
ognized [16], however, the Lagrangian nature of ray-tracing can present diffi-
culties (e.g. divergent rays leading to uneven resolution) which have prompted
the recent development of new computational methods based on (Eulerian)
solution of partial differential equations. Early versions of this approach con-
centrated on the design of upwind [33,34] and ENO schemes [18] for the direct
solution of the eikonal equation, leading to accurate approximations of the vis-
cosity solution [15]. This (single-valued) solution, however, represents only the
wave of first arrival at any given point [15] which may be insufficient for certain
applications. Indeed, for instance, in seismics waves with larger travel-times
may carry significantly more energy than that of the viscosity solution [22],
while accounting for multiple reflections in electromagnetics may be essential
in constructing accurate approximations for wave fields [8]. For this reason, a



number of algorithms have been recently developed to upgrade the viscosity
solution to the multi-valued solution relevant in these cases. Among these we
encounter, for instance, the “big ray tracing method” [1], the “method of de-
composition along caustics” [4] and the “slowness matching method” [31,32].
All of these procedures are based on domain decomposition and local approx-
imations of viscosity solutions, which are then combined into a multi-valued
quantity.

An alternative approach to the approximation of multi-valued solutions is
based on a “kinetic” formulation that views rays as trajectories of parti-
cles following a Hamiltonian dynamics; see [16] and the references therein.
In this approach, multi-valued solutions are naturally “unfolded” through the
introduction of conjugate phase variables. This, however, is achieved at the
expense of doubling the number of independent variables, with the conse-
quent potential for increased computational cost. To deal with this problem,
two alternative strategies have been developed, leading to “wavefront” and
“moment-based” methods respectively [16]. In the former, an interface repre-
senting a wavefront is evolved following the Liouville formulation, while the
latter is based on the derivation of new equations (for the moments of the
density) with fewer unknowns. Here we propose a new approximation scheme
based on the kinetic viewpoint that can be interpreted as combining elements
from these two approaches. Indeed, as we further explain below, as in wave-
front methods our strategy is based on the evolution of an interface which,
following [23], we define as the intersection of level sets of functions satisfying
the Liouville equations. In contrast with [23], however, we do not resort to
direct discretization of the phase variables. Rather, the procedure we present
below relies on suitable (spectral) representations of the densities, and on the
solution of the resulting equations for the coefficients in these expansions. In
this sense then, our approach can be related to moment-based methods where
our “moments” are not necessarily chosen to be integrals against monomials
in phase variables needing a “closure hypothesis”, but rather against basis
functions that guarantee accurate representations of general phase variations.

Our work is largely motivated by the developments in [23] (see also [11,25,26]).
Indeed, as we mentioned, we shall follow this work and seek to approximate
solutions to Liouville equations that implicitly define the wavefront. In [23]
the approximation procedure relied on spatial finite differences and Runge-
Kutta time discretizations. More precisely, away from scattering boundaries,
a fifth-order WENO-Godunov [21] scheme was used for the space and phase
variables while a third-order TVD-RK procedure [27] (or a fourth order SSP-
RK method [29]) was implemented to march forward in time; when dealing
with (reflecting) boundaries [11], on the other hand, the order of the spa-
tial discretization was reduced to first, due to the complications that arise
in attempting to devise higher-order differencing schemes in such situations.
Our approach, on the other hand, is based on entirely different discretizations



which are designed (i) to take full advantage of the smoothness of solutions to
the Liouville equations, and (ii) to facilitate the treatment of scattering obsta-
cles, all while retaining high-order convergence characteristics. Indeed, as we
further detail below, to incorporate the full regularity of solutions that results
from the unfolding of singularities our method is based on their spectral rep-
resentation; to enable a simple high-order treatment of scattering boundaries,
on the other hand, we resort to a discontinuous Galerkin [13,14] finite element
method (DGFEM) for the solution of the resulting system of equations. For
the time integration, finally, the procedure is complemented with the use of
a recently derived SSP-RK scheme [10,19] which, as we demonstrate below,
allows for overall approximations that are rapidly convergent.

The rest of the paper is organized as follows. First, in §2 we briefly review the
relevant equations and, in particular, we introduce the phase-space (Liouville)
formulation of the GO problem. Then, in §3 we introduce and analyze the
spectral/ DGFEM approximation. In particular, in §3.1 we demonstrate that
the resulting (hyperbolic) system for the spectral coefficients can be explicitly
diagonalized. This, in turn, allows for an explicit implementation of an “up-
winded” DGFEM, as we describe in §3.2. The integration of (reflecting and
absorbing) boundary conditions within our new formulation is then detailed
in §4 and followed, in §5, by some numerical results in two space dimensions
(three-dimensional reduced phase-space). Finally, some comments on exten-
sions (e.g. to physical three-dimensional space) and possible improvements
(e.g. relating to high-order localization) are collected in §6.

2 Phase-space-based geometrical optics

The basic model for high-frequency wave propagation is provided by the
eikonal equation [7,36]

Si(x,t) + c(x)|VS(x,1)| =0, x€R? (d=2,3), (1)

for the phase S of the (acoustic/electromagnetic) field, where ¢(x) denotes the
local wave velocity. As we mentioned, adding to the challenges stemming from
its nonlinear character, the difficulties associated with the solution of (1) are
compounded in situations where its multi-valued solutions are of interest. In
this case, as we explained above, an alternative to Lagrangian ray-tracing is
provided by a formulation that views rays as trajectories of particles following
the Hamiltonian dynamics

& = VpH(x,p) = c(x) & (2)
® = —ViH(x,p) = —|p|Vxc(x)



in the phase-space (x,p), where H(x,p) = ¢(x)|p|. With this interpretation,
a “particle density function” f(x,p,t) will satisfy the Liouville equation [16]

fi(%, P, t) = Vi f - [p| Ve + Vi f - c<x>% — 0. (3)

This equation displays the same characteristic strips as the original eikonal
equation (1) but the introduction of phase variables (p) “unfolds” multi-valued
solutions. Moreover, this equation can be further simplified by appealing to the
condition that the Hamiltonian remain constant along characteristics. Indeed,
the normalization H = 1, for instance, leads to the constraint

pl= ——
PI™ )

which can be used to restrict the solutions of (3) to those of the form
f.p.1) = e(x)0 (|p| = c(x)™") u(x, p/IP].1).
For example, in two space dimensions, letting
x = (x1,m2), P = (rcos(f),rsin(0)),
the function u can be shown to satisfy the simplified equation
L2[u] = uy + ccos(0)uy, + csin(0)uy, + (cz, sin(f) — cuycos(0)ug =0 (4)
in “reduced phase-space” (x1,xo,#). Similarly, in three dimensions we have

L3[u] = u; + esin(f) cos(@)uy, + csin(f) sin(@)uy, + ccos(0)u,,
+ (€z, co8(0) cos(p) + ¢y, cos(f) sin(p) — cuy sin(f)) ug

(e sin(g) = e, cos()) 15 =0 (9
where

x = (x1,T9,23), P = (p1,Pp2,ps3) = (rsin(f) cos(p), rsin(0) sin(gp),rcos(@)()é)

As we anticipated, our use of the above phase-space formulation will follow the
approach initiated in [23]. There it was recognized that the d — 1 dimensional
wavefront in the 2d — 1 dimensional reduced phase space (d = 2,3) can be
simply identified through the intersection of level sets of d functions satisfying
the corresponding reduced Liouville equation. Thus, within this context, the
formulation of the geometrical optics evolution reduces to solving the (uncou-
pled) system of equations

(7)



L3[u]
L[]
Lfw]

0,
0, (8)
0

in two and three dimensions respectively, where u, v, w are chosen to initially
define the wavefront through the intersection of their zero level sets; the wave-
front at later times is then recovered from analogous intersections [23]. Our
scheme for the solution of (7), (8) is introduced in the next section.

3 A spectral/ DGFEM formulation

The considerations in §2 reduce the problem of approximating the geometrical
optics wavefront to that of approximating the (zero level set of the) solution of
equations of the form (4) and (5). As we said, a main property of the Liouville
formulation is that it unfolds the relevant multi-valued solutions which become
smooth in phase space. In addition, for the problem at hand, the formulation
entails a particularly simple dependence on the phase variables, which enter
(4) and (5) in a straightforward multiplicative manner. To take advantage of
these properties, we propose here a spectral method of solution. More precisely,
in the two-dimensional case, we shall seek a solution v = u(xy, z9,0,t) to (4)
in the form of a (truncated) Fourier series

N
U(Il,l’g,e,t) = Z Un(l’l,l’g,t) eme. (9)

n=—N

Similarly, in three dimensions, we propose

N o
u(wr, 29, 23,0, 0,8) = > > Upm(a1, 22,25, 1) V,"(0, ¢) (10)

=0 m=—1

where Y™ denotes the classical spherical harmonics. Our strategy entails the
derivation of the system of equations satisfied in physical space by the coeffi-
cients in (9) and (10) and the design of a suitable high-order approximation
scheme for the resulting problem. As we show next, the coefficients turn out to
satisfy a rather simple (linear) hyperbolic system of equations. For such sys-
tems, in turn, high-order discontinuous Galerkin finite element methods [13,14]
have been shown to be extremely effective, and a suitable DG approximation
is presented in §3.2.



3.1 A hyperbolic system for the spectral coefficients

In this section we derive and analyze the system of equations satisfied by the
coefficients in the spectral decomposition of the solution to the level set equa-
tion (4). For simplicity we shall present here the derivation and analysis for
the two-dimensional case and the representation (9). Analogous, though some-
what more involved, calculations allow for the treatment of the corresponding
system of equations in three dimensions for the coefficients in (10); see §6.

To derive the equations for U, in (9) we begin by substituting the expansion
into (4) to obtain

N N N
Yo Uni ™ +ccos(0) > Unpw €™ +csin0) > Uy, €™
n=—N n=—N n=—N
N .
+ (€, sin(0) — czy cos(0)) Y in Upe™ =0

n=—N

or, equivalently,

N N+1 c N-1 c
ind ind ind
Yo Unpe™+ 5 Un-1ay € + > 5 Untra, €
n=—N n=—N+1 =—N-1
N+1 (—ic) N-1

Ay

n=—N-+1

) 1C )

inf inf

5 Un—l,xz € + E 5 n+las €
=—N-1

N+1

+ Z ( Cay ZC%I)i(n—l) Un—l eme_'_ Z ( Cay + Zcml)z’(n—l—l) Un+1 em& = 0.
n=—N+1 2 =—N-1 2

Setting

U= : c C2N+1

the last equation implies

Ut ‘l‘ AlU:c1 + A2U:c2 + BU - O (11)



where A;, Ay, B € CENHDXEN+H) are defined as

and

and where we have set

000---
-000
-000

O Nle

000]

o
O Nle

No
L

v =21, 22) = ¢y +iCs,

and have denoted its conjugate by 7 = ¢,, — icy,.

(12)

(13)

Clearly, from (12), (13), the equations (11) constitute a symmetric hyperbolic
system. In fact, the system is strictly hyperbolic and explicitly diagonalizable.
To see this, we begin by letting

v = (v1,1,) = p(cos(n),sin(n))

and we set

A(l/) = VlAl + I/QAQ.



Then, using (12), (13) we have
A(v) = pA(cos(n),sin(n))
and we note that
P~ A(cos(n),sin(n))P = A(1,0) = 4,
where the P = P(n) is a diagonal matrix with
P(n)j; =e " (15)
Indeed, since
A(cos(n),sin(n)) g = % [5k,l_1ei" + 5]@714_16_@'”}
we have

c , , ,
=3 [5;,,,1_16"7 + 5p7q+1€—m} e—ila=p)n

(P_lA(cos(n), sin(n))P)

c
= 5 [5p,q—1 + 5107q+1] = (Al)pq-

Thus, we need only investigate the eigenvalues and eigenvectors of the matrix
Ajq. As can be easily checked, however, the eigenvalues A; are simply given by

Jjm ,
Aj = Aj(1, 2) = c(x1, 22) cos (m) , Jj=1,---2N+1,  (16)

with a corresponding normalized eigenvector

v = : . (17)

(2N+1)j7r)

_sin( 2(N+1)

As a result, letting
V = [vivy - Vany] € CENFDXENHY

and
A= diag(Ah Ag, -+ 7)\2N+1)

we have
A(cos(n),sin(n)) = S(n)AS(n) ™ (18)



where

S(n) = PmV and S(n)~'=VT P(n). (19)
Finally, we note that, from (16), there are exactly N positive and N negative
eigenvalues,

AM>A > > AN > A = 0> Aygo > Avgs > > dAanvga

so that the matrix A can be decomposed as

A(cos(n),sin(n)) = A™(cos(n),sin(n)) + A (cos(n), sin(n)) (20)

where
A*(cos(n),sin(n)) = S(n)A*TS(n)™!

and

A+ = diag()\l,)\g, s ,)\N,O, s ,0), A" = dlag((), s ,0,>\N+2,)\N+3, s >)\2N+1)~

3.2 Discontinuous Galerkin approximation

As we said, the hyperbolic nature of the system (11) makes it amenable
to a high-order treatment via discontinuous Galerkin finite element meth-
ods [13,14]. In order to specify the details of the DG scheme we propose to
approximate the system, we begin by re-writing it in “conservation form?”,
that is

U;+div(F(U))+CU =0 (21)
where

F(U) = {AlU,A2U}

and
C == B - 8m1A1 - 8m2A2

or, explicitly,

0 (N=22 0 0 0 0 0 0
~(N+1DI 0 (N-3)7 0 0. 0 0 0
oo 0 —N1 0 (N=-4710 0 0 0
0 0 0 0 0 (N=3)7 0 —(N+1)2
0 0 0 0 0 0 (N-2)7 0
(22)

10



Next, to approximate the system (21) we consider a partition 7}, = {K,}
of a computational domain €2 and local spaces P*(K,) on each element K,
consisting of polynomials of degree smaller than or equal to k. Then, expanding

U,

. = L0, (23)

in terms of basis functions ¢; € P¥(K), a DG formulation takes on the form

90, d:c—/ F(U,)- Vi dx+/ CUh¢dx+/ F-vipds =0, (24)
. Ot Ky Ky Ky,
for all ¢ € P¥(K,), where v is the outward unit normal vector to 9K, and
F}, - v is the numerical flur on 0K, [14]. As is well known the appropriate
choice of these numerical fluxes constitutes a central component within these
schemes. For linear hyperbolic problems a natural choice is that corresponding
to “upwinding”, wherein information travels along local wave directions. For
the present case, and on account of (20), the upwind flux can be written as

F), v = A% (cos(n), sin(n)) Uy + A~ (cos(n), sin(n)) Uy, (25)
where U7 denote the inner and outer values of U, on 0K, respectively, and

v = (cos(n), sin()). (26)

Clearly, the outer values U; must be properly defined for elements K, whose
boundary intersects that of the computational domain §2. The precise defini-
tion of these values will, of course, depend on the boundary conditions whose
treatment we defer to the next section. In any case, substituting the expansion
(23) into the formulation (24) leads to a linear system of ordinary differential
equations for the coefficients cf” (t) which must be integrated in time. For this
we resort to the mth-order, m-stage strong stability preserving Runge-Kutta
(SSP-RK) scheme with low storage introduced in [19]. This addition completes
our overall strategy in a manner that, as we said, enables calculations of ar-
bitrarily high order while, at the same time, allowing for general geometrical
arrangements.

4 Boundary conditions: reflecting and absorbing boundaries

As we said, the definition of the exterior values U, to be used in the numerical
flux (25) must be properly defined for elements intersecting the boundary of €2.
In the case of absorbing boundaries (as necessary, for instance, in scattering
simulations) this definition is rather straightforward: in this case, we may
simply define

U, =U} (27)

11



to approximate an outflow boundary.

The incorporation of reflecting boundaries, on the other hand, requires further
developments based, of course, on the geometrical optics “law of reflection”.
We recall [7] that this principle asserts that at a reflecting interface I' we must
have

incident angle = reflected angle (28)

where the incident and reflected angles are defined as the angles between the
incident and reflected rays and the outward normal vector to I' respectively.
More precisely, if 6;,c and 6.4 denote the polar angles of the incident and
reflected rays, and if 1 denotes that of the normal vector, equation (28) can
be written as

9inc+7r_77:n_0reﬁ
that is
Oret = 20 — T — Oipc.. (29)

This last equation can be used to impose a boundary condition on the level
set function w in (9) in the form

w(xy, x2,0,t) = u(xy, 29,2n —m—0,t) forxeT, §€l0,2n]. (30)

To incorporate this condition into our scheme, however, we must derive from
it a relation on the Fourier coefficients U, which should, in turn, lead to a
suitable definition of U, in (25).

To derive this definition we begin by noting that, in terms of Fourier coeffi-
cients, the boundary condition (30) translates to

U_p(x,t) = em(zn—w)Un(xl,zg,t) forxel', n=1,---,N,

This last relation, in turn, can be written as

BU(x,t) =0, xeT, (31)
where
100---0000 O 0---0 0 —aV
010---000 0 0 O0---0—=a™1 0
B=Bn)=|::: @ i 1 oy L | e eVxeNt
000---100 0 —20---0 O 0
000---010-« O O---0 O 0

and

o = 61n(2n—7r) ]

12



At this point, we note that the conditions in (31) are correct in number, as the
system possesses precisely N incoming characteristic directions (corresponding
to the N negative eigenvalues in (16)). To justify the well-posedness of the
problem (11) subject to (32), however, we must further verify that (31) leads
to an equation that allows for the determination of the incoming part of the
solution in terms of the outgoing portion. More precisely, at any point x € I’
with normal v = (cos(n),sin(n)), we consider the normalized eigenvectors
s; of A(cos(n),sin(n)) (cf. (18)) corresponding to the eigenvalues A; in (16),
7 =1,--- 2N + 1. Then, the projection onto the space of outgoing directions
is given by
H+ — S-i—( S—i—)T
where
ST =5%(n)=I[s1-swnl,

while that onto the incoming directions is
I~ =8 (S)"

with
ST =57(n) = [sny2- - -San+1)

and the condition (31) can be interpreted as providing values for [I-U from
knowledge of IITU. Indeed, from (31) we have

0=BU =BII"U+B(I —11")U
or, equivalently,
BS~|(S7)'U| = -B(I —11")U. (33)
As we show in Appendix A, the matrix BS~ € CM*¥ is (explicitly) invertible.
Thus, from (33)
(S)'U =~ (B5) B ~11")U.
and therefore

T U=-5 (BS) B(I-1)U (34)

which provides incoming values for U in terms of its outgoing (and stationary)
projection. Finally, and on account of (34), at a reflecting boundary I" we define
the numerical flux as in (25) where

U, =5 (BS”) B(I - 1)U} (35)
5 Numerical examples

In this section we present a few numerical results from an implementation
of the two-dimensional scheme (in three-dimensional reduced phase space)

13



described above in the case ¢ = const. = 1. In this connection, our first set
of experiments are designed to confirm the accuracy of the implementation of
both the interior scheme as well as that of the boundary conditions. While
simple exact solutions to (4) can be easily derived (e.g. u(x,p,t) = 1 —
ccos(0)t), the derivation of explicit solutions satisfying reflecting or absorbing
boundary conditions is not straightforward. To bypass this problem while
providing a full assessment of the quality of the approximations generated
by our proposed procedure, we have tested the method on the function

w(x, 6,1) = sin(3may) sin(4rzs) sin(gt)m.

(36)
defined in the computational domain @ = [—1,1] x [—1,1]. This function
presents several desirable attributes for the testing of our algorithms: it is
oscillatory, not exactly representable by a finite polynomial expansion and
its spectral representation in phase space also leads to an infinite series. In
addition, the specific form of the dependence in 6 guarantees that it also
satifies the reflecting boundary condition (30) over all of 0fQ2.

The function in (36), however, does not solve the homogeneous equation (4).
Still, it can be viewed as solving its (slightly more complex) inhomogeneous
version

L3[u] = u; + ccos(0)uy, + csin(0)uy, + (cz, sin(f) — ¢z, cos(9)) ug = G(x,0,1)

(37)
for an appropriately defined function . Clearly, the numerical procedure out-
lined in §3 extends rather straightforwardly, for the most part, to the solution
of (37). An exception, however, is the time integration strategy which, as
described, applies only to homogeneous systems of ordinary differential equa-
tions. As follows from (37) though, in this case the coefficients ¢/ (¢) in (23)
satisfy an inhomogeneous system, whose solution demands a suitable exten-
sion of the SSP-RK integrator in [19] alluded to in §3.2. One such extension
was recently introduced in [10] where its high-order convergence characteristics
were demonstrated. More precisely, if a version of order k£ + 1 of this extended
SSP-RK method is used to integrate the equations that result from a DG for-
mulation with polynomials of degree k, the overall scheme will converge with
order k + 1 provided that the CFL condition

h
<
Aig_2k:—|—1

(38)

is satisfied. With this time integrator (which, as we said, reduces to that
of [19] in the absence of source terms) the results of our overall approximation
procedure to the solution (36) of (37) are presented in Table 1 and Figure 1.
More precisely, in Table 1 we show that, indeed, our implementation converges
with the correct orders in space and time. Figure 1, on the other hand, shows

14



that spectral convergence is attained in both the p-version of the finite element
method, as well as in the phase variable.

Table 1

Convergence results for different space-time approximation orders for the solution
(36) at t = 1. The spatial meshes are successively refined by a factor of two and
they contain 2, 8, 32, 128, 512, 2048 and 8192 elements, respectively; in every case,

the time-step is taken to be proportional to the size of the spatial discretization,
and to satisy the CFL condition (38).

N = 40; P'; SSP-RK?2 N = 40; P?; SSP-RK3

h L?-error | Order h L?-error | Order
2.83E+00 | 3.02E+4-00 - 2.83E4-00 | 4.93E400 -
1.41E+00 | 3.72E+00 | -0.30 1.41E400 | 5.40E+00 | -0.13
7.07E-01 | 1.64E+00 | 1.18 7.07E-01 | 1.48E+00 | 1.87
3.54E-01 | 1.18E400 | 0.48 3.54E-01 | 4.77E-01 | 1.63
1.77E-01 | 4.12E-01 1.52 1.77E-01 6.69E-02 2.83
8.84E-02 | 1.04E-01 | 1.99 8.84E-02 | 8.34E-03 | 3.00
4.42E-02 | 2.38E-02 2.12 4.42E-02 1.03E-03 3.02

N = 40; P3; SSP-RK4

N = 40; P*; SSP-RK5

h L2-error | Order h L2-error | Order
2.83E4-00 | 6.84E4-00 - 2.83E4-00 | 7.36E4-00 -
1.41E400 | 5.74E400 | 0.25 1.41E+00 | 5.99E+00 | 0.30
7.07E-01 | 9.93E-01 2.53 7.07E-01 | 6.84E-01 3.13
3.54E-01 | 1.57E-01 2.66 3.54E-01 | 3.57E-02 4.26
1.77E-01 | 1.15E-02 3.77 1.77E-01 | 1.43E-03 4.64
8.84E-02 | 7.07E-04 | 4.02 8.84E-02 | 4.53E-05 | 4.98

The final examples are concerned with true solutions to (7) in Q = [—1, 1] x

[—1,1] generated by a point source located at the origin, and subject to re-
flecting and absorbing boundary conditions. In Figure 2 we display the actual
physical wavefront in (2 at different times for a case where all boundaries are
perfect reflectors; the results correspond to a truncation parameter N = 40, an
approximation with polynomials of degree four (P*) and a time-integration of
order five (SSP-RK5) on a coarse grid with 8 elements (h = 1.41). The fronts
in Figure 2 are, of course, the projection of the phase-space wavefronts which
are, in turn, defined as the intersection of the zero level sets of v and v in
(7). Clearly, a number of alternative strategies are possible to determine these
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IoglO(LZ—error)
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IoglO(L —error)

25 3 35 4

2
Polynomial order

15

(a) (b)

Fig. 1. Spectral convergence of the scheme to the solution (36) at ¢ = 1: (a) con-
vergence in polynomial order k in the spatial representation —disks— and best linear
fit —line- (h=8.84E-02, N = 40); (b) convergence in truncation parameter N in
the spectral representation of the phase variables —disks— and best linear fit —line—
(h=4.42E-02, k = 4).

level sets and their intersections; for simplicity, for this and the examples that
follow, these calculations were performed, in a post-processing stage, via linear
approximations on a much refined grid in phase space. The level sets and their
intersection at the time corresponding to the most advanced front in Figure 2
(t = 1.3) are shown in Figure 3(a) and Figure 3(b) respectively.

1

0.5r

Fig. 2. Reflecting boundaries: projection onto physical space of the wavefront gener-
ated by a point source at (0,0) at ¢t = 0.325,0.65,0.975 and 1.3 (note the 8-element
spatial mesh in the background).

As we have said, a central characteristic of phase-space methodologies is their
ability to capture multi-valued solutions of the eikonal equation. An example
of this situation is presented in Figure 4 which again corresponds to a domain
with perfectly reflecting boundaries (N = 40, h=1.41, k = 4 and SSP-RK5);

16



Fig. 3. Zero level sets in reduced phase space for the example in Fig. 2: (a) zero level
sets of v and v at t = 1.3; (b) intersection of level sets in (a) defining the wavefront
in phase space (note that the corresponding curve in Fig. 2 —t = 1.3— coincides
precisely with the projection of this wavefront).

the corresponding zero level sets of u and v and their intersection are depicted
in Figure 5. Finally, Figure 6 shows an instance of a domain with absorbing
boundaries. Indeed, to exemplify the versatility afforded by the nature of our
boundary treatment (based simply on the choice of numerical fluxes), we dis-
play the results on a domain that combines absorbing boundaries at x; = —1,
ro = +1 with a reflecting boundary at z; = 1.

0.5

= Yy X 05 1

1

Fig. 4. Reflecting boundaries: projection onto physical space of the wavefront gener-
ated by a point source at (0,0) at ¢ = 3.75 corresponding to a multi-valued solution
of the eikonal equation (note the 8-element spatial mesh in the background).
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Fig. 5. Zero level sets in reduced phase space for the example in Fig. 4: (a) zero
level sets of u and v at ¢t = 3.75; (b) intersection of level sets in (a) defining the
wavefront in phase space (again here, the curve in Fig. 4 corresponds precisely to
the projection of this wavefront onto physical space).

1

0.5r

-1 —015 X 015 i
1
Fig. 6. Reflecting/Absorbing boundaries: projection onto physical space of the wave-

front generated by a point source at (0,0) at ¢ = 0.4,0.8,1.2 and 1.6 (note the
8-element spatial mesh in the background).

6 Extensions and improvements

As we argued in §3, the spectral/DG formulation readily extends to config-
urations in three space dimensions. In this case, as we mentioned, we seek a
solution in the form (10) where the spherical harmonics Y, are defined as

20+ 1) (I —m)!
dr (I+m)!

Y0, ¢) = (—1)’”J P"(cos(0))e™?
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and P/ are the associated Legendre functions. To derive the analogue of (11)
in this case, we shall need the classical formulas for the gradient of the spherical
harmonics: letting p be as in (6) we have

0 ) m | FmE2) (I +m+1) . (=m)(l=m—=1) .4
T<_“_>Yl _ZJ (20 +3)(20 + 1) Yis HHUJ (20 +1)(20 — 1) i

. m g |=m+2)(l—-—m+1) . (l+m)(l+m—1)_,,. 1
T<_a_m+la_p2>yl _ZJ PERCES TGS +(l+1)$ Gl DE—1)

m l+m+1){l-—m+1)_,, l+m)(l—m)_,,
"o ! __J 2 +3) 2+ 1) ’+1+(l+1>\l(21+1)(2l—1)Yl‘1'

From these, it follows that

0 - )
m o__ m
/ra YE - Z bgm,l’m’ 1A (39)
Dj 1—1<V/ <141
m—1<m’/<m+1

for suitably defined constants b{m rm - I addition, we shall need the expressions
for the basic local multiplicative operators:

m_ | Fm+D(I-m+1)_. ({+m)(l—m)_,,
cos(6)Y, _$ 2 +3)2+ 1) }7+1+$(21+1)(21—1)§7—1

- _J (L4m+2)(Fmt1) ., +¢ (L=m)I=m=1)

2+3)2+1) QI+ DEI—1)

(l—m+2)(l—m+1)Y,m_1 | U4+m)l+m—1)
(20 + 3)(20 + 1) HH (20 +1)(20 — 1)

m—1
Y

sin(f)e Y™ = $

from which we deduce

sin(0) cos(p)Y;" = Z allmvl,m, l,m/
1-1</ <141
m—1<m’/<m+1

sin(f) sin(p)Y;™ = Z a%mvl,m, e

1—-1<l/ <141
m—1<m’/<m+1

cos(9)Y," = Z a?m,l,m, l,m/

1—-1<l/<l+1
m—1<m’/<m+1

/
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for some constants a{mvl,m,. Then, substituting the expression (10) into (5) we
obtain

ay;" oy;" ay;"
Z Im,t ¥ % ! [Clrﬁpl +c2rap2 +03r8p3

I,m

+> " ¢[Uinz, sin(8) cos(p)Y,™ + Upn.z, sin(8) sin(9) Y, + Upn,ay cos(0)Y,™] = 0

I,m

which, using (39) and (40), implies

1 2 3
Ulm,t _'_ Z C [al/m/’lmUl/m/’;pl + al’m’,lmUl/m/7$2 + al’m’,lmUl/ml,w3:|
1—1<U/<l+1
m—1<m’/<m+1

1 2 3 _
> Uy [Cﬂvlbl’m’,lm + Cao b i T Cwsbl’m’,lm} =0 (41)
1—1<U/<I+1
m—1<m’/<m+1

for (I,m) such that |m| < [ and 0 < [ < N. Clearly, in matrix form, the
equations (41) can be written as

U, +A4,U,, + AU, + A3U,, + BU=0 (42)
where A;, B are sparse matrices with nonzero entries defined as
(AJI)lm,l’m' =cC aj{’m’,lm

3
_ J
Blm,l’m’ — Z CSL‘j bl’m’,lm‘

=1

Note that the formulation (42) possesses an additional advantage over that
in (5) as it naturally resolves the —artificial- singularities at the poles that
are introduced when using spherical coordinates to resolve phase variables;
compare [23, Sec. 7).

Finally, a number of improvements in the numerical implementation are also
possible. For instance, high-order localization and reinitialization could be
included, e.g. along the lines of those proposed in [30]; see also [24]. Also,
higher-order schemes for the intersection of multi-dimensional level sets can
be devised to take full advantage of the accuracy of the spectral-DG solutions.
The numerical implementation of these, as that of the three-dimensional sys-
tem (42), will, however, be left for future work.
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A An expression for the outer flux on reflection

In this Appendix we show that the matrix (BS~)~" appearing in (34) and
(35) can be computed explicitly. To this end, we begin by showing that the
dependence of BS™ on the polar angle n can be reduced to multiplication by
a diagonal matrix. Indeed, from (32), we have

Bij = B()kj = 0kj — Opanr1y_j(—1)N T Fe2nNF1I=R) (A1)

so that, using (15),

2N+1 -
(B(n)P(n))kj = Z By "
=1
2N+1 - | )
= Z [5k71517j6_”n — 5k,2(N+1)—l(_1)N+1_k622n(N+1_k)5l7je_”n}
=1
= 5]@7]’6_“” _ 5k,2(N+1)—j(_1)N+1_k€i2n(N+1_k)e_ijn
= Opge 7" — 5k,2(N+1)_j(—1)

= O e = Opavi1)—j ()N TR = e RIB(0)

N1k ,i20(N+1-k) ,~i(2(N+1)=k))n

that is,
B(n)P(n) = diag(e™™, e~ ... e "N1)B(0). (A.2)
On the other hand, using (15), (19), we have

S (n) = P(n)5(0)
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and therefore, from (A.2),

S7(0) = [VNi2 - - Von41]

with v; as in (17). Equation (A.3) then reduces the problem of inverting
B(n)S~(n) to that of inverting the matrix M € CV*V defined as

M = B(0)S(0).

To invert this matrix, in turn, we first note that from (A.1) and (17)

N I(j+ N+ 1D
M.: = Sei—96 (=1 N+1-k oo\ A T )
kj N1 ;( 5t — Oka(N+1)-1(—1) )Sln( 2(N 1 1) )

1

k(j+N+1rm Nitok . 2(N+1) = k)i + N+ D)r
2(N +1) )= (=) sin 2(N +1) >>
k(j+N+1)m N+1—k jini1 . KRG+ N+ D7
2(N +1) )+ (=1) (=1) sin 2(N +1) >>

sin(

k(7 +N+ 1w

2(N+1) )

= (1 + (—1)j+k) sin(

In particular, we have that M;; # 0 only if k£ + j is even. Thus, letting

L:g}, K=N-1L,

we define new matrices M; € CH*F and M, € CEXK by
(My)k; = Mayo; and  (Ma)g; = Mag—1,2j-1.

As it turns out, the inverse matrix M ~! can be easily computed from knowl-
edge of the inverses of M; and Ms; and, moreover, these latter matrices are
orthogonal, M;' = MT . Indeed, letting

0 if k+ 7 is odd,
Ry = ¢ (M) if k and j are even, (A.4)
(Mz_l)%/# if £ and j are odd,

NES
[N

22



we have

N L K
(MR)y; = Z MRy = Z My, 21 Ry j + Z My 91-1Ro1—1

=1 =1 =1
0 if k + j is odd,
=Sk (M )% (M ) ¥ if £ and j are even,
SR 2)% (M. 1)17%1 if k£ and j are odd,
= 5k7j
that is
R=M"

Finally, we show that the matrix M; is orthogonal; the orthogonality of M,
can be similarly establish. For the sake of definiteness, we shall assume that

N is even so that
N

5%
the case L = (N —1)/2 (N odd) can be treated in an entirely analogous way.
Under this assumption then we have

L=

L L
> (M) (My)yy ZM2I,2kM2l,2j
=1 =1

- Ni T 2 S
= Niﬂ lz; sin( ]\%liﬂl) sin(]iliﬂl)
and using
Zcos (2lx) [COS(N$) — 1 +sin(Nz) cotg(z)] (A.5)
we obtain

N(k — j)m cos((k — j)m/(N + 1)) N(k+ j)m cos((k+j)m/(N +1)

. ((
T G v ) N T T s (N D)
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In particular, if £ = j it follows that

Similarly, if k& # j and again from (A.5), (A.6), we get

L
> (M) (Mi)y; =0
=1

thus establishing the orthogonality of Mj.
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