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Abstract

Modeling and simulation of faceting effects on surfaces are topics of growing im-
portance in modern nanotechnology. Such effects pose various theoretical and com-
putational challenges, since they are caused by non-convex surface energies, which
lead to ill-posed evolution equations for the surfaces. In order to overcome the ill-
posedness, regularization of the energy by a curvature-dependent term has become
a standard approach, which seems to be related to the actual physics, too. The use
of curvature-dependent energies yields higher order partial differential equations for
surface variables, whose numerical solution is a very challenging task.

In this paper we investigate the numerical simulation of anisotropic growth with
curvature-dependent energy by level set methods, which yield flexible and robust
surface representations. We consider the two dominating growth modes, namely
attachment-detachment kinetics and surface diffusion. The level set formulations
are given in terms of metric gradient flows, which are discretized by finite element
methods in space and in a semi-implicit way as local variational problems in time.
Finally, the constructed level set methods are applied to the simulation of faceting
of embedded surfaces and thin films.
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1 Introduction

In this paper we develop level set methods for the simulation of faceted growth
of surfaces. The underlying models are anisotropic geometric evolution laws
either based on attachment-detachment or on surface diffusion mechanisms.
Both types of evolutions are driven by the chemical potential, which arises as
the variation of the surface energy. The form of the latter is a key issue for
modeling faceting: In order to obtain faceting effects, the surface free energy is
usually determined as a non-convex function of the normal orientation, which
creates preferred directions in the equilibria (facets).

The non-convexity of the surface energy leads to backward diffusion effects
and consequently ill-posedness of the evolution equations. In order to regu-
larize these problems, higher order expansions of the energies are carried out,
which lead to terms depending on curvature. For the corresponding evolu-
tion equations this yields higher order differential operators and additional
nonlinearities, which are difficult to analyze and to simulate numerically. In
this paper we shall construct stable methods based on level set representa-
tions of the surfaces, spatial discretizations by finite element methods and
semi-implicit time discretizations.

The paper is organized as follows: In the remaining parts of the introduction,
we provide a motivation for the problems under investigation, before we dis-
cuss equilibrium situations and the type of energy needed to model faceting.
The latter is the key ingredient for the formulation of the geometric evolution
laws, which we also provide in the introduction. In Section 2 we derive level
set formulations for the geometric evolution laws, which are given in terms
of metric gradient flows. As a consequence of the latter, local-in-time varia-
tional problems can be derived to approximate the flow, and they are used
to construct discrete approximations (in space and time) in Section 3. Imple-
mentation aspects are discussed in Section 4, before we give various numerical
examples in Section 5.

1.1 Thin film growth

To understand or even control the evolution of the surface morphology of
a growing crystalline film is a key ingredient for several applications on a
nanometer length scale. Mound formation in epitaxially grown films for ex-
ample has been attracting wide attention over the last years due to its role
in the self-organized evolution of quantum dots, where the goal is to produce
regular structures of nano-mounds in a bottom-up approach. In other applica-
tions one might be more interested in preventing such mound formation. In a
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top-down approach to produce nanostructures for novel electronic devices the
goal is to produce a homogeneous almost flat surface. What in the end deter-
mines the surface morphology is a complicated competition between several
effects, including strong anisotropies in the surface free energy [36,23], elastic
stress caused by a lattice misfit between the crystalline film and the substrate
[30], kinetic anisotropic surface fluxes resulting from energy barriers [32,33], ef-
fects due to intermixing [39] and probably many more. We will concentrate on
the effect of faceting (spinodal decomposition) of thermodynamically unsta-
ble crystal surfaces caused by strong anisotropic surface free energy densities
and will leave the incorporation of other effects to future investigations. More-
over, we will not consider growth, but rather study annealing of surfaces. To
understand the atomistic rearrangement upon annealing in the evolution to-
wards the equilibrium, we first summarize results on the equilibrium crystal
shape, which is expected to form the long-time asymptotic of the flows we
shall consider in this paper.

1.2 Equilibrium crystal shape

To determine the shape of a crystal in equilibrium is a classic problem in
materials science, dating back to Herring [21]. Given a surface free energy
density γ, the equilibrium shape (“Wulff shape”) is defined as the shape of
minimum surface free energy e[Σ] =

∫
Σ γ under the constraint of fixed volume.

Usually, γ = γ(n) is assumed to be a function of the local orientation n
of the crystal surface, reflecting the crystal anisotropy. Moreover, γ depends
on the temperature. While at zero temperature 0K the equilibrium shape is
perfectly faceted, above a certain material dependent temperature facets start
to be separated by rough, rounded regions, which was recently demonstrated
experimentally (cf. e.g. [38]). Facets may result from cusps in the surface free
energy, which are blunted for increasing temperature making the facets shrink
if the temperature is raised. However, facets may also arise from smooth but
non-convex surface free energies as follows: the non-convexity of the free energy
leads to missing orientations, i.e. sharp edges and corners in the Wulff-shape,
since it is energetically favorable to exclude high energy orientations. In the
case of closed surfaces, these edges / corners are connected by smooth surfaces
with small curvature while in the case of a crystalline film the edges / corners
are connected by facets.

To obtain rounded corners and edges, a free energy density γ̂ = γ̂(n, h, . . .),
with higher order terms is needed, where h is the mean curvature of the surface.
An explicit form for γ̂ has been introduced first for two-dimensional crystals
by DiCarlo, Gurtin and Podio-Guidugli [15] and later for three-dimensional
crystals by Jabbour and Gurtin [22], see also Rätz and Voigt [29]. Here we
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will follow [22] and consider a surface free energy of the form

e[Σ] =
∫
Σ

(
γ(n) +

ε2

2
h2
)
dσ (1)

with ε = ε(T ) introducing the length scale over which the corner / edge is
rounded. A physical motivation for the regularizing term is to assume that
regions of very high curvature (sharp corners / edges) have an additional
contribution to the surface free energy. The effect of the higher order term on
the Wulff shape can be understood as follows: An edge or a corner with large
mean curvature has a high energy because of the second term in (1), while an
edge or a corner with small mean curvature has a high energy because of a
resulting large area with unprefered orientations in the first term. The amount
of the rounding of edges and corners is thus a compromise between these two
competing terms. The resulting equilibrium shapes have been analyzed in
detail by Spencer [35] for two-dimensional crystals and the used asymptotic
analysis may in principle also be applied to the three-dimensional setting.
Much less understood is the dynamic behavior of the crystal shape if the
surface free energy is given by (1). Note, that the energy (1) is the sum of the
weighted area and the Willmore energy.

1.3 Geometric evolution equations

A common approach to derive an evolution equation for a crystal surface Σ
is to consider as the driving force the surface chemical potential µ, which
is the rate of change of the free energy, when moving the surface. Taking a
variational approach, µ can be defined as the first variation of the surface
free energy e[Σ] with respect to normal variations of Σ, i.e. µ = δe

δΣ
, where

we assume, that there is no contribution to µ from the bulk phases. In the
case of attachment-detachment kinetics, the normal velocity v is taken to be
proportional to µ

βv = −µ,
with β being a kinetic coefficient. If the dynamics is assumed to be diffusion
dominated, the surface flux is defined via the tangential gradient of the chemi-
cal potential as ν∇σµ, ν being a mobility tensor for diffusion along the surface,
leading to the continuity equation

v = ∇σ(ν∇σµ)

see [24,25]. For a detailed physical derivation of these evolution laws as the
limit of a diffusion equation including free adatoms on the surface, we refer to
[17].

Computing the chemical potential µ = δe
δΣ

with the surface energy given in (1)

4



leads to

βv=−hγ + ε
(
∆σh+ h

(
‖S‖2 − 1

2
h2
))

(2)

v=∇σ ·
(
ν∇σ

(
hγ − ε

(
∆σh+ h

(
‖S‖2 − 1

2
h2
))))

(3)

for the case of attachment-detachment dynamics and surface diffusion, re-
spectively. Here ∆σ is the surface Laplacian, S the shape operator and hγ

the weighted mean curvature, which is defined through hγ = ∇σ · nγ, with
nγ = Dγ(n) being the Cahn-Hoffmann vector on Σ. In the isotropic case,
γ(n) = 1, we obtain hγ = h. Obviously, setting ε = 0, (2) reduces to anisotropic
mean curvature flow and (3) to anisotropic surface diffusion. However, for
non-convex surface free energies, these equations are ill-posed, i.e. backward
parabolic for the missing orientations. Thus the higher order term introduced
in the energy (1) can also be understood as a mathematical regularization of
the ill-posed equations.

So far, there are no analytical results known for these highly nonlinear evo-
lution laws and numerical treatments of these equations are also rare. In a
two-dimensional setting (2) and (3) are solved by parametric finite elements
in [20] and [31,19], respectively. In a three-dimensional setting (3) is solved
in a graph formulation in [7] and within a phase-field approximation in [42].
Furthermore a phase-field approximation was proposed in [28]. In this paper,
we will consider a level set approach for (2) and (3).

1.4 Level set methods for anisotropic geometric evolution equations

Level set methods for geometric evolution equations have already been dis-
cussed and applied numerically in the literature. For isotropic mean curvature
flow and isotropic surface diffusion we refer for example to [34,14] and [10,34],
respectively. In [11], a level set method for anisotropic mean curvature flow and
surface diffusion has been introduced. However, these methods are restricted
to convex surface energies, i.e. no regularizing term in the surface energy is
needed (ε = 0). A level-set treatment for anisotropic geometric evolution equa-
tions with missing orientations has not yet been performed for neither of the
equations. A level-set method for Willmore flow was introduced recently in
[16]. In this work we will derive level set methods for (2) and (3) in the spirit
of [16,11].
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2 Level set formulation of the models

In this section we discuss the level set formulation of the curvature regularized
anisotropic motions by mean curvature and by surface diffusion. Both of them
can be formulated as gradient flows for the same energy, and therefore we
discuss the properties and reformulation of the energy before specifying the
special evolution models.

2.1 Level set formulation

We start by fixing the basic notations needed for the level set formulations
below, a detailed discussion of level set methods can be found in [27,26]. Let
Σ(t) ⊂ Ω ⊂ Rd be an evolving curve or surface, such that

Σ(t) = ∂Θ(t) \ ∂Ω.

The level set approach amounts to choosing a function φ : Ω × R → R such
that

Σ(t) = {φ(., t) = 0}, Θ(t) = {φ(., t) < 0}.
It is straightforward (cf. e.g. [26]) to see that the unit normal vector n (pointing
into Ω\Θ(t)), the normal velocity v, and the mean curvature h of the evolving
surface can be represented as

n =
∇φ
|∇φ|

, v = − ∂tφ

|∇φ|
, h = ∇ ·

(
∇φ
|∇φ|

)
. (4)

Note that with this sign conventions a closed sphere with outer normal n has
positive mean curvature h > 0.

2.2 Energy and chemical potential

Recall the curvature regularized energy of a surface Σ given in (1)

e[Σ] =
∫
Σ

(
γ(n) +

ε2

2
h2
)
dσ, (5)

with n and h denoting the normal and mean curvature as above, and γ :
Rd → R being a positive one-homogeneous anisotropy function. In order to
obtain a level set formulation we extend the energy to arbitrary level sets of φ
(assuming sufficient regularity and that∇φ does not vanish on a set of positive
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measure) and then average over the levels, i.e.

E[φ] :=
∫

R

∫
Σα

(
γ(n) +

ε2

2
h2
)
dσ dα,

where Σα := {φ = α} ∩ Ω. Using the level set representation of the normal
vector, the co-area formula, and the homogeneity of γ, the averaged energy
can be rewritten as

E[φ] =
∫
Ω

(
γ(∇φ) +

ε2

2
|∇φ|H2

)
dx, (6)

where H denotes the extension of the mean curvature of the level sets, now
interpreted as a function on Ω. The definition of the mean curvature can be
reformulated in weak form as∫

Ω
Hϑ dx = −

∫
Ω

∇φ · ∇ϑ
|∇φ|

dx (7)

for all sufficiently smooth test functions ϑ.

The driving force of any evolution mode is the difference of the chemical poten-
tial µ from its equilibrium value. Since the chemical potential can be computed
as the variation of the energy for local surface perturbations in normal direc-
tion, it will be our next task to compute energy variations. The variations in
normal directions can be computed easily from the level set representation in
a weak form, namely as ∫

Ω
µη dx = −E ′[φ]η

for all smooth test functions η (note the negative sign caused by E ′[φ] ∼ −e′[Σ]
in our sign convention). In order to simplify this analysis with respect to the
mean curvature we use a Lagrangian formulation of the constraint (7), i.e. we
introduce a dual variable ω to obtain

L[φ,H, ω] =
∫
Ω

(
γ(∇φ) +

ε2

2
|∇φ|H2 + ε2Hω + ε2

∇φ · ∇ω
|∇φ|

)
dx. (8)

As well-known in the context of PDE-constrained optimization problems (see
e.g. [18]) one obtains the energy variation and thus the chemical potential as

−
∫
Ω
µη dx = ∂φL(φ,H, ω)η (9)

=
∫
Ω

(
γz(∇φ) · ∇η +

ε2

2

∇φ · ∇η
|∇φ|

H2 + ε2
∇η · (P∇ω)

|∇φ|

)
dx (10)

for H and ω satisfying
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0 = ∂HL[φ,H, ω]ψ = ε2
∫
Ω

(H|∇φ|ψ + ψω) dx (11)

0 = ∂ωL[φ,H, ω]ϑ = ε2
∫
Ω

(
Hϑ+

∇φ · ∇ϑ
|∇φ|

)
dx (12)

for all test functions η, ψ, and ϑ. Here we have used the notation

P := I− ∇φ
|∇φ|

⊗ ∇φ
|∇φ|

(13)

for the projection matrix P and γz(n) := Dγ(n), where Dγ is the differential
of the one-homogeneous function γ. The relation for the derivative E ′ can
be simplified by eliminating (11), which yields ω = −H|∇φ| (since the test
function ψ was arbitrary). This yields the equations

−
∫
Ω
µη dx =

∫
Ω

(
γz(∇φ) · ∇η +

ε2

2

∇φ · ∇η
|∇φ|3

ω2 + ε2
∇η · (P∇ω)

|∇φ|

)
dx (14)∫

Ω

ωϑ

|∇φ|
dx =

∫
Ω

∇φ · ∇ϑ
|∇φ|

dx. (15)

Note that after elimination of H in favor of ω, this corresponds to a saddle-
point formulation for the Lagrangian

Λ[φ, ω] := L(φ,H(φ, ω), ω) =
∫
Ω

(
γ(∇φ)− ε2

2

ω2

|∇φ|
+ ε2

∇φ · ∇ω
|∇φ|

)
dx, (16)

in particular we have
E[φ] = sup

ω
Λ(φ, ω).

We finally notice that the dual variable ω = −H|∇φ| equals the curvature con-
centration used for the weak formulation of Willmore flow (where the energy
consists of the curvature term only) in [16] and for the surface diffusion with
graph representations in [7]. Note that opposed to earlier work, the curvature
concentration arises in a natural way as the dual variable in the saddle-point
formulation of the energy.

2.3 Gradient flow formulation

In the following we recall the gradient flow formulation of evolutions, which
will be of fundamental importance for the construction of time discretizations
below. For this sake we need a generalization of the classical gradient flow
concept in metric spaces (cf. [2]), restricting ourself to the case of a Riemannian
manifold in the following. If d denotes a metric on a suitable class of shapes,
then the metric gradient flow is obtained as the limit τ → 0 of the variational
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problems

Σ(t+ τ) = arg min
Σ

{
1

2τ
d(Σ,Σ(t))2 + e[Σ]

}
. (17)

For τ small one only expects small changes of the surface and therefore it is
natural to expand around the previous time step in the form

Σv,τ (t) = {x+ τvn | x ∈ Σ(t)}, (18)

where v is the normal velocity. For such approximations it turns out that the
metric and energy can be expanded as

d(Σv,τ (t),Σ(t))2 = τ 2BΣ(t)(v, v) +O(τ 3),

with a symmetric positive definite bilinear form BΣ(t) (depending on the last
time step Σ(t) and corresponding to the metric tensor). Minimizing (17) over
surfaces of the form Σv,τ (t) can therefore be approximated to first-order in τ
via the minimization

min
v

{
τ

2
BΣ(t)(v, v) + e[Σv,τ (t)]

}
. (19)

For attachment-detachment dynamics the metric tensor is a functional of the
normal velocities in the form (the L2-metric)

BΣ(t)(v, w) =
∫
Σ
βvw dσ,

and for surface diffusion in the form (the H−1-metric, cf. [9,1])

BΣ(t)(v, w) =
∫
Σ
(ν∇σψv) · ∇ψw dσ,

where
∇σ · (ν∇σψv) = v.

The level set formulation of the flow can now be obtained by averaging the
metric tensor (i.e. the bilinear form BΣ(t)) over level sets Σα of φ. Since the
normal velocity is proportional to the time derivative of the level set functions
(∂tφ = −v|∇φ|), this yields a bilinear form on time derivatives, which we shall
denote by gφ. With the above representation of the normal velocity and the co-
area formula, we can average the L2-metric to (with the functions V = v|∇φ|
and W = w|∇w|)

g2
φ(V,W ) =

∫
R

∫
Σα

βvw dσdα =
∫
Ω
β
VW

|∇φ|2
|∇φ| dx =

∫
Ω
β
VW

|∇φ|
dx. (20)

In a similar way, we can rewrite the H−1-metric (with the projection matrix
P as in eq. (13)) as

g−1
φ (V,W ) =

∫
Ω
(νP∇ψV ) · ∇ψW |∇φ| dx, (21)
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where ψV satisfies
∇ · (ν|∇φ|P∇ψV ) = V.

Since V = τ−1(φ(t + τ) − φ(t)) provides a first-order approximation of ∂tφ,
the local optimization after averaging becomes

φ(t+ τ) = arg min
φ

(
1

2τ
gφ(t)(φ− φ(t), φ− φ(t)) + E[φ] +O(τ)

)
.

The minimizer has variation zero, and hence

1

τ
gφ(t)(φ(t+ τ)− φ(t), ϑ) = −〈E ′[φ(t+ τ)], ϑ〉+O(τ).

In the limit τ → 0 one obtains the weak formulation of the gradient flow

gφ(∂tφ, ϑ) = −〈E ′[φ], ϑ〉, (22)

for all test functions ϑ ∈ C∞
0 (Ω), which is often rewritten as

∂tφ = − gradgφ
E[φ].

Below we shall show the coherence of the metric gradient flows with the level
set formulation of the curvature regularized flows and use them to construct
semi-implicit time discretizations.

2.4 Curvature regularized anisotropic mean curvature flow

From the above formula (4) of the normal velocity in level set form as well
as (14) and (15) we deduce the level set formulation of the anisotropic mean
curvature flow with curvature regularization given in (2):

∫
Ω
β
∂tφ η

|∇φ|
dx = −

∫
Ω

(
γz(∇φ) · ∇η +

ε2

2

∇φ · ∇η
|∇φ|3

ω2 + ε2
∇η · (P∇ω)

|∇φ|

)
dx

(23)∫
Ω

ωϑ

|∇φ|
dx =

∫
Ω

∇φ · ∇ϑ
|∇φ|

dx. (24)

for all test functions η and ϑ.

We mention that with the above definition of the bilinear functional g2
φ and

the chemical potential µ, the curvature regularized anisotropic mean curvature
flow satisfies

g2
φ(∂tφ, η) =

∫
Ω
µη dx = −E ′[φ]η,

i.e. (23)-(24) is the gradient flow in the L2-metric.
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2.5 Curvature regularized anisotropic surface diffusion

It is well-known for scalar mobility ν (cf. [4,5,8]) that a divergence form differ-
ential operator involving only tangential derivatives can be rewritten in terms
of the full gradient and the projection matrix P defined in (13) as

∇σ · (ν∇σ.) =
1

|∇φ|
∇ · (ν|∇φ|P∇.).

After transforming the diffusion equation for µ in level set form, we can obtain
a standard weak formulation, and with (14), (15) we deduce the level set
formulation for curvature regularized anisotropic surface diffusion given in (3):∫

Ω
∂tφψ dx =

∫
Ω
ν(P∇µ) · ∇ψ|∇φ| dx (25)∫

Ω
µη dx = −

∫
Ω

(
γz(∇φ) · ∇η +

ε2

2

∇φ · ∇η
|∇φ|3

ω2 + ε2
∇η · (P∇ω)

|∇φ|

)
dx

(26)∫
Ω

ωϑ

|∇φ|
dx =

∫
Ω

∇φ · ∇ϑ
|∇φ|

dx (27)

for all test functions ψ, η and ϑ. It is a straight-forward calculation to verify,
that

g−1
φ (∂tφ, η) =

∫
Ω
µη dx = −E ′[φ]η,

i.e. (25)-(27) is the gradient flow in the H−1-metric.

2.6 Local level set approach

It is worth noticing that in the case ofE being a functional depending on higher
than first derivatives, the ”global” level set approach is not well-defined. In
this case the resulting evolution equation is a partial differential equation of
higher than second order, and therefore does not satisfy a comparison princi-
ple. Consequently, even if a solution to the equation for the level set function
φ exists, one cannot guarantee that φ is continuous and that its level sets
are still the boundary of the sublevel sets (due to possible intersection and
annihilation of level sets). This means that the level set approach can only be
interpreted in a local sense for the regularized geometric flows, i.e., the level
set function only satisfies the partial differential equations at the zero level
set. Since one is not really interested in the other level sets of φ, one can use
an arbitrary extension such as the signed distance function. In a theoretical
approach this means one looks for a solution φ, which satisfies the partial dif-
ferential equation only on the implicitly defined set {φ = 0}, and is a signed
distance function in the remaining part of Ω.
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In a computational method, the local level set approach is rather straight-
forward to realize. One first computes one (small) time-step of the partial
differential equation (i.e., one violates the constraint of being a signed-distance
function) and then performs a re-distancing step (i.e., one computes a suitable
projection to the constraint set of signed-distance functions). To make this
approach work one just has to ensure that the first step does not yield a too
large deviation from the constraint set, which yields a restriction of the time
step size. The numerical computation of signed-distance functions, which one
has to perform in this approach, is discussed in [37]. The algorithm used is an
extension of the method proposed in [6] to dimension d = 3.

3 Discretization

In the following we discuss the discretization of the regularized anisotropic
flows introduced above. We mention again that due to the missing maximum
principle these discretizations have to be interpreted in a local way, i.e., after
computing one (sufficiently small) time step of the level set equation we will
perform a re-distancing step.

3.1 Spatial semi-discretization by finite elements

We start with a spatial semi-discretization based on finite element methods.
This choice seems natural due to the dissipative structure of the flows and the
available weak formulations (23)-(24) and (25)-(27). After choosing a finite
element subspace Vh one can just look for weak solutions satisfying the varia-
tional problems in a product of this subspace. Here we shall use the standard
piecewise linear elements

Vh = { v ∈ C(Ω) | v|T is linear for T ∈ T }, (28)

where T is a decomposition of Ω into triangles or tetrahedra.

The finite element semi-discretization of regularized mean curvature flow con-
sists in finding (φ, ω) such that for all t, φ(t), ω(t) ∈ Vh and ∂tφ(t) ∈ Vh solve
(23),(24).

By analogous reasoning we can restrict the solution (φ, µ, ω) of the regularized
anisotropic surface diffusion flow to the finite element subspace, and obtain
the semi-discrete solution via (25)-(27) for all test functions ψ, η, ϑ ∈ Vh.
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3.2 Semi-implicit time discretization

The appropriate time discretization of the flows is a very challenging problem
due to the strongly nonlinear and high-order differential operators. It seems
obvious that an explicit time discretization is not a good choice due to severe
time step restrictions and in particular due to the instabilities arising from
the explicit computation of high-order derivatives. On the other hand fully
implicit time discretizations yield stability, but enforce the solution of strongly
nonlinear equations in each time step, which is a difficult task and in any case
creates a high computational effort.

Because of the deficiencies of explicit and fully implicit schemes, we try to con-
struct semi-implicit schemes based on the solution of linear problems in each
time step. Semi-implicit schemes seem to be the most common approach for
the numerical treatment of second and higher order geometric flows based on
level set and graph representations (cf. [12–14,16,34]). In all these approaches
mentioned before the semi-implicit discretizations have been derived by ad-hoc
arguments, taking into account some special structure of equations. For more
complicated surface energies including curvature terms, it is not obvious how
to generalize these approaches. In the case of the Willmore flow (which can
be considered as a special case of the regularized anisotropic mean curvature
flow with γ ≡ 0 and ε2 = 1) Droske and Rumpf [16] found two semi-implicit
schemes and their properties still remain rather unclear. Therefore we shall
use a different approach to the time discretization based on the gradient flow
formulations. Such an approach has been proposed for this problem in the
graph case in [7], and allows to obtain a semi-implicit scheme by second-order
approximations of the metric tensor and the energy.

We start by constructing an approximation to the energy functional, respec-
tively the Lagrange functional Λ defined in (16). Our aim is to construct a
quadratic approximation Λ̂ of Λ such that

Ê[φ] = sup
ω

Λ(φ, ω) = sup
ω

Λh(φ, ω) +O(τ) = E[φ] +O(τ)

and
Ê ′[φ] = E ′[φ] +O(τ).

In order to obtain such a first-order approximation, we perform a Taylor ex-
pansion of the Lagrange functional around the previous time step, i.e. we
expand (with the notation φ = φ(t+ τ), ω = ω(t+ τ), φ0 = φ(t), ω0 = ω(t))

Λ̂[φ, ω] = Λ[φ0, ω0] + Λ′[φ0, ω0](φ− φ0, ω − ω0) +
1

2
Q(φ− φ0, ω − ω0),

where Q is a quadratic functional used for stabilization purposes. A natural
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choice for the quadratic functional would be the Hessian of Λ at the previous
time step, i.e.

Q(φ− φ0, ω − ω0) = Λ′′[φ0, ω0](φ− φ0, ω − ω0)
2.

We recall the form of the functional Λ, namely

Λ[φ, ω] =
∫
Ω

(
γ(∇φ)− ε2

2

ω2

|∇φ|
+ ε2

∇φ · ∇ω
|∇φ|

)
dx.

The first variations are given by (γz := Dγ)

∂φΛ[φ0, ω0]η=
∫
Ω

(
γz(∇φ0) · ∇η +

ε2

2

∇η · ∇φ0

|∇φ0|3
ω2

0 + ε2
(P0∇η) · ∇ω0

|∇φ0|

)
dx

∂ωΛ[φ0, ω0]ϑ=
∫
Ω

(
−ε2 ω0ϑ

|∇φ0|
+ ε2

∇φ0 · ∇ϑ
|∇φ0|

)
dx,

with P0 = I− ∇φ0

|∇φ0| ⊗
∇φ0

|∇φ0| , and the second by (γzz := D2γ)

∂φφΛ[φ0, ω0](η, η) =
∫
Ω

(
γzz(∇φ0)∇η

)
· ∇η dx+ ε2R[φ0, ω0](η, η) dx

∂ωωΛ[φ0, ω0](ϑ, ϑ) =−ε2
∫
Ω

ϑ2

|∇φ0|
dx

∂φωΛ[φ0, ω0](η, ϑ) = ε2
∫
Ω

(
ω0ϑ∇φ0 · ∇η

|∇φ0|3
+

P0∇η · ∇ϑ
|∇φ0|

)
dx.

Here R denotes the term arising from the variation of
∫
Ω

(P∇η)·∇ω
|∇φ| dx.

As mentioned before, we need not use the full second derivative as a stabi-
lization functional, but instead use a quadratic functional Q for stabilization
purpose. Ideally, such a quadratic functional should be convex with respect to
φ and concave with respect to ω, since we later want to minimize respectively
maximize with respect to these variables. Therefore we use the obviously con-
vex and concave parts in the second variations of Λ for the construction of
the quadratic functional. In addition we add a mixed term involving ∇η · ∇ϑ
since it corresponds to the highest-order differential operator in the original
equation. This motivates a choice of the form

Q(η, ϑ) =
∫
Ω

(
(γzz(∇φ0)∇η) · ∇η +

ε2

2

|∇η|2

|∇φ0|3
ω2

0 − ε2
ϑ2

|∇φ0|
+ 2ε2

∇η · ∇ϑ
|∇φ0|

)
dx

In order to avoid an anisotropy tensor caused by γzz(∇φ0) we use a similar
approach as in [12], and approximate it by λ

|∇φ0|2γ(∇φ0)I with λ large enough

14



such that (note the equal scaling of both terms due to the one-homogeneity
of γ)

λ

|∇φ0|2
γ(∇φ0)I ≥ γzz(∇φ0).

This yields the modified quadratic functional

Q̂(η, ϑ) =
∫
Ω

(
λ

|∇φ0|2
γ(∇φ0)|∇η|2 +

ε2

2

|∇η|2

|∇φ0|3
ω2

0 − ε2
ϑ2

|∇φ0|
+ 2ε2

∇η · ∇ϑ
|∇φ0|

)
dx.

Motivated by the above discussion we consider the following quadratic ap-
proximation to the Lagrange functional (which is consistent to first-order)

Λ̂[φ, ω] = Λ[φ0, ω0] + Λ′[φ0, ω0](φ− φ0, ω − ω0) +
1

2
Q̂(φ− φ0, ω − ω0)

=
∫
Ω

(
γ(∇φ0) + γz(∇φ0) · (∇φ−∇φ0) + λγ(∇φ0)

(∇φ−∇φ0)
2

2|∇φ0|2

)
dx

+ ε2
∫
Ω

(
− ω2

2|∇φ0|
+
|∇φ|2 − |∇φ0|2

4|∇φ0|3
ω2

0

)
dx

+ ε2
∫
Ω

(
∇φ · ∇ω
|∇φ0|

− [(∇φ−∇φ0) · ∇φ0][∇φ0 · ∇ω0]

|∇φ0|3

)
dx

For both flows, a time step of size τ from φ0 := φ(t) to φ = φ(t+τ) is specified
by the solution of the variational problem

inf
φ∈Vh

sup
ω∈Vh

(
1

2τ
gφ0(φ− φ0, φ− φ0) + Λ̂[φ, ω]

)
.

The variations with respect to φ and ω then yield the fully discrete system for
the time step

1

τ
gφ0(φ− φ0, η) + ∂φΛ̂[φ, ω]η= 0 ∀ η ∈ Vh (29)

∂ωΛ̂[φ, ω]ϑ= 0 ∀ ϑ ∈ Vh. (30)

The specific statements of the fully discrete schemes for both anisotropic flows
will be given in the following section.

3.3 Fully discrete schemes

We now provide the detailed forms of the fully discrete schemes derived above
by quadratic approximations of metric and energy. The time grid for the com-
putation is given by 0 = t0 < t1 < . . . tn = T , with τk := tk+1 − tk denoting
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the local time step. The discrete solution at time step tk will be denoted by
φk := φ(tk) ∈ Vh and ωk := ω(tk) ∈ Vh, respectively.

For the regularized anisotropic mean curvature flow, we can insert the form
of gφ given in (20) directly into (29) and obtain the discrete formulation as
computing φk+1, ωk+1 ∈ Vh satisfying

∫
Ω
β

(φk+1 − φk)η

τk|∇φk|
dx+

∫
Ω

ε2

2

∇φk+1 · ∇η
|∇φk|3

(ωk)2dx

+
∫
Ω

(
γz(∇φk) · ∇η +

λ

|∇φk|2
γ(∇φk)∇η · (∇φk+1 −∇φk)

)
dx

+
∫
Ω

(
ε2
∇η · ∇ωk+1

|∇φk|
− ε2

[∇η · ∇φk][∇ωk · ∇φk]

|∇φk|3

)
dx = 0 (31)

∫
Ω

ωk+1ϑ

|∇φk|
dx−

∫
Ω

∇φk+1 · ∇ϑ
|∇φk|

dx = 0 (32)

for all η, ϑ ∈ Vh.

In the case of regularized anisotropic surface diffusion using (21) and (29) leads
to the following fully-discrete scheme for curvature regularized anisotropic
surface diffusion: Each time step consists in finding φk+1, µk+1, ωk+1 ∈ Vh

such that ∫
Ω

(φk+1 − φk) ψ

τk
dx−

∫
Ω
ν(Pk∇µk+1) · ∇ψ|∇φk| dx = 0 (33)∫

Ω
µk+1η dx+

∫
Ω

ε2

2

∇φk+1 · ∇η
|∇φk|3

(ωk)2dx

+
∫
Ω

(
γz(∇φk) · ∇η +

λ

|∇φk|2
γ(∇φk)∇η · (∇φk+1 −∇φk)

)
dx

+
∫
Ω

(
ε2
∇η · ∇ωk+1

|∇φk|
− ε2

[∇η · ∇φk][∇ωk·]∇φk

|∇φk|3

)
dx = 0 (34)

∫
Ω

ωk+1ϑ

|∇φk|
dx−

∫
Ω

∇φk+1 · ∇ϑ
|∇φk|

dx = 0 (35)

for all η, ϑ, ψ ∈ Vh.

4 Implementation

The derived numerical schemes are implemented in the adaptive finite element
toolbox AMDiS [3]. The toolbox provides a framework for the efficient solution
of systems of partial differential equations by adaptive finite elements. For de-
tails on the software we refer to [40,37,41]. Here we only describe the resulting
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linear systems for the two problems of curvature regularized anisotropic mean
curvature flow and curvature regularized anisotropic surface diffusion.

4.1 Discrete formulation

Introducing the weighted mass and stiffness matrices

M [f ] :=
(∫

Ω
f ϕi ϕj dx

)
i,j
,

L[f ] :=
(∫

Ω
f ∇ϕi∇ϕj dx

)
i,j
, L[A] :=

(∫
Ω
A∇ϕi∇ϕj dx

)
i,j

with functions f ∈ Vh, linear operators A : Vh → Vh and basis functions
ϕi ∈ Vh the matrices and right hand side vectors in the discrete representation
of the two problems are

M1 := M [‖∇φk‖−1
δ ], M2 := M [1],

M3 := M [β ‖∇φk‖−1
δ ], L1 := L[(W k)2 ‖∇φk‖−3

δ ],

L3 := L[‖∇φk‖−1
δ ], L4 := L[(id− P [φk]) ‖∇φk‖−1

δ ],

L5 := L[γ(
∇φk

‖∇φk‖δ

) ‖∇φk‖−1
δ ], L6 := L[ν P [φk] ‖∇φk‖δ],

G :=
(∫

Ω
γz(

∇φk

‖∇φk‖δ

)∇ϕj dx
)

j
.

Here P [φ] = I − ∇φ
‖∇φ‖δ

⊗ ∇φ
‖∇φ‖δ

is the projection to the tangential space of the

level set function and ‖∇φk‖δ = (δ2 +‖∇φk‖2)1/2, with 0 < δ � 1. With these
notions the linear systems are as follows.

4.2 Linear system for curvature regularized anisotropic mean curvature flow

We expand φk+1 and ωk+1 as

φk+1 =
L∑

i=1

Φk+1
i ϕi, ωk+1 =

L∑
i=1

W k+1
i ϕi,
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where L is the dimension of Vh. The linear system for the coefficient vectors
obtained from (31),(32) reads

M3 + τ ε2

2
L1 + τλL5 τε2L3

−L3 M1


Φk+1

W k+1

 =

M3Φ
k + τλL5Φ

k + τε2L4W
k − τG

0


Using a Schur complement approach, we arrive at the following linear equation
for the unknown Φk+1:

(
M1 +τ

ε2

2
L1 +τλL5 +τε2L3M

−1
1 L3

)
Φk+1 = M1Φ

k +τλL5Φ
k +τε2L4W

k−τG

with W k = M−1
1 L3Φ

k. Since the system matrix is symmetric positive definite
a CG-solver is used for the linear systems arising in each times step.

4.3 Linear system for curvature regularized anisotropic surface diffusion

We expand φk+1, µk+1 and ωk+1 as

φk+1 =
L∑

i=1

Φk+1
i ϕi, µk+1 =

L∑
i=1

Uk+1
i ϕi ωk+1 =

L∑
i=1

W k+1
i ϕi.

The linear system obtained from eqs. (33)-(35) then reads


M2 −τL6 0

ε2

2
L1 + λL5 M2 ε2L3

−L3 0 M1




Φk+1

Uk+1

W k+1

 =


M2Φ

k

λL5Φ
k + ε2L4W

k −G

0

 .

Again, a Schur complement approach leads to a linear system for the unknown
Φk+1:

[
M2 + τL6M

−1
2

(ε2
2
L1 + λL5 + ε2L3M

−1
1 L3

)]
Φk+1

= M2Φ
k + τL6M

−1
2

(
λL5Φ

k + ε2L4W
k −G

)
with W k = M−1

1 L3Φ
k. The Schur complement system is then solved with the

Krylov-subspace method GMRES.
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5 Numerical results

We test the described numerical algorithm on several two- and three-dimensional
problems for curvature regularized anisotropic mean curvature flow (reg. MCF)
and curvature regularized anisotropic surface diffusion (reg. SD). In the case
of closed curves or surfaces natural boundary conditions are used. In all other
examples, which deal with the evolution of a thin film, periodic boundary
conditions on the side walls and natural boundary conditions at the top and
bottom are imposed.

Throughout the simulations we use the regularized anisotropy

γ̂ = γ + ε2
1

2
h2, γ(~n) = 1 + a

d∑
k=1

n4
k, d = 2, 3,

with h being the mean curvature and nk denoting the k-th spatial component
of the surface normal. If not stated otherwise, we choose a = 1.0 (i.e. γ is non-
convex) and ε = 0.1. Furthermore, in order to concentrate on the anisotropy
in the surface free energy, we chose β = ν = 1.

The computational grid is adaptively refined at the zero level set, to provide a
high resolution at interface regions without increasing the computational cost
away from the interface. Fig. 1 shows an example of a two-dimensional grid.
In the numerical examples, h denotes the grid size at the zero level set - not
to be confused with the mean curvature variable. Furthermore, we reinitialize

Fig. 1. Grid adaptively refined at zero level set.

the level set function from time to time to ensure an approximate signed-
distance property. The reinitialization algorithm is based on a local Hopf-Lax
formula for the solution of the eikonal equation. We use the explicit formula
given by [6] in two dimensions and [37] in three dimensions. If not stated
otherwise, a reinitialization step is performed whenever the gradient of the
level set function does not fulfill 0.5 ≤ ‖∇φ‖ ≤ 2.0 at the zero level set.

As already pointed out in the introduction, a non-convex anisotropy func-
tion γ will lead to the formation of facets in the evolving interface. The final
facet angle for non-closed interfaces is determined by the Wulff angles, i.e. the
boundaries of the range of missing orientations of the Wulff shape. An exam-
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ple of the Wulff shape Wγ for a non-convex anisotropy is depicted in Fig. 2.
The Wulff angles may be calculated by determining the intersection points.

-2

-1

0

1

2

-2 -1 0 1 2

Fig. 2. The Wulff shape is obtained by omitting the swallow tails (“missing orienta-
tions”) of the parameterized curve S1 3 z 7→ Dγ(z) for anisotropy γ with a = 1.0.

5.1 Regularized mean curvature flow

5.1.1 Circle

We start with a closed curve and demonstrate the evolution of a circle towards
the Wulff shape. Fig. 3 shows the evolution of a circle towards the Wulff
shape. For the unstable orientations at θ = 0, π/2, π, 3π/2 oscillations can
be observed, which lead to a local hill-valley struture, which subsequently
coarsens and forms the final rounded corner. The shape at t = 0.035 is not a
steady state. The evolution law is not area conserving and the curve continues
to shrink in time. However, the shape does not change after t = 0.035.

Fig. 3. Evolution of closed curve to Wulff shape under reg. MCF. 4x4-grid,
h = 0.015625, a = 3.0, ε = 0.05, τ = 1.e−5. From left to right: zero level set
at time t = 0.0, 0.01,0.025, 0.035.

5.1.2 Sphere

As a second example, we have a look at the three-dimensional counterpart, a
sphere, and its development towards the Wulff shape. Fig. 4 first shows the
evolution of the sphere towards the Wulff shape and then the shrinking of the
closed surface.
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Fig. 4. Evolution of closed surface to Wulff shape under reg. MCF. 4x4x4-grid,
h = 0.0625, τ = 1.e−4, reinitialization every 50th time step. From left to right: zero
level set at time t = 0.0, 0.04, 0.16.

5.1.3 Omega shape

Next, we deal with an interface, whose shape is not a graph at t = 0. Fig. 5
shows the evolution at several time instants. Oscillations can be observed on
the flat parts with orientation θ = 0. The remaining parts develop towards a
shape with rounded corners connected by nearly straight segments (”facets”)
(top row of Fig. 5). Due to the periodic boundary conditions, this is not the
energy minimizing shape. The surface energy can further be reduced by de-
creasing the number of rounded corners and the overall curve length, which
leads to the final steady state (bottom row of Fig. 5). The numerically mea-
sured facet angle at t = 1.0 is 26.6 degrees, while the predicted facet angle is
28.8 degrees.

Fig. 5. Faceting of zero level set under reg. MCF. 4x4-grid, h = 0.03125, τ = 1.e−5,
reinitialization every 10th time step. From top left to bottom right: zero level set
at time t = 0.0, 0.001, 0.01, 0.03, 0.08, 0.1, 0.2, 1.0.
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5.1.4 Hill-valley structure in two dimensions

We now deal with a setting, which is close to the described application of
thermal annealing and the formation of a hill-valley structure. For these sim-
ulations it is useful to consider a linear stability analysis for the orientation
θ = 0, see e.g. [15]. Provided the stiffness γ̃(0) = γ(0) + γ′′(0) is negative, the
orientation θ = 0 is unstable with most unstable wavelength λmax given by

λmax =
2π
√

2ε√
|γ̃(0)|

with |γ̃(0)| = |1− 3a| .

Perturbed straight line. Choosing ε = 0.1, a = 1.0 yields λmax ≈ 0.63. As
depicted in Fig. 6, a randomly perturbed horizontal line (θ = 0) develops a
hill-valley pattern with wavelength λ = 4/6 ≈ λmax. After this initial stage,
faceting and subsequent coarsening takes place. The numerically obtained
facet angle at t = 0.3 is 26.1 degrees, measured at the highest kink, which
is close to the predicted facet angle (28.2 degrees).

0 4
-0.25

0.25

0 4
-0.25

0.25

0 4
-0.25

0.25

0 4
-0.25

0.25

0 4
-0.25

0.25

0 4
-0.25

0.25

Fig. 6. Faceting and coarsening of zero level set under reg. MCF. 4x2-grid,
h = 0.03125, τ = 1.e−6. From top left to bottom right: zero level set at time
t = 0.0, 0.035, 0.09, 0.16, 0.2, 0.3.

Superposed sine. The initial curve is a superposition of sine functions. Fig. 7
shows its evolution. The numerically measured facet angle of the final shape
at t = 0.9 is 23.4 degrees and agrees very well with the predicted facet angle
of 24.1 degrees.

5.1.5 Hill-valley structure in three dimensions

We now turn to a three-dimensional setting and simulate the spinodal de-
composition of a randomly perturbed initially flat surface into a hill-valley
structure and its subsequent coarsening. Fig. 8 shows the evolution of the
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Fig. 7. Faceting of zero level set under reg. MCF. 4x2-grid, h = 0.03125, a = 2
3 ,

τ = 1.e−6. From top left to bottom right: zero level set at time t = 0.0, 0.003, 0.05,
0.9.

zero level set at various times. At a first stage a hill-valley structure emerges
(spinodal decomposition). After the formation of facets and rounded corners
and edges, coarsening starts to take place. A more detailed investigation of
the coarsening dynamics will be subject of future research.

Fig. 8. Faceting and coarsening of zero level set under reg. MCF. 4x4x1-grid,
h = 0.0625, τ = 1.e− 5. From top left to bottom right: zero level set at time
t = 0.001, 0.004, 0.02, 0.04, 0.08, 0.12.

5.2 Regularized surface diffusion

5.2.1 Circle

We again start with a closed curve. Fig. 9 shows the evolution of a circle
towards the Wulff shape. The area is conserved. In contrast to the curvature
regularized anisotropic mean curvature flow problem, oscillations do not occur
for the chosen parameter, since the most unstable wavelength is too large.

5.2.2 Sphere

The evolution of the sphere to the Wulff shape is depicted in Fig. 10. In
difference to curvature regularized anisotropic mean curvature flow, we see
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Fig. 9. Evolution of closed curve to Wulff shape under reg. SD. 4x4-grid, h = 0.0625,
ε = 0.2, reinitialization every 50th time step. From left to right: zero level set at
time t = 0.0, 0.001, 0.003, 0.01.

here the volume conserving behavior.

Fig. 10. Evolution of closed surface to Wulff shape under reg. SD. 4x4x4-grid,
h = 0.0625, τ = 1.e−6, reinitialization every 50th timestep. From left to right:
zero level set at time t = 0.0, 0.001, 0.007.

5.2.3 Omega shape

Fig. 11 shows the evolution at various time steps. The oscillations on the flat
parts are much more pronounced than in the case of curvature regularized
anistropic mean curvature flow. As expected for the higher order equation the
time scale at which these ocillations occur and form a local hill-valley structure
is much smaller than in Section 5.1.3. However, the formation of the predicted
facet angle of the final steady state needs much more time as compared to
curvature regularized anisotropic mean curvature flow.

5.2.4 Hill-valley structure in two dimensions

Again we first compute the most unstable wavelength λmax from a linear
stability analysis for θ = 0.

λmax = 2πε

√
3

2|γ̃(0)|
with |γ̃(0)| = |1− 3a|
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Fig. 11. Faceting of zero level set under reg. SD. 4x4-grid, h = 0.03125, τ = 5.e−8,
reinitialization every 100th timestep. From top left to bottom right: zero level set
at time t = 0.0, 0.0001, 0.0005, 0.003, 0.01, 0.02, 0.03, 0.058.

Perturbed straight line. Choosing ε = 0.1, a = 1.0 yields λmax ≈ 0.544. As for
the regularized mean curvature flow we observe the spinodal decomposition of
a randomly perturbed horizontal line into a hill-valley pattern with wavelength
λ = 4/7 ≈ λmax and subsequent faceting and coarsening, see Fig. 12.
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Fig. 12. Faceting and coarsening of zero level set under reg. SD. 4x2-grid,
h = 0.03125, τ = 1.e−7, reinitialization every 50th time step. From top left to
bottom right: t = 0.0, 0.0004, 0.0017, 0.002, 0.016, 0.018.

Superposed sine. Fig. 13 shows the evolution of a superposition of sine func-
tions. The damping of the high frequencies is much faster if compared with
curvature regularized anisotropic mean curvature flow.
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Fig. 13. Faceting of zero level set under reg. SD. 4x2-grid, h = 0.03125, a = 2
3 ,

ε = 0.2, τ = 1.e−8 until t = 1.e−5, τ = 1.e−7 until t = 2.e−5, τ = 1.e−6 since
t = 2.e−5, reinitialization every 50th timestep. From top left to bottom right: zero
level set at time t = 0.0, 5.e−6, 2.e−5, 0.081.

5.2.5 Hill-valley structure in three dimensions

We now turn to a three-dimensional setting and simulate the spinodal de-
composition of a randomly perturbed initially flat surface into a hill-valley
structure and its subsequent coarsening. Fig. 14 shows the evolution of the
zero level set at various times. The formation of facets and the rounded cor-
ners and edges can clearly be observed. After the evolution of the right facet
angles, coarsening starts. Again this is qualitatively similar to the case of cur-
vature regularized anisotropic mean curvature flow but happens on a smaller
time scale. A detailed study of the coarsening dynamics and a quantitative
comparison of the two different mass transport mechanisms will be subject of
future research.

Fig. 14. Faceting and coarsening of zero level set under reg. SD. 4x4x1-grid,
h = 0.0625, τ = 5.e− 6. From top left to bottom right: zero level set at time
t = 0.0001, 0.002, 0.006, 0.012, 0.016, 0.035.
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