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Abstract

We propose a simple and robust numerical algorithm to deal with motion of triple

junctions of gas, liquid (or two kinds of uid) and solid based on the level set method

[1{4]. In Eulerian framework, to simulate interaction between a moving solid object

and an interfacial ow, we need to de�ne at least two functions (level set functions)

to distinguish three materials. In such simulations, in general two functions overlap

and/or disagree due to numerical errors such as numerical di�usion. In this paper,

we resolved the problem using the idea of the active contour model [5{8] introduced

in the �eld of image processing.
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1 Introduction

Flow phenomena arising from the interaction of free surface and moving solid

objects produce many interesting and practical problems such as biolocomo-

tion on water [9,10]. However attempts of numerical simulations for these

phenomena generate some di�culties. One of such di�culties can be found

when dealing with triple junctions of gas, liquid and solid.

Numerical simulations for free surface ows with moving structures based on

Eulerian grids have been conducted by many researchers [11{17]. In the nu-

merical simulations of [11{14], Eulerian approach has been used for both solid

and uid. As another approach [15,16], Eulerian and Lagrangian approaches

are used for uid and solid, respectively. In [17], a hybrid method has been

introduced. Namely Lagrangian particles and Eulerian grid are used for uid,

and Lagrangian approach is used for structure(thin object).

Fig. 1 shows a numerical result for a solid body that falls into a liquid by a

method, for which the solid body is treated and the liquid is by a Lagrangian

framework and an Eulerian framework, respectively. In the simulation, overlap

of the liquid region and the solid region is observed as shown in Fig. 1. As

time increases, the overlap region expands. Although this is an example of
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t=0.0s t=1.0s

t=3.0st=2.0s

Fig. 1. Time series of a numerical simulation of interaction between the rigid body

and the liquid surface by an old method. 40 � 40 grids are used. The rectangular

rigid body is represented by 8� 12 grids.

overlap, if the liquid region and the solid region disagree in the liquid, bubbles

will be generated from the solid interface. This kind of disagreement of these

interfaces disturbs accurate calculation.

However it is di�cult to avoid this kind of overlap and disagreement in the

framework in which Eulerian and Lagrangian approaches are used for liquid

and solid, respectively. For instance, we consider the case of a triple junction

as shown in Fig. 2. Fig. 2 (a) shows the initial condition and does not have

overlap and disagreement of the solid and the liquid. The gas, liquid and solid

are evolved by an appropriate velocity �eld. If the Lagrangian approach is used

for solid, the shape of the solid is kept in time evolution. However, in Eulerian
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Fig. 2. Problem in triple junction of gas, liquid and solid(b), and the solution for

the problem(c). (a) is the initial condition.

framework, numerical di�usion at the interface, especially at sharp corners, is

not avoidable as shown in Fig. 2 (b). Even in the cases of no sharp corners, it

would be di�cult to avoid the accumulation of overlap and/or disagreement

in subgrid scale in each time step. One may then suggest that Lagrangian

approach should be used for liquid, however it is di�cult to deal with large

deformation of liquid. If we use Eulerian approach for both liquid and solid,

the problem of overlap and disagreement becomes worse.

Altough to avoid such problem, some methods [18,19] to deal with triple junc-

tion have been proposed, we introduce another approach based on the active

contour model [5{8] using in the �eld of image processing. The concept is quite

simple. We just transport the liquid overlapping with the solid (region a in

Fig. 2 (c)) to around the triple junction (region b in Fig. 2 (c)). The basic idea

in the active contour model is to evolve a curve, subject to constraints from

a given image, in order to detect objects in that image. The active contour

model involves an edge detector, which depends on the gradient of the image,

to stop the evolving curve at the boundary of the target object. In the paper,
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the active contour model is used to match a curve of the liquid surface with

the solid surface, and only edge detector is used because the mismatch of two

level set functions are always within one mesh in a time step because of the

CFL condition. We modi�ed the active contour model so that the conservation

is satis�ed. More precisely we enforce the areas of a and b in Fig. 2 (c) to be

the same.

2 Motion of gas, liquid and solid

Two level set functions  

liquid

and  

solid

are de�ned for the liquid and the

solid body, respectively. As a level set function, we used the signed distance

function

 = 0 at the interface

jr j = 1 for the whole region:

(1)

The density (color) functions to distinguish liquid and solid are generated by

using a smoothed Heaviside function

�

liquid

= H

�

( 

liquid

); (2)

�

solid

= H

�

( 

solid

); (3)
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H

�

( ) =

8

>

>

>

>

>

<

>

>

>

>

>

:

0 if  < ��

1

2

[1 +

 

�

+

1

�

sin(

� 

�

)] if j j � �

1 if  > �

: (4)

Here 2� represents the distance of the transition region. In this paper, we set

2� = �x. The density function of the air is calculated as follows:

�

air

= 1� �

liquid

� �

solid

: (5)

The time evolution of  

liquid

is calculated in an Eulerian framework by the

advection equation

@ 

liquid

@t

+ (u � r) 

liquid

= 0: (6)

In the paper, the CIP method [20{22] is used for (6). Other methods such

as ENO [23,24] and WENO [25,26] would be also useful. To maintain the

property of the sign distance function, reinitialization is done by solving the

following problem to a steady state,

@ 

liquid

@t

l

= S( 

0

)(1� jr 

liquid

j); (7)

where t

l

is a �ctitious time,  

0

is the value of  

liquid

immediately after the

calculation for (6) and S is a smoothed sign function S( 

0

) =

 

0

q

 

2

0

+ "

2

. See

[2] for more details.
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The motion of a solid  

solid

is computed using a Lagrangian framework and

determined by

u

solid

= u

center

+ r� !; (8)

where u

center

is the velocity at the mass center, r is the vector from the mass

center, and ! is the angular velocity at the mass center. To couple the Lagrange

solid object with the Eulerian grid, the level set function for the Lagrange solid

object is constructed by using a method such as the fast marching method

[27,3,28,13].

However in such formulation, two level set functions overlap and/or disagree

as shown before. To avoid the problem, we introduce the active contour model.

3 Active contour model

3.1 Active contour model for image

The active contour model has been used for image processing such as image

segmentation. Let us consider an edge penalty function g(x; y):[0; 1] ! R

2

,

where for example

g(x; y) =

1

1 + jrI(x; y)j

2

; (9)

here I(x; y) is the data image. The function g indicates the presence of edges
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Fig. 3. Schematic �gure of the active contour model.

in the image. That is, high gradient magnitudes in the image that indicate

the possible presence of an edge are mapped by g to small values, while at

regions in the image are mapped to one as illustrated in Fig. 3 (b). The model

minimised an energy functional along a general parametric curve C(p):[0; 1]!

R

2

given by

E(C) =

1

Z

0

g(C(p))dp: (10)

for which the �rst variation is given by

�E(C)

�C

= C

t

= �(�g �rg � n)n; (11)

where � is the curvature and n is the inward normal for C. The detected

object is then given by the steady state that is C

t

= 0.
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We can derive a level set formulation of (11) by using the variational level set

formulation [19]

 

t

= �(jr jg�+rg � r ); (12)

where C is represented by the zero level set, \�" sign is for that  of inside

of C is less than 0, and \+" sign is for that  of inside C is larger than 0.

Hereafter we assume that  of inside C is always larger than 0. First term of the

right hand side of (11) and (12) means the well-known mean curvature motion

(or shortening). This term works mainly on the region of g = 1, i.e. except

near the edge. This ow decreases the value of maxima/minima curvature.

Therefore, it has the properties of shortening (an initial curve shrinks to a

point in �nite time with asymptotically circular shape) as well as smoothing

(points with high curvature evolve faster and disappear asymptotically). Near

the edge, the inuence of the �rst term is reduced because g becomes small

and the second term attracts C to the edge. In the level set formulation, C is

attracted as shown in Fig.3 (d)(e). If the gradient of g is added to the level

set function, the zero level set approach to the edge.

3.2 Active contour model for triple junction

Our purpose is to adjust the mismatch of the liquid interface and the solid

interface. The mismatch is always within one mesh spacing because of the
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CFL condition. In this case, the initial C of the liquid surface is always near

the target solid shape. Therefore we omit the �rst term of (12) and rewrite

(12) as follows:

 

t

= rg

1

� r 

fluid

: (13)

To make the formulation simple, g of (9) is also rewritten as follow:

g

1

(x; y) = �jr�

solid

j; (14)

where

�

solid

= H

�

( 

solid

): (15)

The 2� is the width of g

1

. The meanings of (9) and (14) are almost same

except the magnitude. Although (13) depends on the gradient of g, it does

not depend on the magnitude. Therefore this rewriting does not change the

meaning. Although we can use the original g of (9), the reformulation will

then be slightly complicated.

In this case, the level set function of the solid (target shape) is given. Therefore

we can calculate directly g

1

andrg

1

from the level set function  

solid

as follows:

g

1

= �j�

gac

j =

8

>

<

>

:

�

1

2�

(1 + cos(

�

�

 )) if �� �  � �

0 if otherwise

(16)
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rg

1

� r 

liquid

=

8

>

>

<

>

>

:

�

�

2�

2

sin(

�

�

 ) if �� �  � �

0 if otherwise

(17)

here we used jr 

liquid

j = 1 for (17). In the formulation, rg is determined

directly from the level set function without discretization.

3.3 Conservation

Although the liquid surface is attracted to the solid surface in the above for-

mulation, conservation is not taken into account. To take into account it, we

modify (13) as follow:

@ 

fluid

@t

g

=

8

>

>

<

>

>

:

rg

1

� r 

fluid

; if 0 �  

solid

� � (inside of solid)

�A

j�A+ �

1

j

rg

1

� r 

fluid

; if �� �  

solid

< 0 (outside of solid)

(18)

with

A(t

g

; t) �

Z Z

H

�

( 

fluid

(t

g

; t))dxdy; (19)

�A = �(A(t

g

; t)� A(0; t)); (20)

here �

1

is a small positive constant to avoid 0 division (� = 10

�7

is used in our

calculation) and A(t

g

; t) is the total area of the liquid. t

g

is an arti�cial time

for (18) and t are the time for uid and solid calculation. (18) is solved to a

steady state i.e. �A = 0. However actually we use j�Aj < �

2

for computation,

here �

2

is a small positive constant and �

2

= 0:001�x�y is used. This means

that the error is less than 0.1% of one grid size in each time step. (18) removes
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the overlap region (region a in Fig. 2 (c)) unconditionally and generate the

new liquid area around triple junctions outside the solid (region b in Fig. 2

(c)) as conservation is satis�ed.

In the formulation, although conservation is guaranteed in the calculation of

(18), it is not guaranteed in the calculation of uid, because A(0; t) of (20)

may have errors in uid calculation. These errors may increase as the time

increases. To guarantee the conservation from (18), (20) is replaced by

�A = �(A(t

g

; t)� A(0; 0)): (21)

Then A(t

g

; t) is always attracted to the initial value A(0; 0). If we assume that

most of errors arise around the solid interface, (21) may be suitable.

The width of g

1

, � of (18), should be a small value, because the new area

should be generated near the solid interface as much as possible. However if

we use � of a small constant, such as � = �x and � = 1:5�x, oftentimes

(18) does not converge especially in the case when the convergence tolerance

�

2

is so small. Cancellation of signi�cant digits also happens rarely, because

rg

1

becomes so small or 0, depends on the positions of the grid and the

solid interface. If this happens at the triple junctions, (18) can not converge.

However if we use a rather large � such as 2�x and 3�x, then (18) converges

well. Therefore in our calculation, we used �(t

g

) which depends on t

g

. As an

example, we used �(t

g

) = (1 + 0:5int(itr=50))�x, here int(a) is the integer
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part of a and itr is a number of iterations of (18). First � = �x is used. If it

does not converge in 50 iterations, we change � into � + 0:5�x. If this �(t

g

)

is used, the calculation becomes robust.

4 Numerical result

We applied the present method to the same problem described in Fig. 1. Fig.

4 shows the time series of the result using the present method with (20). We

can see the present method can prevent overlap well. Fig. 5 represents the

t=2.0s t=3.0st=1.0s

Fig. 4. Time series of a numerical simulation of interaction between the rigid body

and the liquid surface by the present method with (20). 40� 40 grids are used. The

rectangular rigid body is represented by 8� 12 grids.

result using the present method with (21). This formulation can also prevent

overlap well.

Fig. 6 shows the time evolution of the total area of the liquid. The present

method with (20) has the error of a few percent. However the error is not a

result of the calculation of (18). It is from the uid calculation via A(0; t). If we

use (21) instead of (20), then the error is less than 10

�5

when the convergence
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t=2.0s t=3.0st=1.0s

Fig. 5. Time series of a numerical simulation of interaction between the rigid body

and the liquid surface by the present method with (21).
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Fig. 6. Time series of the total area of the liquid. Present methods 1 and 2 are

results by the present methods with (20) and (21), respectively. Old methods 1 and

2 are results by the old method. In old method 1 and 2, the total area of the liquid

are calculated including overlap region and not including it, respectively.

tolerance of (21) �

2

= 0:001�x�y is used. This means that (18) does not make

an error associated with the conservation. As comparison, the results by the

method of Fig. 1 is also plotted as old method 1 and 2 in Fig. 6. In old method

1 and 2, the total area of the liquid are calculated including overlap region

and not including it, respectively.

14



5 Summary

We have proposed a numerical algorithm to prevent overlap and disagreement

of solid and uid interfaces. The method is constructed based on the level

set method and the active contour model. The method has been shown to

simulate the interaction of gas, liquid and solid robustly.
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A Dynamics of uid and solid

The dynamics of uid is determined by the continuum equation and the Navier

Stokes equation:

r � u = 0; (A.1)
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@u

@t

+ (u � r)u = �

rp

�

+

r � �

�

+

f

�

; (A.2)

where u is the velocity, p the pressure, � the density, � the viscous stress tensor

and f the body force. The set of equation solved by the fractional step method

[29].

The dynamics of solid is determined by the equations

d

dt

(Mu

center

) = F =

Z

�

du

dt

�

solid

dV (A.3)

and

d

dt

(I � !) = T =

Z

(r� �

du

dt

)�

solid

dV; (A.4)

here M is the mass of the solid, F is the force for the solid body, I the tensor

of inertia moment and T the torque. The force and the torque are calculated

by a volume force formulation. See [11,12] for more details.
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