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Abstract

In this paper we shall discuss the numerical simulation of higher or-
der geometric flows by level set methods. Main examples under consid-
erations are surface diffusion and the Willmore flow as well as variants
and of them with more complicated surface energies. Such problems
find various applications, e.g. in materials science (crystal growth,
thin film technology), biophysics (membrane shapes), and computer
graphics (surface smoothing and restoration)

We shall use spatial discretizations by finite element methods and
semi-implicit time stepping based on local variational principles, which
allows to maintain dissipation properties of the flows by the discretiza-
tion. In order to compensate for the missing maximum principle, which
is indeed a major hurdle for the application of level set methods to
higher order flows, we employ frequent redistancing of the level set
function. We shall review suitable schemes used for redistancing in
two and three spatial dimensions.

Finally we also discuss the solution of the arising discretized linear
systems in each time step and some particular advantages of the finite
element approach such as the possibility of local adaptivity around the
zero level set.
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1 Introduction

Higher order geometric flows received growing attention in the recent years
due to emerging applications in various fields, where higher order typically
means higher than second order intrinsic derivatives of the surface appear-
ing in the evolution equations. Significant advances have been made in the
modelling and understanding of certain flows, while the rigorous mathemat-
ical analysis and the construction of flexible computational schemes still lack
behind. In particular the use of level set methods, which became popular
for lower order flows in the last decade, is not yet well understood. Major
obstacles for level set methods in higher order flows are the absence of maxi-
mum and comparison principles, which excludes global level set approaches,
and the stiffness of the problems, which excludes explicit time stepping to a
large extent.

In this paper we develop level set methods for the simulation of higher-
order flows based on finite element discretizations in space and semi-implicit
time discretizations. The issue of the missing maximum principle is resolved
by frequent redistancing. This corresponds to a paradigm for local level set
formulations in the continuous setting: a level set solution to a higher-
order flow would be an evolving signed distance function that satisfies the
geometric evolution equation on the interface (the zero level set) only.

The basis of our approach is a variational formulation of the geometric
flows as metric gradient flows (cf. [1, 2, 14]). This means that the compu-
tation of an evolving (embedded) curve or surface I'(t) is determined by an
energy F (defined on a class of shapes) and a metric structure on a manifold
of curves and surfaces. The evolution is determined via the normal velocity
v, which satisfies an equation of the form

(Un, V) My = —€' [0 (1)), (1)

for all suitable test velocities 1, where the scalar product is determined by
the metric structure M (T'(¢)). The right-hand side €/[I'(¢)]t) denotes the
variation of the energy functionals with respect to infinitesimal perturba-
tions of the shape with a vector field ¢)n (which can also be interpreted as a
shape derivative, cf. [22]), where n denotes the unit outward normal. Under
suitable conditions the shape derivative €/[['(¢)] is a continuous linear func-
tional on the space of test velocities. The most important choices of scalar
product in this context are the L? and H~! scalar product. In the case of
M (T) denoting the L?-scalar product on I'(t), we obtain

/ v do = —€'[D(t)] Vo € LAT(t)).
I'(t)
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Hence, the normal velocity is just the L?-representation of the linear func-
tional €¢/[['(¢)]. In the case of e being the area functional, i.e.

e[l :/F1 do,

the variation is computed via the mean curvature h of the surface as
[Ty = / hy do.
r

Thus, one sees that the associated L?-gradient flow yields the mean curva-
ture flow v,, = —h.
In the case of the H !-scalar product we have

<Umw>M(F(t)) = VoW, - VoWy do, (2)
T(t)
with the tangential gradient V, and Wy, defined by the Laplace-Beltrami
equation
—Vo - (VoWy) =1, on I'(t) (3)

with the additional normalization condition fF(t) Wy do = 0. In the case of
the area functional the equation for the normal velocity becomes

_/ an¢ do = _/ W’vnva : (vcﬂ/}) do = V()'an . VUW¢ do
I'(t) r(t) T(t)
= / hy do
r'(t)
and hence, W,, = —h. An application of the Laplace-Beltrami operator

finally yields v, = V, - (V,h), i.e. motion by the Laplacian of curvature,
which is the simplest form of a surface diffusion law. Thus, we see that the
choice of the H~! scalar product automatically leads to higher order flows,
in the above example to a fourth order one.

Another source for higher order geometric flows are simply higher order
terms in the surface energy, such as curvatures or even intrinsic derivatives
of curvatures. A simple and well-known example is the so-called Willmore
energy

ell'] = ;/Fh2 do. (4)

Since the energy includes second order derivatives via the mean curvature h,
its variation (more precisely the L? representation) corresponds to a fourth



order differential operator. Thus, in the L? scalar product one obtains a
fourth order flow, the so-called Willmore flow, and by analogy to the above
computation we even obtain a sixth order flow in the H~! scalar product.
The paper is organized as follows: In Section 2 we derive level set formu-
lations for the geometric evolution laws, directly from the metric gradient
flow formulation. In Section 3 we introduce the finite element formulation
for spatial discretization, which is indeed straight-forward. As a consequence
of the gradient flow formulation, we construct local-in-time variational prob-
lems corresponding to implicit time discretizations, and by further quadratic
approximations of the energy functional we obtain semi-implicit schemes in
Section 4. In Section 5 we discuss some aspects of redistancing on triangu-
lar finite element grids in two and three spatial dimensions. Details about
implementation and numerical results are presented in Section 6.

2 Level set formulation of the models

In this section we discuss the level set formulation of the higher order flows
distinguishing two cases, namely lower order energies such as the area func-
tional or classical surface energies appearing in materials science, and higher
order energies such as the Willmore energy. This distinction is due to the
fact that we try to split the higher-order flows into second order systems
by the introduction of new variables such as the mean curvature (and con-
straints defining the new variables in terms of the level set function). In
the case of low order energies these variables have to be introduced only
in order to approximate the metric, which happens in a very natural way,
whereas in the case of higher order energies additional variables are needed
in dependence on the metric. In both cases, the constraints can be modeled
by using associated Lagrange functionals, the Lagrangian variables will turn
out to obey very simple relations in several cases and sometimes also provide
interesting new quantities as we shall see below.

2.1 Basic Notations and Level Set Formulations

We start with some basic notations for level set formulations, avoiding a too
detailed discussion of level set methods at this point (cf. [37, 36] for further
detail). We assume T'(t) C © C R? to be the union of evolving curves or
surfaces, which are embedded, i.e.

T'(t) = 00(t) \ 09.



The level set approach chooses a function ¢ : 2 x R — R such that

I(t) ={s(,t) =0},  O@)={a(,1) <0}

It is well-known (cf. e.g. [36]) that the unit outward normal vector n
(pointing into 2\ ©(t)), the normal velocity v, and the mean curvature h
of the evolving surface can be represented as

Vo N V¢
n= ‘v¢’ ‘F(t)v Un = ‘vt(m |F(t)7 h=V- <‘v¢’> |F(t)7 (5)

where we assume that V¢ # 0. Note that with this sign convention a
closed sphere with outer normal n has positive mean curvature h > 0. For
simplicity we impose in the following natural boundary conditions for ¢ (and
other variables) on the boundary of the computational domain 9.

2.2 Level Set Formulation I: Low Order Energies

We start with low order energies, i.e., energy functionals of the form

- /e f(z) + /F g(a.n) do, (6)

where n denotes the outward unit normal. In many cases f and also parts
of g arise through nonlocal interactions, usually modelled via partial differ-
ential equations with boundaries or coefficients dependent on I". However,
such situations can be incorporated via Lagrange functionals, so that the
effective functional to be minimized or differentiated with respect to the
shape variable always ends up in the form (6).

In the level set context we average the energy over all level sets of ¢,
which yields a new energy on all level sets, respectively on the level set
function ¢ directly. For the sake of simplicity we assume that extensions
F:Q—-Rand G:Qx R*— R of fand g are known (with G being one-
homogeneous in the second variable), if not the extensions can be computed
in a rather standard way (e.g. constant in normal direction, cf. [36]). Then
we obtain the energy from the layer-cake and co-area formula as

¢max ¢max
FE = / / ) do da +/ / ) dz da
[¢] {¢p= a}mﬂ |V¢>| {¢><a}mﬂ

— / G(z, V) dx + / F(2)(dmax — ¢(z)) da,
Q Q



where ¢max is greater than the maximal value of ¢ appearing in €. Since
constant terms do not matter for the minimization and variations with re-
spect to ¢ we define the averaged energy as

El¢] = /Q G, V) dr — /Q F(2)é(z) d. (7)

In order to compute variations in normal directions we recall the basic level
set equation

Orp = —Va| V],

for V,, being an extension of the normal velocity v,. Hence, we compute
variations of ¢ only for directions of the form —V,,|V¢|. It is easy that the
identity

¢max

E¢)(~V,|V4)) = / ¢[{6 = a} ]V, da (3)

—0o0
holds for such variations.
In a similar way we can average the scalar products used in the definitions
of the geometric flows. The L? scalar product can be averaged with the co-
area formula as

¢max
/ / P11 do da = / 12|Vl dr = (11,12) 4. 9)
o J{o=a o

For the H~! scalar product we use the weak formulation of the Laplace
Beltrami Operator and the simple relation

Vo _ Vo
VW =PVW, P=I-neon=1I- -2 g2
Vol — [Vl

for the tangential derivative to obtain the scalar product (¢1,2)4 as

(z)max
/ / VoW, VoW, do da — / (PYW,,) - (PYW,,)|Ve| dz,
—00 {¢p=a} Q

(10)
where a function Wy, is defined as a weak solution of the (averaged) Laplace-
Beltrami equation, i.e.

/ (PYW,) - (PV)|V| dr = / Y| V| da (11)
Q Q

for all suitable test functions 7.



Now we can simply reformulate the geometric gradient flow as a metric
gradient flow on the level set functions via (note that for a variation v, the
function —% is an extended normal variation)
Y O Y

Vas =) = — (g,
Vo =g =~ 194

Yo = —E'[8](¢),

or, equivalently

<at¢ v
Vol [Vl

In the case of the area functional (F = 0, G = 1) and the L? scalar
product we thus obtain the well-known (weak) level set formulation of the
mean curvature flow

[ g [ TS
o V9l o IVl

Yo = —E'[8](¢). (12)

dr = / Hv dx, (13)
Q

for all suitable test functions v, where H =V - (%) is the extended mean

curvature. For the H~! scalar product we use the variable W := Wy, and
the identity

/(PVW) C(PYW_ .y V| do = —/ W de
Q 4 Q

@

to obtain in an analogous way the (weak) level set formulation of the simple
surface diffusion law, i.e.,

B Vo -V
/QW@ZJ dr = D Vel dx (14)
/Q (PYW)- (PVIVol de = ~ [ dyon da (15)

for suitable test functions ¢ and 1. One observes that we have automatically
splitted the problem in a system of second order equations incorporating the
new variable W, which actually equals the extended mean curvature H.
We mention that the derivation of the level set formulations could also
be made by directly rewriting the evolution law in terms of the level set
function. For complicated energies, this procedure is rather tedious since
one needs to compute the shape derivative first (which can be a hard task
for itself) and then one has to compute transformations of higher deriva-
tives to the level set form. This can be avoided in the above approach, one



can directly convert the energy to level set form and then compute classi-
cal variations in a function setting (with particular form of the variations).
Clearly the above derivation also provides a natural weak level set formula-
tion, which directly leads to finite element discretizations of the equations.
Also these formulations have been derived by sometimes tedious calculations
in previous work (cf. e.g [19, 24]).

For more general metrics we can formulate the above procedure as rewrit-
ing the metric via a Lagrange-functional of the form

<% v
Vol |Vl

where W is the collection of myy € Ny new variables introduced to rewrite
the metric and P are the my Lagrange multipliers (dual variables) associ-
ated to the new constraints defining W. These variables are defined via the
conditions

Yo = 0pL[01, W, Q; 9], (16)

In the case of the H! scalar product above we have

LW @ol = [ PYWP e+ [ (PYW)PVQ) +0@) ar

It is easy to see from the specific form of the functional that the condition
OwL[0p, W, Q; ¢] = 0 implies Q = —W. Moreover, dgL[0:¢, W,Q; ¢] = 0
yields (15). Finally, inserting @ = —W in (16) and (12) yields (14).

We shall assume in the following that L depends at most quadratically
on 0;¢ and W and linearly on (). The assumptions on 0; and W are easy
to achieve due to the bilinear nature of the scalar product, and the linearity
with respect to the dual variable @) is a natural property of Lagrange func-
tionals. The only nonlinear dependence in L thus appears with respect to
the level set function ¢ itself, which can be taken care of easily in the time
discretization.

2.3 Level Set Formulation II: Higher Order Energies

The second case we consider are higher-order energies such as the Willmore
functional. Then we have to introduce my € Ny further variables U for
the splitting and another Lagrangian functional A in order to take care of
the constraints defining the new variables (and my associated Lagrangian
or dual variables R). Hence, we shall write

E[¢] = Al¢,U, R, (17)



with U and R being defined via
duA[¢,U,R] =0,  OrAlp,U R] =0. (18)

Consequently, with the scalar product defined through a Lagrange functional
L we equivalently rewrite (12) as

Oy L0, W, Q; 0] = =03\ (9, W, Q). (19)

We illustrate the procedure for the L? gradient flow of the (level set
averaged) Willmore functional

¢max
EM_;LWWMM_/ t@ﬂ%mm

Here we can simply introduce the variable U = H and the Lagrange func-
tional

Amamzl/WW@m+/<4m+mﬁwwdm

2 Ja Q V¢l

Note that drA[p,U, R] = 0 yields exactly the weak formulation of the
equation U = V - (%), which defines mean curvature. Moreover, from
OuA[p,U, R] = 0 we conclude R = U|V¢|. Thus, the dual variable is ex-
actly the curvature concentration introduced for the level set formulation
of the Willmore flow directly in [24]. One could now use this identity to
eliminate U in favour of R as in [24] and one observes that in the general
approach above it does not matter which variable we choose for splitting. If
we would choose U = H|V¢| directly as the curvature concentration, then
we would obtain the mean curvature as the dual variable.

2.4 Energy Dissipation for the Level Set Formulation

In the following we verify the enery dissipation for (19). For this sake use
the test functions 0;¢, then we have

<8t¢7 8t¢>¢ = 8¢L[Btd>, W, Q; ¢]3t¢

y _d
= —K [¢]3t¢ = —gE[@]y
or in other words,
d
ﬁE[‘I’] = —(0:9, O1p) g = —Haﬂb”i (20)

The energy dissipation property will play a central role in the later time
discretization of the flows.



3 Spatial Discretization

In the following we discuss the spatial discretization of the higher order
flows or more precisely their level set formulation (19) introduced above. We
assume that the new splitting variables have been introduced such that the
highest arising differential operators are of second order, which means that
only up to first derivatives of all variables appear in the Lagrange functionals
L and A. Consequently, and also due to the dissipative nature of the flows, it
is natural to use finite element methods (with standard Lagrangian elements
for time discretization) for the spatial semi-discretization, which we shall
briefly discuss in this section.

We choose appropriate finite element subspaces V" C V and look for
weak solutions satisfying the variational problems in a product of this sub-
space. Here we shall use V = H'(f) and the standard piecewise linear
elements

={veC(Q) | v|r is linear polynomial for T € 7 }, (21)

where 7 is a decomposition of the polygonal domain 2 into triangles (2D)
or tetrahedra (3D). Moreover we assume natural boundary conditions for
all variables on the boundary 9€2. For the sake of simplicity we assume here
that all variables can be discretized robustly by the same kind of elements,
i.e., we look for

(¢h Wh Uh Qh Rh) c rph Vh (Vh)mU > (Vh)mw > (Vh)mU % (Vh)mw‘

This assumption roughly means that our splitting variables do not include
flux-type variables (like V¢ or the normal |§$|) The justification of this
assumption can be made through appropriate inf-sup conditions on the La-
grange functionals in the above subspaces (as standard in mixed finite ele-
ment discretizations, cf. [9]), at least after linearization of the system. We
do not go into detail at this point for the sake of brevity, but just mention
that these conditions are indeed satisfied for all the examples of flows and
splitting variables we use here.

The finite element semi-discretization of the geometric flow defined via
(19) is then given by the Galerkin discretization

Oy L0, W, Q" "1 + 0pA (6", U, RM)my =
Ow L[0wd", W, Q"; ¢

OqL[0w", W", Q" ¢"ns

duA(g", U", RM)ny

OrA(¢", U™, RMns

Vo eV (22)
Vo € (V)7(23)
Vo3 € (V')"(24)
Ve € (V')"(25)
V15 € (V)"(26)

I
o o o o o
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It is easy to see that the discretized problem (22)-(26) still satisfies an
energy dissipation property. For this sake we choose 11 = 0;¢ and obtain

Dy L[0yg", WP, Q"; "0 = —0sM (6", U", R")8;".

Using (25) und (26) we deduce

%A(th, UM RN = 9uA(¢", UM, RMoyo" + duA(p", U, RMO,U" +
OrA(¢", U, R")O,R"
= 0sA(¢", U", R"0,0".
Now we define the discrete energy functional
Epl¢"] = A(¢", U", R") (27)
with U and R" determined by (25) and (26), and a discrete scalar product
(W1, 05)on = OuL[YTd", W, Q" "5
Then the semi-discrete energy dissipation becomes

d
dt
We finally mention that in the case of lower order energies, where we need
not apply any approximation of E by a Lagrange functional, we indeed

obtain £ = E}, i.e., energy dissipation with respect to the original energy
E.

"] = S A" U RY) = (00", 6o .

4 Time Discretization

In the following we discuss the implicit and semi-implicit time discretization
of the geometric flows (19), respectively the semi-discrete problems (22)-
(23). We mention again that due to the missing maximum principle these
discretizations have to be interpreted in a local way, i.e., after computing
one (sufficiently small) time step of the level set equation we will perform
a redistancing step, with the details of redistancing to be discussed in the
next section.

The time discretization will be carried out at the time steps 0 = tg <
t1 <...<ty =T, with local time step 7, = tj+1 — tx < 7. We shall denote
the discrete solution by qbZ’T = ¢"7(ty) € V" (with analogous notation for
the other variables).
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4.1 Implicit Time Stepping

In order to gain further insight into the time discretization based on the La-
grange functionals introduced in the previous session we start with a simple
implicit time discretization at least with respect to the energy functional.
This means we approximate the scalar product at the previous time step,
more precisely we approximate all terms depending on ¢™7 in L by values
at the previous time step, and we use the backward Euler approximation

Q" (tre1) ~ (¢k+1 i)
These decisions yield the implicit scheme
<¢k+1 ST ) = —0pEnloy T Im = —0Alop Ty, Unly, Rl I
for all 7; € V", where we use the short-hand notation

(1, Y2)k == <w1,¢2>¢2f = Oy L1, W1, Q1; 6)7.

In terms of the Lagrange functionals we can write down the fully discrete
implicit scheme as the solution

h,T h,T h,T h,T
3¢L[¢k+1 ﬁb +1a Qk:-l—l’ ¢k Jm + 8¢A(¢k+1a Uk+17 Rk+1)771 =(28)

(
h,T h,T hT
Ow Loy — o " Withs k+17¢k "2 =(20
h,T h,T hT .
L[y — o Wiy, k+1v¢k "Inz =(30
hT
aUA(¢k+1’ k+10 k+1)774 =(30
h
aRA(@ka’ Uit k+1)774 =(30

for all (n1,...,7m5) € P". with respect to

h,T h,T h
(D1t Wik k+17Qk+17 k+1) SHE

One observes that after time discretization all variations of Lagrange
functionals are taken with respect to (bZ’_Zl using the fixed previous time
value (;SZ’T. Hence, the first equation (28) can also be reformulated as a
minimization with respect to qbZil. Also the other equations are optimality
conditions of an optimization problem, and taking into account the usual
convention for Lagrangians (minimization with respect to primal and max-
imization with respect to dual variables) we actually compute the variables

12



at the next time step (¢Zil, W,? U +1,QZJ:1,RZJ:1) as a solution of the
saddle point problem

it sup (3216 - 617, .01 + A8, . (33
WU Q,R

over the discrete subspaces. We can also rewrite the discrete problem in the
form of minimizing movements for a gradient flow (cf. [2])

41).

6 — ¢TI = infsup L{p — 67, W, Q]
Q

h, (1 hor 2
L5, € angmin (5o — o7

with the squared norm

and
En[¢] := inf sup A[p, U, R).
U R

For illustration purpose we mention the implicit schemes for mean cur-
vature flow

h,T h,T h,T
/ O =0y, [ YOV _ (34)
0

h,T x
T’¢k ‘ Q ’¢k+1

and the simple surface diffusion flow
V(;SZL Vi)
/ Qk+1ﬁ1 / dr = 0
L |¢k+l‘
/Q LYW+ Q) - (PeVim) dz = 0

1 h,7 h,7
7'/9((1)’“;1 — ¢ )3 d$+/(kaQk+1) (PVn3) de = 0,
. VT VT . . . .
with P, =1 — = ® —+#—. As in the continuous setting we can still
IVey, \ Ve
deduce QZ’_:l = Wk 11 from the second equation and eliminate the dual

variable in order to obtain an analogous form to (14), (15). For the Willmore
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flow with U = H we obtain

hT
/[(¢k+1 )M 1Uh7-¢k+1 771+Pk+1V774 P Vm
Q

h k+1
gl 2 ‘¢k+1 T‘¢k+1

/Q( k+1|¢k+1| k+1) mdr = 0

I A v
/ (U + ~L Y g
Q |¢k+1|

h,T
Vo'

h, .
VoLl

h,T
Vi

with Pjq = I — —kt
k+1 |V¢Z;1\

&®

4.2 Semi-Implicit Time Stepping

As one observes from the previous examples, the implicit schemes require the
solution of strongly nonlinear systems in each time steps, which is a rather
undesirable property and can be an issue with respect to computational
efficiency. Indeed, the only implicit scheme in this context is the one by
Chambolle (cf. [15]) for mean curvature flow, which is exactly (34) with an
intermediate redistancing step. In order to overcome the difficulties with
nonlinearities we consider semi-implicit time stepping, which has developed
almost as a standard for numerical simulations of higher-order geometric
flows, either for parametric (cf. [7, 20, 29, 30, 31, 39]), level set (cf. [24, 40]),
or diffuse (cf. [8, 28]) representations of the surfaces.

In order to obtain a semi-implicit scheme with linear systems to be solved
in each time step we need to construct a quadratic approximation of the
energy, respectively the Lagrange functional A. This means we replace A in
each iteration step by a functional A¥ quadratic with respect to ¢ and U,
and linear with respect to R. The corresponding discrete energy functional
is given by
EF[¢] = ir(}f sup A¥[p, U, R).

R

In order to obtain a consistent approximation of the flow, the condition

(ER)(¢7) = Ep(¢,7)

is needed, which can be translated into a condition on the Lagrange func-
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tional as

DpA (D17, UM RYT) = 9N (07, U RYT)
AT Ul RYT) = dy AR (1™, U, RIT) = 0
ORM(G™ UM RITY = OpAF (o™ UM RIT) = 0.

Note that this condition includes the primal and dual variables (U,? T and
RZ’T)), which can be computed given gbZ’T through the Lagrangian A. These
may differ from the approximating ones (U ,? " and RZT)), which would usu-
ally be computed from the last time step of the scheme. Hence, the deriva-
tion of a consistent scheme (and also a stable one, see below), could enforce
additional computations for the computation of quadratic approximations
(such as Taylor expansions). E.g., for Willmore flow one would have to
compute the mean curvature variable from

v h,T'V
/U,ﬁﬂpdx:_/qjk hdex VeVt
Q o Vo'

The next time step in a semi-implicit time scheme is then given by
h, (1 h, =
o5, € angmin  o-ll6 — 671 + E4le]). 3

i.e., as the minimizer of a quadratic optimization problem, and consequently
as the solution of a linear system (the first-order optimality condition). If E~,’f
is convex, or 7 is sufficiently small, then the resulting quadratic functional
is strictly convex and thus, the level set function in the next time step is
unique.

For lower order energies, the construction of an approximation is again
straight-forward, the approximating energy is of the form

EF[¢] = Eplop™] + Eplor 716 — o) + Flo — o7, (36)

with a quadratic energy F; ;f A natural choice for the quadratic term might

be the second variation FF¥[¢] = %E;L/M)Z’T](w, ), so that EF would become
the second-order Taylor expansion of E around the last time step. However,
this choice is not essential for deriving a consistent scheme, one can instead
use the appropriate quadratic functionals for increasing the stability of the

scheme as we shall argue below.
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For higher-order energies we construct an approximation of the La-
grangian via

Ak |:¢)7 U7 R] — A[qbzﬂ" U']:‘Z,T7 RZ,T] +
N[gh™ UM RET|(¢p— T, U — UM, R — RI'T) +
82 h,T h,T h,T h,T h,T
8¢6RA[¢’“ ,Uk ka ](¢_¢k 7R_Rk )+
62 h,T h,T h,T h,7 h,T
8U8RA[¢]“7 U RIU =Uy  R= Ry +

k h, k h, k h,
Fylo — ¢y "1+ GRlU = U] = U[R — Ry
with convex quadratic functionals F}]f, Gﬁ, and \IIIfL Note that for appro-
priate choices of this functionals we obtain that the inf-sup (over U and
R) of the approximate Lagrange functional A* at ¢ = qﬁZ’T is attained at
U, ,? T=U g T = ]%ZT = RZ’T, and the consistency is a direct consequence.

4.3 Stability and Energy Dissipation

Ideally we would like to obtain semi-implicit schemes that yield energy dissi-
pation as the original geometric flows. A sufficient condition on E}’f yielding
energy dissipation is

ERlo"T) = Exl¢"T),  ERlo] > Enld] VeV (37)
Together with the definition of gbZil as a minimizer of (35) we conclude
Lo h, ke ohs
ST, — oI + Bl
< BT = Eall).

We mention that (37) can be relaxed to

c h, h,

5”%4:1 — &

for some ¢ < 1, which implies by an analogous argument

L h h, h,
;H%fl - d)k TH% + Eh[ﬁf)kl—l]

IN

2+ Ef(¢) > Enlg] VeV, (38)

1—c, n h, h, h,
?H‘bk_:l - ‘bk T i + Eh[‘bk_;] < Eh[¢k T]-

For a higher-order energy approximated by a Lagrangian, the first prop-
erty in (37) is achieved if

inf sup A*[¢)"7, U, R] = inf sup A[¢}"", U, R], (39)
U R U R
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which is automatic for the approximation derived in the previous section.
The second (majorization) property is achieved if

inf sup A¥[¢, U, R] > inf sup A[¢, U, R] V¢ e Vh, (40)
U R U R

whose verifications turns out to be very hard for energies like the Willmore
functional.
4.4 Examples for Higher-Order Flows

In the following we provide some examples of semi-implicit schemes con-
structed in the above manner for some higher-order flows of particular in-
terest:

Example 1: Mean Curvature Flow. As a first example we consider
the (averaged) area functional

Eld] = Elg] = /Q V| da.

We look for a quadratic approximation as above with an energy of the form

1
FiW =5 [ Vol de

Then the consistency and the first property of (37) are automatically satis-
fied. The majorization property can be rewritten as
h, h,
+ v¢kT ) (V(b — quk T)

Vo| dx < v
[ivolaz < [ (v, o

VorT-Veé a hor o
= [ (—E——+ Vo — Ve da.
/Q V] 2 k

n %|V¢ — Vo2 da

Thus, the majorization property is achieved if
h,T h,T 2 h, 72
2[Vo[ [Vo " | +2(br — 1)V - Vo < bp[ Vol + b Ve, |7,

for all admissible ¢, where we have used the notation by = ak|V¢Z’T]. For
br, > 1 we obtain by the geometric-arithmetic mean inequality that

21V VoI |+ 2(by, — )V - Vo

IN

2b4 V| |Vl
bk Vo|? + b | Vo],

IN

17



hence the majorization property holds. On the other hand, for by < 1 one
can immediately see a violation via the choice ¢ = —qbZ’T. Hence b, = 1
yields the minimal energy of the above form that satisfies the majorization
property (and consequently yields stability). The resulting energy for b = 1
can be written as

9

h,
/ Vo, |* + !V¢I2
VT
and the resulting semi-implicit scheme for mean-curvature flow is

)

h,T
/(¢k+1 2 dr + Vol -Vn
Q

x h,T -

which is exactly the one used in [18]. Also the schemes used in [19] for
weighted area functionals can be derived from analogous arguments on en-
ergy approximation.

Example 2: Isotropic Surface Diffusion. As a second example
we consider the surface diffusion flow with the energy equal to the area
functional. We therefore use the same approximation of the energy as in the
previous example

)

/ V™| + !V¢>I2
Vg

which yields unconditional stability. Together with the approximation of
the H~'-metric described above we arrive at the semi-implicit scheme

VerT -V
QM m dx +/+dm = 0
/Q k+1T 0 |¢Z,T|
/Q LYW+ QM) - (PeVim) dr = 0

/(¢k+1 ") d$+/Q(PkVQZil)'(kan3) de = 0,

which is a level set analogue of the scheme used in [20] for graph represen-
tations.

Example 3: Willmore Flow As an example with an higher-order
energy we consider the Willmore flow, characterized by the L?-metric and
the energy and average energy functional, respectively,

e[T] = ;/Fh2 de  Elg] = ;/ﬂmw\ do
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with the mean curvature h and its averaged version H. Obviously we use the
same approximation of the L2-metric as in the case of the mean curvature
flow, so that it only remains to derive an energy approximation.

As noticed in Section 2, the energy functional can be calculated from
the Lagrangian

VR
Alp,U, R] :;/QUZMM d:z+/ﬂ <—UR+VT5WZ> dz.

We can then compute the variations

i - ()
AU Rim = [ (UIV6] = R da
oAU R = [ (<Um+ ) do

O onho.URlnm) = [ W da

OOV Rmm) = = [ mm.

In order to complete the derivation of the semi-implicit scheme with the
above quadratic form of an approximate Lagrangian AF it remains to specify
the functionals F}]f, Glfl and \Ifz We shall highlight one possibility in the
following, which actually yields a similar scheme as used in [24]. The idea of
the choice is to look at the energy term (the first integral in A) for fixed U
and fixed ¢, respectively. For fixed U we obtain a weighted area functional
and consequently use an analogous approximation as for area functionals
above, namely

1 |V — VT2
Fp[g] = 4/Q(U;?’ )QW dz
k

For fixed ¢ the functional of U is already quadratic, so it seems natural to
use the second-order term in the Taylor expansion

1 T T
Gh[U] = 2/9(U—U,ff’ PIVeT| da.
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Altogether, this yields the approximate Lagrangian

. 1 Vo> — |V |2
A*[p,U R = = / <U2\v¢’”+(Uth)2 k dx +
2 Ja g g 2|V
P I-P hry
+/ (—UR+( kYot h“T)W’f ) VR> dx.
Q ’V¢k7 |

The resulting semi-implicit scheme is

h,T h,T h,T
) _ ) v ) _v
J (w'““ o (e T, m) v
Q 7‘|V¢k’ | |V(Z)k’ |

‘/WWﬁﬂ—mmdrz 0
Q

h,Ty
/(_Un3+(ka¢+(I—PhkT)v¢k ) vn3> . — o
Q Vo, |

for all test functions n; € V.

Example 4: Regularized Anisotropic Motion Laws. As a final
example we consider the curvature regularization of an anisotropic surface
energy, i.e.

62
el = [ Gn) + G2 do,

which is of particular interest when 7 (respectively its one-homogeneous
extension to R?) is not convex. The averaged version of the energy is given
by

E|¢] —/Q<7(V¢)+62H2\v¢|) dz.

In this case it is of practical interest to consider both the mean-curvature
type flow (L2-metric) and the surface diffusion flow (H~!'-metric) for this
energy (cf. [11, 13])

For the approximations of the L?-metric or H ™ '-metric we can use ex-
actly the same schemes as for the mean curvature or for the surface diffusion
flow, respectively. Moreover, we can use the same approximation of the cur-
vature dependent term as for the Willmore flow. Thus, we only provide an
approximation of the first term in the energy

amzzjwww.
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A simple appoximation with isotropic higher-order part is given by

A (Vo - w’;ﬂ) .

EY[g] = /Q <V(V¢)+(V7)(V¢>)(V¢WZ’TH T
k

If X\ is chosen large enough it is easy to see that E{“ actually majorizes Ej.
A detailed discussion of semi-implicit schemes for regularized anisotropic
motions can be found in [13].

5 Redistancing

It is worth noticing that for energy functionals depending on higher than first
derivatives, the ”global” level set approach is not well-defined. In this case
the resulting evolution equation is a partial differential equation of higher
than second order, and therefore does not satisfy a comparison principle.
Consequently, even if a solution to the equation for the level set function
¢ exists, one cannot guarantee that ¢ is continuous and that its level sets
are still the boundary of the sublevel sets (due to possible intersection and
annihilation of level sets). This means that the level set approach can only
be interpreted in a local sense, i.e., the level set function only satisfies the
partial differential equations at the zero level set. Since one is not really
interested in the other level sets of ¢, one can use an arbitrary extension
such as the signed distance function. In a theoretical approach this means
one looks for a solution ¢, which satisfies the partial differential equation
only on the implicitly defined set {¢ = 0}, and is a signed distance function
in the remaining part of €. In a practical approach one first computes
one small time-steps of the partial differential equation (i.e., one violates
the constraint of being a signed-distance function) and then performs a re-
distancing step (i.e., one computes a suitable projection to the constraint
set of signed-distance functions).

As any redistancing slightly changes the interface, it should only be done
if necessary. In our implementation we check the norm of the gradient of
the level set function ¢ in a band around the zero level set which is about
the grid size. If the norm differs too much from one, redistancing is carried
out.

Our redistancing algorithm is an approach for unstructured grids based
on a local Hopf-Lax formula which was introduced in [10] and given in detail
for two dimensions therein. In [41] it was extended to three dimensions. In
the following we give a brief outline of the idea behind and describe the
algorithm in detail. Let é be a level set function which gives implicitly
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the interface T, i.e. I' = {z € Q|¢(z) = 0}, and QF = {z € Q| () >
0}, ={z€Q|¢(x) <0} denote the domain with positive and negative
level sets respectivly. We want to construct a signed distance function with
respect to the zero level set of (;3 It is sufficient to calculate a distance
function. The sign then can easily be added with the help of .

The eikonal equation

IVu| = 1 onQ
Uopo = 9
with adequate function g is a Hamilton-Jacobi equation of the type

H(z,Vu) = 1 onQ (41)
u‘ag = g. (42)

In can be shown that under certain assumptions on H and g a solution of
(41), (42) is given by the Hopf-Lax formula. For the eikonal equation where
H(Vu) = |Vu| — 1 the Hopf-Lax formula reads

u(z) = min (g(y) + [z — y|).
ye
The principle idea of the redistancing algorithm is to apply the Hopf-Lax
formula on a local discretized problem.

Let €, be a polygonal approximation of €2, 7}, the corresponding trian-
gulation and V" the set of linear finite element functions on €;,. We denote
T, the set of elements o € 7}, which are cut by the interface (”interface
elements”), i.e.

T) ={o € Ty|onTy # 0},

with 'y, the discretized interface given implicitly by the level set function
én € VP, and

We are looking for the solution of the discretized problem

Vo] = 1 on (43)
9h; (44)

Pn loQ!

where for a vertex xp, the value gp,(z},) is the distance of xj, to the discretized
interface I'y,. For each vertex xp, ¢ Q}IL and its local element patch wy(xp)

22



which is defined as the interior of the union of all elements o € T,\T,/
containing xy, a solution of the local discretized problem

IVor| = 1 on wpy(zp)
Phiown(en) = Ih
is given by the local Hopf-Lax formula

Oh(xp) = min  (gn(y) + |z —yl).
yEOwp ()

The solution of (43), (44) results now from an iterative application of the
local Hopf-Lax formula for the vertices x; of the triangulation. We define
the local Hopf-Lax update by

. B f o
(Anon)(zn) = yeég;lf(lmh)(%(y) + lzn = yl) or zp, ¢ Qf
On(n) for x, € QL.

A possible redistancing algorithm consists in traversing all vertices zj until
the Hopf-Lax updates do not give new values or to be more precise until for
any small tolerance tol we have |(Apép)(zp) — dp(zp)| < tol for all vertices
xp. Because our approach is a slight variation of this idea, we give a short
explanation for the convergence of the Hopf-Lax updates which is based on
a monotonicity argument: The sequence (u})n>o defined through

o0 for x of
) = L

gn(zp) for xj, € Q,
and

ot = Aoy
is decreasing monotonously,
gl <gr <. < gl <.

As for each vertex xp, there is the lower bound

op(xp) > min gn(yp) for all n >0,
Yn€ h

the sequence converges uniformly to a function ¢y,.
Our approach uses an element based Hopf-Lax vertex update

min  (p(y) + |lzn —yl)  for zp, ¢ Qf
(Apédn)(zp, o) = { ved(wn(@n)No) h (45)
Pn(n) for z, € QL.

We make use of the following redistancing algorithm:
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D(w)—P(u) "
h h h B

<I>h (Vh) - <I>h(uh)

Figure 1: 3d-Hopf-Lax vertex update algorithm: Shows the rotation of an
element with respect to ¢y (on the left) and restrictions to the existence of
this rotation (on the right).

1. For all vertices zp in Q{L:
Calculate the distance gh(xh) to the discretized interface.

on(zn) = {oo for z, ¢ Q}IL

gn(xp) for zj € Qi

3. Do
For all grid elements o:
For all vertices xp in o:
If ([(Angn)(zn) — dnlzn)| > tol)
on(@n) = (Andn)(@n) -
While (Hopf-Lax vertex update has been performed during grid
traverse) .

The algorithm finishes after a finite number of iterations because the
monotonicity property is maintained. In the rest of the chapter we describe
in detail the algorithm for the calculation of the Hopf-Lax vertex update
(45). It only makes use of geometric considerations. For dimensions two, it
is quite short, the implementation only takes a few lines. The algorithm is
given in [10]. We now describe an algorithm for dimensions three.

We denote HL_2d(xp,0), HL_3d(xp, o) the Hopf-Lax vertex update for
the vertex xj in element o for dimensions two and dimensions three respec-
tivly. To explain the algorithm we employ a geometic interpretation of the
Hopf-Lax vertex update HL_3d(xp, o). Denote up, vy, wy the vertices in o
in the face opposite to x. Now we place ¢ in three-dimensional space such
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P_C

P_AC P_BC
P_ABC

P_A P_AB P_B

Figure 2: 3d-Hopf-Lax vertex update algorithm: Possible positions of the
projection point D with respect to Aapc.

D e P ABC: HL3d(xp,o) = distance of xj, to x-y-plane
DePA: HL,3d(xh,J) ¢h(uh) + ]xh — uh]
DeP.B: HL,?)d($h, ) th(vh) + |:Eh - Uh|
DeP(C: HL,?)d(.%'h,O') (bh(’u}h) + ‘J}h — wh|

(zh,0)
(zh,0)
(zh,0)

Q
I

D e P.AB: HL3d(xp,0)=HL2d(xh, DNgpupuy,)
De P AC: HL.3d Th,O HL,2d(£L‘h, Axhuhwh)
D e P.BC: HL3d(xy,0)=HL2d(xp, Ny oyw,)

Table 1: 3d-Hopf-Lax vertex update algorithm: Calculation formula for the
Hopf-Lax update depending on the position of D (see Figure 2).

that up, has the height ¢p,(up) over the x-y-plane, vy, the height ¢, (vy,) and
wy, the height ¢, (wp,). That means the x-y-plane serves as an approximation
of the interface, see the left picture in figure 1. If the perpendicular line from
the rotated zj, to the x-y-plane passes through A, ., w, the Hopf-Lax vertex
update is the distance of xj to the x-y-plane. In other cases we need further
geometric arguments. Denote A the projection of uj on the x-y-plane, B
the projection of vy, C the projection of wy, and D the projection of xy.
Then the position of D can be described by the areas defined in figure 2.
Let y(xp) be defined through

y(zn) = argming s, (z,)n0) (90 (Y) + (20 — yl).

The position of D gives the position of y(z). For example, if D is situated
in the area P_AB, the point y(z,) lies on the edge of o containing uy, and vy,.
That means the Hopf-Lax vertex update is obtained as the two-dimensional
Hopf-Lax vertex update on a face of o, namely

HL3d(zp,0) = HL2d(xh, Dgpuper)-

25



Or, if D lies in the area P_C, we have y(xp) = wy. Thus depending on
the position of D, the three-dimensional Hopf-Lax vertex update can be
calculated as in table 1. Our algorithm now consists in first performing the
above rotation with respect to the distances ¢y (up), ¢n(vy) and ¢p(wy,), and
then calculating the update as in table 1.

In some cases the rotation is not possible. Let us consider the rotation
to be done in three steps: First we arrange the vertices uy,, vy, and wy such
that

on(un) < on(vn) < dn(ws). (46)
Then the edge [up,vp] is rotated appropriatly. This is only possible if
On(vn) — dn(un) < [vn — unl. (47)

And finally we position the edge [up, wp]. The right picture in figure 1 shows
a rotation of Ay, ,,w, into the x-z-plane and illustrates that the second
rotation is only possible if

0<a+3 < w/2 (48)
On(wn) = ¢n(un) sin(a + ), (49)

[wp, — up|

IA

with the angles a and ( defined in the figure. The algorithm for the three-
dimensional Hopf-Lax vertex update HL_3d(z, o) is now as follows:

1. Arrange up, v, and wp, as in (46).

2. If (rotation of o is possible, i.e. (47)-(49) are fulfilled)
Rotate ¢ and calculate HL_3d(xp,0) as in table 1.
Else
HL 3d(xp,0) is the minimum of the two-dimensional
Hopf-Lax vertex updates for x;, on the faces of o
containing xj.

The described algorithm is well suited for unstructured grids. Further
speed up can be achieved by an ordered element travers, in which elements
near the interface are visited first.

6 Implementation and results

The derived numerical schemes are implemented in the adaptive finite el-
ement toolbox AMDIS [4]. The toolbox provides a framework for the effi-
cient solution of systems of partial differential equations by adaptive finite
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elements on unstructured grids. For details on the software we refer to
[42, 41, 43].

Inorder to reduce the computational overhead associated with the level
set method we use adaptive mesh refinement and coarsening. Thus only
within a small neighborhood (narrow band) arround I'(¢) = {¢(-,t) = 0} we
allow for a fine resolution of the grid. Whereas away from the zero level set
the grid is coarsend. As an indicator for refinement and coarsing serves the
signed distance function.

In all simulations we use piecewise linear finite elements and solve the
resulting linear system using a Schur complement and a GMRES solver.

As examples we consider variants of the H ~!-gradient flow of the energy

e1[I'] :/’yda, and e[l :/h2 do,
r r

with v = v(n). Fig. 3 shows the evolution of a cube to a sphere by sur-
face diffusion (y = 1). It is an example for a fourth order equation. The
discretization is described in detail in Section 4.

As an example of a sixth order equation we use a combination of the
energies e; and eg

62 )
63[F]:/’7+2h dO',
r

with € a small parameter. Such energies arise in materials science with
being non-convex [23, 33, 27, 38]. Thus the curvature term can be viewed as
a regularization. For an approach to discretize the equations resulting from
the anisotropic term we refer to [13]. The discretization of the remaining
terms is described in detail in Section 4. Fig. 4 shows the evolution of a cube
to the Wulff shape by curvature regularized anisotropic surface diffusion.
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Figure 3: Evolution by surface diffusion (isotropic evolution). Simulation
parameters: [0, 4] x [0, 4] x [0, 4] grid, grid size h = 0.05, timestep At = 1075,
From top left to bottom right: ¢ = 0.0, 0.001, 0.005, 0.01.
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Figure 4: Evolution by curvature regularized surface diffusion (anisotropic
evolution). Simulation parameters: [0,4] x [0,4] x [0, 4] grid, grid size h =
0.05, timestep At = 107%. From top left to bottom right: ¢ = 0.0, 0.001,
0.005, 0.01.
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