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Abstract

In this paper we present several mathematical models that can be used to create approximate
solutions of the three dimensional Schroedinger-Poisson equation in layered semiconductor devices.
A general algorithmic strategy that can be used to create efficient solution procedures for each of
these models is described. Computational results demonstrating the accuracy and efficiency that
can be obtained with the use of these models is presented.
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1. Introduction

Recent interest in quantum information processing has led to a focus on the design of layered semicon-
ductor devices that allow one to directly control electron confinement and to manipulate isolated electronic
states (quantum dots) through electrostatic and magnetic fields. (For an excellent overview of the physics
of few-electron quantum dots, see [8].) In such devices, vertical confinement of electrons is accomplished by
a combination of an applied potential and quantum wells created by the layering of materials with differing
band offsets. Lateral confinement of the electrons is accomplished by an applied potential whose form is
determined by the gate structure on the surface of the device and voltages applied to these gates. The struc-
ture of one of these devices is shown in Figure 4.1. The need for simulation arises because of the necessity to
explore a large number of device structure and gate configuration parameters to find those designs that are
likely to lead to functional devices. In this paper we present several mathematical models that can be used
as a basis for the construction of simulations of layered semiconductor devices. We also present a general al-
gorithmic strategy for solving the equations of these models and demonstrate through computational results
that it is possible to create highly efficient simulations of three-dimensional layered semiconductor devices.

In the preliminary design of layered semiconductor devices for quantum computing, one is principally
interested in developing devices in which the electronic structure can be controlled by an appropriate ap-
plication of gate voltages. For this task, the Schroedinger-Poisson model, a model where the electrostatic
interactions of the electrons are included but spin effects are ignored, is used directly [4][5][6][10][17][18] or
as part of a multi-scale approach [12][13][21]. The benefit of using a Schroedinger-Poisson model is that the
states in the model are obtained by solving a one particle Schroedinger operator rather than a multi-particle
Schroedinger operator. Even with the simplifications afforded through the use of this model, the compu-
tational task can be quite demanding, especially when one is required to run hundreds, if not thousands,
of simulations to explore parameter space during a design process. To reduce the computational cost of
such explorations, one often employs simplified models, models whose solutions can be computed much more
efficiently than the solutions to the complete Schroedinger-Poisson model.
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The one dimensional and two dimensional Schroedinger-Poisson models are commonly used approximate
models [9][16], and in this paper we present other approximate models that can be used, in particular
models that are especially appropriate for simulating three-dimensional devices. These additional models
arise from asking the mathematical question “what simplified mathematical structure would allow us to
create solutions more efficiently” rather than by asking “what simplified physics would allow us to create
solutions more efficiently”. Since these models originate with a desire to compute fast solutions, and not
adhere to any particular physics principles, there is some question as to their utility. We are pleased to
report, and will demonstrate through computational results, that the simplified models presented work very
well and provide answers of sufficient accuracy for many design questions. Moreover, with the use of these
models, the computation time is often reduced by one to two orders of magnitude.

With the existence of several models, one or more of which may be used in any specific design investigation,
comes the problem of creating implementations for each of them. In this paper we describe a general
algorithmic strategy that can be used for all of the models presented. The main feature of this algorithmic
strategy consists of transforming the problem of solving the equations “self-consistently” into one of evolving a
time-dependent partial differential equation to steady state using a family of stabilized Runge-Kutta methods
[2]. This latter procedure can be implemented as a “generic” code, and, through the use of object oriented
computing techniques, is applied to each of the models described. In this approach, computational efficiency
is obtained by creating efficient implementations of methods for solving Poisson’s equation and Schroedinger’s
equation. We will describe how efficient solution procedures for each of these equations that can be obtained
by exploiting the layered structure of the devices. One aspect of the algorithmic strategy described is that
it does not require the formation of gradients of the non-linear system of equations that must be solved. In
this regard it differs from the procedures described in [10][17][18] and possesses linear convergence behavior.
We have been willing to accept this linear rate of convergence in exchange for simplicity of implementation,
robustness with respect to numerical parameters and alternate models, and a running time that has proven
to be quite acceptable.

In the second section of this paper we present the equations for the Schroedinger-Poisson model and then
give the equations associated with commonly used simplified models and additional models that have proven
useful for the creation of efficient codes. In the third section we describe the general computational strategy
that is used for all of the model equations and give specific details that enable efficient implementations. In
the last section we present computational results.

2. Schroedinger-Poisson Equations

2.1. 3D Schroedinger-Poisson Equations
The Schroedinger-Poisson model is a coupled system of PDE’s consisting of an equation for the potential

(1) and a single particle Schroedinger equation (2).

∇ · (~κ(~x) · ∇φ(~x) ) = q ρ(~x) (1)

−~
2

2
∇ · (~β(~x) · ∇Ψ(~x) ) + [φ(~x) + ∆Ec(~x)] Ψ(~x) = EΨ(~x) (2)

The use of these equations assumes that the electrons interact solely through the electrostatic field and spin
effects are ignored.

In the equation for the potential (1), ~κ(~x) is the vector of dielectric coefficients and ρ(~x) is the elec-
tron density. In the single-particle Schroedinger equation (2), Ψ(~x) is the wave function, E the energy,
~β(~x) = ( 1

m∗x(~x) ,
1

m∗y(~x) ,
1

m∗z(~x) ) is the vector of effective mass coefficients, and ∆Ec the pseudopotential energy
due to the band offset at the heterointerfaces. As a consequence of the layered structure of the devices being
considered, the vector of dielectric coefficients ~κ(~x), the effective mass coefficients, ~β(~x), and the pseudopo-
tential energy, ∆Ec, are piecewise constant functions in the vertical direction. The electron density ρ(~x) is
given by

ρ(~x) = −ND(~x) + σb(~x)− n(~x). (3)
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Here, ND(~x) is the ionized doping density, σb(~x) a background hole concentration, and n(~x) is the density
of bound state electrons. In the zero temperature limit the bound state electron density takes the form

n(~x) = 2
∑

Ek <EF

Ψ∗k(~x) Ψk(~x) (4)

where, as indicated, the sum is over the states whose energy Ek is less than the Fermi energy EF . The factor
of 2 accounts for the spin degeneracy.

When solving (1) for φ(~x), periodic boundary conditions are assumed for the transverse directions and
homogeneous Dirichlet conditions are used at the top and bottom boundaries of the computational domain (a
slight modification of the procedure allows one to accommodate alternate boundary conditions, e.g. surface
charge boundary conditions). At the bottom boundary (z = L) of the computational domain the potential
φ(~x) is set to a value φ∞, where φ∞ is given by

φ∞ =
(

3π2~3σs

2
√

2m3/2

)2
3 + Ef (5)

This formula is derived by requiring that the induced charge in a uniform substrate cancels a background hole
concentration, σs, in the substrate. The depth, L, at which the boundary condition is enforced is empirically
chosen to be of sufficient size so that any increase in size induces only negligible changes in the computed
potential.

The boundary conditions for the wave functions determined by Schroedinger’s equation, (2), consist of
periodic boundary conditions in the transverse directions and homogeneous Dirichlet conditions at the top
and bottom boundaries of the computational domain. Typically, the vertical extent of the computational
domain used to solve (2) is taken to be much smaller than the full vertical extent of the device. This is an
acceptable procedure because for layered quantum well devices the bound state wave functions are strongly
localized in the vertical direction about the quantum wells.

2.2. The Reduced Dimension Schroedinger-Poisson Equations
The Schroedinger-Poisson equations (1)-(2) consist of a coupled systems of PDE’s for functions of three

spatial variables. In many circumstances, the potential in a device will only have variation in the vertical
direction, φ(x, y, z) = φ(z), or only variation in the vertical direction and a single transverse direction,
φ(x, y, z) = φ(y, z). In such cases, the equations (1)-(2) can be transformed into a set of equations of
reduced spatial dimension. The foundation for this reduction is the separability of the Schroedinger operator
under these assumptions. When there is no transverse variation in the potential boundary conditions, the
dielectric constants, the doping densities and the background hole concentrations, the potential associated
with a solution of (1) will be a function of the vertical coordinate alone, e.g. φ(x, y, z) = φ(z). If the vector
of effective mass coefficients also has the form ~β(~x) = β̃(z) = ( 1

m∗x
, 1
m∗y

, 1
m∗z(z) ) then the eigenfunctions of (2)

are of the form
Ψ(x, y, z) = η(z) e 2πikx

x
D e 2πiky

y
D

where D is the size of the periodic domain in the transverse directions. If one inserts these specific forms for
φ and Ψ into the Schroedinger equations (2) and uses the technique of separation of variables one obtains
(after letting D →∞) the 1D Schroedinger-Poisson equations

d
dz

(κ(z)
dφ(z)

dz
) = q ρ(z) (6)

−~
2

2
d
dz

(βz(z)
d Ψ
dz

) + [φ(z) + ∆Ec(z)] η(z) = E η(z) (7)

3



with βz(z) = 1
m∗z(z) , the electron density ρ(z) given by

ρ(z) = −ND(z) + σb(z)− n(1)(z) (8)

and n(1)(z) is defined by
n(1)(z) = 2

∑
Ek <EF

D
(2)
k η ∗k(z) η k(z). (9)

Here D(2)
k is the 2D density of states functional

D
(2)
k =


(EF − Ek)

√|my| |mx|
2π~2

Ek < EF

0 Ek ≥ EF

(10)

For a derivation of the 2D density of states functional, and information about how to include the effects of
finite temperature, see [15].

Similarly, under those circumstances where the potential has only transverse variation in one direction,
φ(x, y, z) = φ(y, z), then the eigenfunctions of (2) are of the form

Ψ(x, y, z) = η(y, z) e 2πikx
x
D

If one follows a procedure similar to the derivation of the 1D Schroedinger-Poisson equations, one obtains
the 2D Schroedinger Poisson equations

∇ · (κ(y, z)∇φ(y, z) ) = q ρ(y, z) (11)

−~
2

2
∇ · (β̃(y, z) · ∇Ψ(y, z) ) + [φ(y, z) + ∆Ec(y, z)] η(y, z) = E η (y, z) (12)

with β̃(y, z) = ( 1
m∗y(y, z) ,

1
m∗z(y, z) ), the electron density ρ(y, z) given by

ρ(y, z) = −ND(y, z) + σb(y, z)− n(2)(y, z) (13)

and n(2)(y, z) is defined by
n(2)(y, z) = 2

∑
Ek <EF

D
(1)
k η ∗k(y, z) η k(y, z). (14)

Here D(1)
k is the 1D density of states functional [15].

D
(1)
k =


−

√
2(EF − Ek)

√|mx|
π~

Ek < EF

0 Ek ≥ EF

(15)

In a typical layered device all coefficients of the effective mass will vary with the vertical coordinate, e.g.
~β(~x) = ( 1

m∗x(z) ,
1

m∗y(z) ,
1

m∗z(z) ). In such cases the separability assumption underlying the above derivation is
not satisfied. However, quite reasonable approximate models can be obtained by approximating m∗y(z) and
m∗x(z) by their values in the layers forming the quantum wells. When such approximations are made, we refer
to equations (6)-(10) as the 1D Schroedinger-Poisson equations and (11)-(15) as the 2D Schroedinger-Poisson
equations.
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2.3. 2D and 3D Separable Approximations
The most computationally demanding aspect in the numerical solution of the Schroedinger-Poisson equa-

tions is the solution of the eigenproblem (2). One approach to improving the efficiency of codes for solving
the Schroedinger-Poisson equations consists of approximating the problem specified by (1)-(2) by sets of
equations whose eigensystem calculation is not as computationally demanding. For example, if one is mod-
eling devices where the potential is well approximated by a function of one or two variables, then one can
use the 1D or 2D Schroedinger-Poisson equations described above to reduce the computational cost. Below
we describe other sets of approximate equations whose solutions can be obtained at greatly reduced compu-
tational cost. The solutions obtained with these approximations are often sufficiently accurate to be used as
an alternative to those obtained by solving (1)-(2), or as solutions to provide good initial iterates and/or an
eigensystem basis required for the solution of (1)-(2).

The reduced computational cost of the 1D and 2D Schroedinger-Poisson equations is primarily due to
the reduced spatial dimension of the eigenproblems (7) and (12) associated with these sets of equations.
The reduced dimension of the eigenproblems occurs because the form of the potential allows one to use
the technique of separation of variables and a three dimensional eigenproblem (2) is transformed into that
of solving a one dimensional and a two dimensional eigenproblem. In the case of the 1D Schroedinger-
Poisson equations, the one-dimensional eigenproblem is given by (7) and is solved numerically while the
two-dimensional eigenproblem is solved analytically with results implicitly incorporated in the density of
states functional (10). Similarly, in the 2D Schroedinger-Poisson equations, the two-dimension eigenproblem
is given by (12) and is solved numerically, while the one-dimensional eigenproblem is solved analytically with
results implicitly incorporated into the 1D density of states functional (15).

Observing that the reduction in the dimension of the eigenproblem occurs because of the separable nature
of the Schroedinger operator leads one to consider sets of approximate equations where the original potential
equation (1) is retained but the potential term, φ, occurring in the Schroedinger equation, (2), is replaced
by an approximate potential Φ(~x). This latter potential is functionally dependent upon φ and is constructed
so that first, it well approximates φ, and second, it has a form that leads to eigenproblems with product
eigenfunctions, e.g. eigenfunctions that can be calculated by solving two lower dimensional eigenproblems.

There are several choices for Φ(~x). Given a solution φ of (1), a particularly useful choice of Φ(~x) for the
3D Schroedinger-Poisson equations in layered quantum well devices is

Φ(~x) = φ̃1(z) + φ̃2(x, y) (16)

where
φ̃1(z) =

1
LxLy

∫ ∫
φ(x, y, z) dx dy − 1

2
φ̄ φ̃2(x, y) =

1
Lz

∫
φ(x, y, z) dz − 1

2
φ̄ .

The computational domain is assumed to be a rectangular region with sides of lengths Lx, Ly and Lz
respectively and φ̄ is defined as

φ̄ =
1

LxLyLz

∫ ∫ ∫
φ(x, y, z) dx dy dz .

This choice of approximation has the property that the integral of φ is preserved, and if φ is already in the
form of a sum of functions (16), the formulas reproduce (up to a constant) those functions. Moreover, if
φ(x, y, z) is discontinuous along z coordinate lines, the discontinuity is preserved by the approximation.

When the above choice for Φ(~x) is inserted for φ in (2), the resulting equation is separable and one is
lead to the “3D separable approximation” to the Schroedinger-Poisson equations;

∇ · (~κ(~x) · ∇φ(~x) ) = q ρ(~x) (17)

−~
2

2
d
dz

(βz(z)
d η
dz

) + [φ̃1(z) + ∆Ec(z)] η(z) = λ η(z) (18)
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−~
2

2

(
∂

∂x
(βx

∂ γ

∂x
) +

∂

∂y
(βy

∂γ

∂y
)
)

+ φ̃2(x, y) γ(x, y) = µγ(x, y) (19)

The expression for the density, ρ(~x), is given by (3) and in the formula for the contribution to the density
from the occupied states (4), the eigenfunctions and energies of the Schroedinger operator are given by
Ψk = γi(x, y)ηj(z) with Ek = µi + λj .

Similarly, to obtain sets of approximate equations for the 2D Schroedinger-Poisson equations (11)(15), a
useful approximation for Φ is

Φ(z, y) = φ̃1(z) + φ̃2(y) (20)

where

φ̃1(z) =
1

Ly

∫
φ(y, z) dy − 1

2
φ̄ φ̃2(y) =

1
Lz

∫
φ(y, z) dz − 1

2
φ̄

and
φ̄ =

1
LyLz

∫ ∫
φ(x, y, z) dy dz .

When the approximation (20) is used in (12), then this leads to the “2D separable approximation” to the
2D Schroedinger-Poisson equations;

∇ · (κ(y, z)∇φ(y, z) ) = q ρ(y, z) (21)

−~
2

2
d
dz

(βz(z)
d η
dz

) + [φ̃1(z) + ∆Ec(z)] η(z) = λ η(z) (22)

−~
2

2
d
dy

(βy
d γ
dy

) + φ̃2(y) γ(y) = µγ(y) (23)

The expression for the density, ρ(~x), is given by (13) and in the formula for the contribution to the density by
the occupied states (14), eigenfunctions and energies of (12) are given by Ψk = γi(y)ηj(z) with Ek = µi+λj .

2.4. Local Density of States Approximations
Other approximations to the Schroedinger-Poisson equations are based upon constructing approximate

charge densities that do not require the numerical solution of the Schroedinger operator or only require the
solution of one of the Schroedinger operators in the separable approximations described above. The simplest
of these is the “3D local density of states approximation”. The equations for this approximation consist of
the original potential equation

∇ · (κ(y, z)∇φ(y, z) ) = q ρ(y, z) (24)

and a contribution to the charge density from the occupied states, n(~x), given by

n(~x) =

 −2
√

2
3

(Ef − φ(~x))
3
2
√
mxmymz

π2~3
φ(~x) < Ef

0 φ(~x) ≥ Ef
(25)

The assumption made here is that at a given point ~x, the local charge density due to the occupied states is
approximated by the density in a uniform material with a constant potential whose value is given by φ(~x).
In this approximation, no eigensystem solution is required.

A “1D quantum 2D local density of states approximation” can be obtained by using a local density of
states only in the transverse directions. Specifically, a 3D separable approximation (17)-(19) is used, but the
contribution to the charge density from the solutions of (19) is replaced by a local two-dimensional density
of states approximation. Thus, the equations in this approximation are

∇ · (κ(y, z)∇φ(y, z) ) = q ρ(y, z) (26)
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−~
2

2
d
dz

(βz(z)
d η
dz

) + [φ̃1(z) + ∆Ec(z)] η(z) = λ η(z) (27)

where φ̃1 is constructed from φ using (16) and

ρ(~x) = −ND(~x) + σb(~x)− n(~x). (28)

n(z) = 2
∑

Ek <EF

D
(∗)
k η∗k(z) ηk(z) (29)

Here D(∗)
k is the 2D local density of states functional

D
(∗)
k =

 (EF − λk − φ̃2(y, z))
√|my| |mx|

2π~2
λk + φ̃2(y, z) < EF

0 λk + φ̃2(y, z) ≥ EF

(30)

The use of these equations requires only the solution of the one dimensional eigenproblem in the vertical
direction.

3. Computational Solution Procedure

3.1. Self consistent iteration:
The Schroedinger-Poisson equations (1.1)-(1.2) and every set of approximate equations given in the

previous section have the general structure

Lφ = S(Ψ) (31)
H(φ) Ψ = EΨ

where L is a Poisson operator, S(Ψ), is the source density due to any doping and the occupied states, and
H(φ) is the Schroedinger operator with a potential depending on upon φ. Since the source density can be
evaluated for any φ, we can express these two equations as a single non-linear equation for the potential,

Lφ = S(Ψ(φ)). (32)

Here S(Ψ(φ)) represents the functional that is evaluated by obtaining a solution to Schroedinger equations
(or an approximation to it) with a given φ, and then constructing a source density based upon that solution.

Our solution procedure consists of first transforming this problem into a root finding problem by applying
L−1 to both sides of (32) and rearranging terms,

0 = L−1 S(Ψ(φ))− φ
The solution of this equation is then found by evolving the PDE

∂φ

∂t
= L−1 S(Ψ(φ))− φ (33)

to steady state using a “method of lines” approach and specially designed explicit Stabilized Runge-Kutta
methods [2] to compute the solution of the resulting ODE’s. Since the ODE methods are explicit they lead
to an explicit self-consistent iteration strategy for solving equations that have the general form (31).

The reduction of the problem to one of finding a solution to a single non-linear partial differential equation
is similar to the approach used in [10] and [11] where the Schroedinger-Poisson equations are transformed into
a fixed point problem for the charge density. The potential was used in this work as the iteration variable
because the iterative procedure converged rapidly and it allowed for easier implementation of additional
charge accumulation models (e.g. internal and surface charge accumulation models).
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The motivation for the use of an ODE time-stepping scheme to evolve to a solution of the self-consistent
equations arises from the recognition that the “simple” self-consistent iteration with relaxation factor α for
(32) has the form

Lφ∗ = S(Ψ(φn))
φn+1 = αφ∗ + (1− α)φn

and can be expressed as

φn+1 − φn
α

= L−1 S(Ψ(φn))− φn

Thus, this commonly used iteration is equivalent to using forward Euler time-stepping to advance (33)
to steady-state. For many problems this simple self-consistent iteration requires a small relaxation factor
in order for convergence to be obtained. Since the relaxation factor can be interpreted as a timestep, this
indicates that the system (33) can be moderately stiff. Our procedure consists of using explicit ODE methods
that are specifically designed to allow for rapid advancement to steady state of moderately stiff ODE’s in a
numerically stable manner (e.g. have large regions of absolute stability).

There are several benefits in using an iteration strategy based upon explicit ODE time-stepping methods.
The first is that the resulting iteration is gradient free, and one avoids the complications that are introduced
by forming gradients of functionals that are non-linearly dependent upon an eigensystem computation.
Moreover, we have found that the iteration scheme is remarkably robust and has proven a reliable method
that allows for the inclusion of additional models of charge accumulation and a variety of boundary conditions.
Another benefit is that the iteration strategy is independent of the dimension or any particular model of
the Schroedinger operator used, a fact that can be exploited when constructing codes that implement this
strategy. Specifically, one can create a single templated class that implements the stabilized Runge-Kutta
methods in [2], and by using instantiations of this class, obtain an iteration procedure for all of the sets of
equations described in this paper

When using iterative methods based upon explicit time-stepping techniques, computational efficiency
is obtained by developing efficient procedures for the evaluation of the right hand side of (33), e.g. the
functional

L−1 S(Ψ(φk))− φk

where φk is the potential at a particular timestep or an intermediate stage in the Runge-Kutta method. The
evaluation of this functional is performed in three steps. The first step is the solution of the Schroedinger
equation (or approximation to it) and the construction of the charge density based on this solution, S(Ψ(φk)).
The second step consists of determining the potential induced by this charge density, φ∗ = L−1 S(Ψ(φk)),
by solving the Poisson problem Lφ∗ = S(Ψ(φk)). The last step consists of computing φ∗ − φk. Thus,
computational efficiency of each iteration depends entirely on the construction of efficient techniques for the
solution of Schroedinger’s equation and Poisson’s equation. In the case of layered quantum well devices, one
can create discretizations and efficient solution techniques for these discretizations that exploit the specific
nature of the geometry.

3.2. Computational Grid
The computational grid used to solve the potential and the Schroedinger equation is block structured

with each grid block having a uniform rectangular mesh. All grid blocks share the same mesh widths in the
transverse directions, while in the vertical direction, the grid blocks have differing mesh widths. In order to
accurately resolve the wavefunctions obtained by solving Schroedinger’s equation, the mesh in the vertical
direction of the grid blocks in the region near the quantum wells are highly refined. The devices under
consideration are layered semiconductor devices, with the layers having different material properties. The
grid blocks are constructed so that any material property discontinuity in the device is coincident with a
grid block boundary.
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3.3. Schroedinger’s Equation
The approximation of the transverse derivatives occurring in the Schroedinger operators are based upon

standard high order centered finite difference approximations (up to order 8). Standard finite difference
approximations can be used in the transverse directions because the effective mass coefficients are constant
within each layer, and hence each grid block. In the vertical direction, a finite volume based discretization is
used, one that accommodates the discontinuous nature of the effective mass coefficients in the vertical direc-
tion and the differing mesh sizes in each of the grid blocks. With the use of the finite volume approximation
one obtains a non-symmetric discretization, however by appropriate diagonal scaling, one can transform the
discrete equations into an eigenproblem involving a symmetric system of equations.

When a solution of the one-dimensional Schroedinger’s equation is required (e.g. when one is solving (7)
or (18) or (27)) then these solutions are obtained using the linpack routine DSTEVX [3]. This routine was
selected because it has the feature that one can specify a range of eigenvalues to be computed, and thus
avoid the computation of a complete eigensystem.

For the two and three dimensional eigenproblems, we follow the general approach employed by Trellakis
et.al. in [17] and use subspace iteration [14] with Chebyshev polynomial filtering. This procedure was
developed because it targets the computation of the lowest states, is robust with respect to eigenvalue
degeneracy, it can be made computationally efficient, and is relatively easy to implement. Other procedures
[19][22] may prove more efficient, and these are under investigation.

The efficiency of the procedure used for the eigensystem computation, or for that matter, most iterative
eigensystem routines, depends on the relative size of the spectral gaps between the eigenvalues and the
spectral radius of the operator. In this particular problem there is the opportunity to reduce the spectral
radius of the operator by projecting the eigensystem problem onto a lower dimensional subspace, a subspace
that is rich enough in basis vectors to capture the eigenfunctions of interest (e.g. those associated with
the lowest eigenvalues) and excludes those that lead to a large spectral radius but don’t contribute to the
wavefunctions of interest.

A reduced basis that leads to this reduction in spectral radius can be formed by changing the represen-
tation of the functions in the vertical direction from the standard grid node basis to one that consists of the
lowest P eigenfunctions of the 1D Schroedinger operator in that direction. The idea here is to use vectors
associated with vertical direction of the separable approximation (18)-(19) as the basis vectors for the non-
separable approximation. As will be presented in the section on computational results, the number of vectors
in the vertical direction that are required is quite small (approximately 10), and a dramatic improvement in
computational performance can be obtained.

3.4. The Poisson Equation
For layered domains, the separable nature of the Poisson problem allows one to create very efficient direct

(e.g. non-iterative) Poisson solvers. The details of the solvers used are given in [1], however, for the readers
convenience we summarize the main ideas behind them.

The potential in 1D satisfies a Poisson equation with piecewise constant, but discontinuous, coefficients
(6). Moreover, the thin nature of the quantum wells demands that high resolution occur near the quantum
wells. A method that has proven quite useful for such problems is an extension of a method by Wachspress
[20]. Specifically, the solution is represented by a collection of locally exact solutions and the computational
component consists of solving equations for the “free” constants in these solutions so that the local solutions
join together to form a global solution. The benefit of this approach is that discontinuities and mesh
refinement can be handled without difficulty as they occur at the junctions between the local solutions.
The cost of obtaining this analytic solution is that of solving a symmetric, positive definite, tri-diagonal
systems of equations, a task that can be accomplished in a computationally efficient manner (pivoting is not
required). Moreover, because of the analytic nature of the solution, one can use extreme mesh coarsening in
regions where the potential is not needed.

For problems in two and three dimensions one uses basis functions that are the product of one-dimensional
basis functions in the vertical directions times Fourier modes in the transverse directions. For each Fourier
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mode in the transverse direction, the equation that describes its’ variation in the vertical direction is a one
dimensional Helmholtz equation with discontinuous coefficients. Just as with the one dimensional Poisson
problem, Wachpress’s method can be extended to provide very accurate solutions of the one dimensional
Helmholtz equation for these Fourier coefficient. Since the transformation to the Fourier basis is accomplished
using high quality FFT implementations (FFTW [7]), the procedure is computationally efficient.

The surface gates are represented by two dimensional regions on the top of the device where a constant
potential is specified. To avoid complications from discontinuities in the gate potentials, the values on the
gates are extended smoothly to the free surface potential over a short distance away from the gate regions.
This smoothing is necessary to avoid the oscillations in the computed potential due to Gibb’s phenomenon.

A problem also arises in the computation of the potential when the doping for the devices is modeled as
a sheet (e.g. two dimensional) delta function. Rather than wrestle with the difficulties of representing sheet
delta functions on a grid and then adding them to the other sources when solving the Poisson equation, the
contribution to the potential due to these sources is computed analytically and added to the solution of the
equation. In the case of doping with constant sheet density, the potential due to these sources is readily
computed, as it is just a piecewise linear function whose coefficients are determined by requiring continuity
of the potential and appropriate jumps in the derivatives at interfaces between layers of differing dielectric
constants and at doping source locations. For variable sheet doping densities, one can compute a solution
using techniques (and code) from the Fourier-Wachspress procedure [1].

3.5. Occupancy smoothing
A aspect associated with the use of the 3D Schroedinger-Poisson equations is the non-smooth behavior

of the density with respect to occupied states (4). In fact, in the zero temperature limit, the construction
of the density is discontinuous with respect to the occupied states. This discontinuity causes problems
with convergence of the self-consistent iteration and to stabilize the iteration it is necessary to smooth this
transition (essentially introduce the effects of finite temperature). We therefore use the formula for n(x)
that has the form,

n(~x) = 2
∑

Ek <EF + δ
2

σδ(Ek) Ψ∗k(~x) Ψk(~x)

with σδ(Ek) is chosen to provide a smooth transition from 1 to 0 over the interval [− δ2 , δ2 ]. Typical transition
widths, δ, that are required to obtain convergence are .0001 (e.g. in the units associated with the problem
this corresponds to .1 milli-electron volts). For 1D and 2D, no smoothing is necessary. The discontinuity
in the derivatives of the density with respect to occupied states (10) and (15) doesn’t adversely effect the
convergence since the iterative method is gradient free

4. Computational Results

To demonstrate results that can be obtained with the procedure described in the previous sections, we
consider the simulation of a double well quantum device as depicted in Figure 4.1. In this device, the material
properties of two thin layers of InGaAs induce potential wells that confine states in the vertical direction
while voltages applied to the gates on the top of the device induce a potential that confines electrons in the
transverse directions. In the upper well, it is desired to have isolated states forming “quantum dots” and in
the lower well to have multiple states forming a “quantum wire”.

Figure 4.2(a) depicts the potential along a vertical centerline (x= 0, y= 0, z ∈ [0, 400 nm]) in the device
and Figure 4.2(b) depicts the transverse slice of the potential in the upper well (at z = 84 nm for (x,y) ∈
[-250 nm,-250 nm]×[250 nm, 250 nm]). The square notches in the vertical potential are the quantum wells
associated with the layers of InGaAs, and the kinks in the potential in the vertical direction are due to the
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Figure 1: Figure 4.1. Sample device geometry. Lightly shaded regions on top indicate the location of the applied potential
(gates). Lightly shaded regions internally indicate InGaAs layers.

discontinuous nature of the dielectric constants and the sheet doping. A notable feature of the potential in
the transverse directions is the dip in the potential in the center; it is this dip in the potential that confines
the states laterally in the upper well.

(a) (b)

Figure 2: (a) The potential along the vertical centerline and (b) the potential in the transverse directions in the center of the
upper quantum well.

The operational nature of the device can be seen in Figure 4.3 where the potential is rendered volumet-
rically with an isosurface of the charge density embedded within it. In 4.3(a) the gate bias is such that the
charge density is confined to the lower well, and forms a quantum wire that runs between the side gates. In
4.3(b), the potential on the center dot gate is lowered, and a single state occupies the lower well.

One of the principle reasons for simulating these devices is to be able to predict the occupancy of the
upper quantum well as a function of the applied gate voltages. As occupancy occurs when the energy of
the upper well states are below the fermi level, one needs to perform sweeps over applied gate voltages and
monitor the energies associated with upper well states. If the original Schroedinger-Poisson equations (1)-(2)
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are used, then the computation of a single solution is very time consuming because of the need to compute
the large number of the states associated with the quantum wire in the lower well. It is the need to carry
out a large number simulations, and the substantial cost of each simulation that leads one to consider using
the approximate models described in section 2.

(a) (b)

Figure 3: Volumetric rendering of the potential with embedded isosufaces of the electron density for a double well quantum
device. (a) Quantum wire in the lower well (b) Quantum dot in upper well and quantum wire in lower well.

In Figure 4.4(a) the energy of the lowest energy state in the upper well as a function of the gate volt-
age is presented. Two of the curves in Figure 4.4(a) represent results obtained with models described in
section 2 and the third curve, that labelled “Quantum”, represents results obtained by solving the original
Schroedinger-Poisson equations (1)-(2). There are many combinations of the models that can be used to
create approximate solutions, we are reporting those that have proven the most useful for design work (e.g.
give the most satisfactory results with a minimum of computation time). In the use of these models the
approximations are applied separately to the upper and lower well (e.g. a local computation). The need
to use separate calculations is due to the fact that the approximation to the potential created for these
models is more accurate when it is formed using values of the potential that are localized about each well.
The first model utilizes the local density of states approximation (24)-(25) in both wells, the second uses
a quantum-separable approximation (17)-(19) in both wells. As is clear from a comparison of the results
obtained with the models and that obtained by solving the original equations, the models do a good job of
capturing the qualitative behavior of the device as the gate voltages are varied. Of course, the local density
of states approximation does not explicitly utilize discrete states, so it is unable to capture the plateaus that
occur when states are initially trapped in the upper well. However, the use of the quantum-separable model
does capture this behavior rather well.

The computation times corresponding to the results in Figure 4.4(a) are reported in Figure 4.4(b).
For both the quantum-separable and fully quantum calculation, the results are those obtained when the
local density of states approximation is used to provide an initial potential for the self-consistent iteration.
These results demonstrate that solutions obtained with the approximate models can be obtained with a
computation time that is more than an order of magnitude less than the solutions obtained by solving the
original Schroedinger-Poisson equations.

As described in [1], for a fixed source distribution, the potential is approximately fourth order accurate.
There is no loss in accuracy or smoothing associated with the discontinuous nature of the potential or its
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(a) (b)

Figure 4: (a) Energy of the lowest energy state in the upper well as a function of the gate voltage. (b) Computation times for
results presented in (a).

derivatives, as these features are handled explicitly in the solution procedure. The accuracy of the charge
density and the energy values of the lowest energy states were observed to be at least second order accurate
with respect to the mesh size. With a highly refined mesh in the vertical direction, the errors in the vertical
direction are negligible, and the errors in the transverse direction dominate. In such cases, because of the
high accuracy of the difference approximations in the transverse directions, the observed convergence rate
was better than second order.

The last computational result we wish to present is the effectiveness of using a reduced basis for the
solution of Schroedinger’s equation. In this procedure, the standard nodal basis in the vertical direction is
replaced by a basis consisting of a small number of the lowest states of the solution of the 1D Schroedinger
equation in the vertical direction (e.g. solutions of (18)). In table 4.1 the results of using a reduces basis with
an increasing number of elements and with using the standard nodal basis is presented. Of particular interest
in these results is the fact that with only 4 basis vectors in the vertical direction, the lowest eigenvalue is
determined to four digits of accuracy; essentially the stopping tolerance used in the computation.

The computation times reported consist of that required for a single computation of the lowest 10 eigen-
states. The dramatic reduction in the computation time that can be obtained when using the reduced basis
is very clear. The method for computing the eigensystem is a variant of subspace iteration and its’ efficiency
is related to the time it takes to apply the Schroedinger operator to a given vector and the relative size of
the spectral gap between eigenvalues, gk = |λk−λk+1|

maxj |λj | . Generally, the larger the gap size, the fewer iterations
required to obtain convergence. One might think that the reduction of the computation time is due to fewer
basis vectors being used in the vertical direction, and hence the application of the Schroedinger operator to
a vector is reduced. This is not the case, since when using the reduced basis, the application of the operator
is done in a nodal basis, and the work that is required is more per vector than with the nodal basis. The
reduction in time is solely due to the change in the relative gap sizes. In table 4.1 we give the relative
size of the first gap, the other spectral gaps have similar behavior with respect to the size of the reduced
basis set used. The reduction in gap size occurs because there is an increase in the spectral radius of the
operator as the number of basis vectors is increased while the absolute gap size among the lowest eigenvalues
is essentially unchanged.
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Reduced Basis Size Lowest Eigenvalue Spectral Gap g0 Spectral Radius Computational
Time (min.)

4 -0.01217886 0.005101 0.909 1.01
6 -0.01217918 0.004720 0.982 1.15
8 -0.01217957 0.004136 1.121 5.44
10 -0.01217969 0.003617 1.282 2.81
12 -0.01217972 0.003128 1.482 5.49

Standard Basis -0.01217974 0.000807 5.741 49.68

Table 1: Computational results obtained with a reduced basis in the vertical direction and a standard nodal basis in the vertical
direction.

5. Conclusions

In this paper we have presented approximations to the Schroedinger-Poisson equations that can be
used to obtain qualitatively accurate, and often quantitatively accurate, results for the potential and states
within layered semiconductor devices. These models can be used in a variety of ways; either directly to
obtain approximate values for quantities of interest, or indirectly, with less accurate models providing initial
iterates for the solution of more accurate models, or as a means of identifying basis functions that facilitate
the rapid solution of Schroedingers equation.

Additionally, we have described a general algorithmic strategy that has proven successful as a means of
solving the equations associated with each of these models. In any particular device simulation it is often
difficult to tell in advance which approximate model will yield the best results, and one can only determine
this by computational experiments. Having a single code that can compute solutions to all the different
models is an asset when one when one is carrying out such experimentation.

In the Schroedinger-Poisson model spin effects are ignored. This is unfortunate, as it is the determination
of the spin properties of the confined electrons that is of particular interest. However, once the device
parameters have been identified that yield confined states, solutions of the Schroedinger-Poisson equations
(or an approximation to them) still have value, as the Schroedinger-Poisson states can be used to provide
candidate orbital basis sets for Hartree-Fock and Configuration-Interaction solution techniques that are
required to solve an N-particle Schroedinger describing the confined states e.g. in multi-resolution procedures
similar to those described in [12][13].
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