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Abstract

We propose a fast algorithm for solving the Basis Pursuit problem, \( \min_{u} \{|u|_1, : Au = f\} \), which has application to compressed sensing. We design an efficient method for solving the related unconstrained problem \( \min_{u} E(u) = |u|_1 + \lambda \|Au - f\|_2^2 \) based on a greedy coordinate descent method. We claim that in combination with a Bregman iterative method, our algorithm will achieve a solution with speed and accuracy competitive with some of the leading methods for the basis pursuit problem.

1 Introduction

We wish to solve the compressed sensing (CS) problem [3, 12, 27]

\[
\min_{u \in \mathbb{R}^n} |u|_0, \quad \text{subject to } Au = f.
\]  

(1)

A breakthrough for this NP problem is that when \( A \) satisfies certain conditions, then the \( \ell^0 \) problem (1) is equivalent to

\[
\min_{u \in \mathbb{R}^n} |u|_1, \quad \text{subject to } Au = f,
\]  

(2)

see [5, 8, 10, 11]. Thus there are two main approaches in solving (1). One is to approach (1) directly using greedy selection algorithms [17, 14]; the other is through \( \ell^1 \) minimization methods, like coordinate descent, also [16, 4, 13]. The \( \ell^0 \) approach is faster but unreliable: since (1) is nonconvex, there is no guarantee of existence and it is difficult to find global minimizers (and not local minimizers). The \( \ell^1 \) approach is often slower but guaranteed to find a global minimizer for certain kinds of matrices \( A \) and is stable to noise.

To exploit both of their advantages, we propose a greedy coordinate descent method to solve the \( \ell^1 \) minimization problem. In [31], the authors use the steepest descent method to find the updating coordinate which makes the most negative gradient. This is also a greedy coordinate descent method. Our paper also uses greedy selection to choose the coordinate, but uses to another criterion to optimize.
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We use greedy coordinate descent for solving (3) to solve the Basis Pursuit problem [9], which also arises in compressed sensing. Recently, many efficient algorithms have been developed for solving this. These include the linearized Bregman method [32, 18] and the fixed point continuation method (FPC) [16] together with a Bregman iterative method [32, 1]. Our proposed method solves (2) by solving a sequence of subproblems (3), which is the same as in [32]. We show that our proposed method is competitive in speed and accuracy for an important class of matrices $A$.

### 1.1 Coordinate Descent

In multivariable minimization, coordinate descent methods minimize the objective by solving a sequence of scalar minimization subproblems. Each subproblem improves the estimate of the solution by minimizing along a selected coordinate with all other coordinates fixed. Coordinate descent is attractive because it is simple: scalar minimization is easier than multivariable minimization.

Coordinate descent is efficient when the subproblems can be solved quickly. For some applications, the subproblem solutions can be expressed in closed form. This is the case for the lasso problem

$$\min_{u \in \mathbb{R}^n} E(u) = |u|_1 + \lambda \|Au - f\|_2^2$$

(3)

where $f \in \mathbb{R}^m$ and $A$ is an $m \times n$ matrix with $m < n$ (the matrix is wide). The solution of the coordinate subproblems involves a shrinkage [15, 31]. There are other fast algorithms for solving the lasso problem, see [6, 7, 19, 20, 26].

Generally, each coordinate must be visited several times to reach a minimum. The order in which coordinates are visited is called the sweep pattern. In many applications, the sweep pattern is sequential where the coordinates are visited in order—this is called pathwise coordinate descent [15] or cyclic coordinate descent. But for some problems, the choice of sweep pattern has a significant effect on the rate of convergence. The the essential feature in this work is coordinate descent with an adaptive choice of sweep pattern, which tends to converge faster than sequential or random sweep order.

### 1.2 Outline

This work is structured as follows. In §2 we introduce the pathwise coordinate descent method [15] for solving (3). In §2.3, we describe our refined method with a better sweep pattern for solving the same problem and compare computational costs in §2.5. In §3, we solve (2) by using a Bregman iterative method, then discuss numerical performance. We give a denoising example in §3.3 and an example including huge dynamic range in §3.4. In §4, we briefly introduce two other fast methods and compare them with the proposed method. Finally, we give the conclusion in §5.

### 2 Solving the Unconstrained Problem

#### 2.1 The Coordinate Subproblem

The coordinate descent method optimizes the objective function through a sequence of one-dimensional optimizations. The method is essentially the analog of the Gauss-Seidel matrix algorithm for optimization. We can apply this strategy to

$$\min_{u \in \mathbb{R}^n} E(u) = |u|_1 + \lambda \|Au - f\|_2^2$$

(4)

where $f \in \mathbb{R}^m$, $\lambda$ is a scalar parameter and $A$ is a $m \times n$ matrix with $m < n$ (the matrix is wide). It is easy to see that the objective function $E(u)$ is convex, so a local minimum is a global minimum. For
(4), there is a simple closed formula for the solution of each coordinate subproblem, which makes the coordinate descent method efficient for solving it.

The intuition for using coordinate descent comes from the simple solution of the same problem in one dimension,

$$\min_{x \in \mathbb{R}} E(x) = |x| + \lambda(x - f)^2.$$ 

The solution is:

$$x = \text{shrink}(f, \frac{1}{2\lambda}),$$

where the shrink operator is: (refer to Figure 1)

$$\text{shrink}(f, \mu) = \begin{cases} 
  f - \mu, & \text{if } f > \mu ; \\
  0, & \text{if } -\mu \leq f \leq \mu; \\
  f + \mu, & \text{if } f < -\mu. 
\end{cases} \quad (5)$$

Figure 1: Shrinkage

For each coordinate subproblem, we freeze all components of $u$ except the $j$th component $u_j$. Let $a_j$ denote the $j$th column of $A$, $a_{ij}$ the element of $A$ in the $i$th row and $j$th column, and $f_i$ the $i$th component of $f$, the problem is to minimize

$$\min_{u_j} E(u) = \lambda \sum_{i=1}^{m} \left( \sum_{j=1}^{n} a_{ij} u_j - f_i \right)^2 + \sum_{i=1}^{n} |u_i| = \lambda \left( \|a_j\|_2^2 u_j^2 - 2\beta_j u_j + \|f\|_2^2 \right) + |u_j| + \sum_{i \neq j} |u_i|,$$

where $\beta_j = \sum_i a_{ij} (f_i - \sum_{k \neq j} a_{ik} u_k)$. The optimal value for $u_j$ with all the other coordinates fixed is

$$\tilde{u}_j = \frac{1}{\|a_j\|_2^2} \text{shrink} \left( \beta_j, \frac{1}{2\lambda} \right). \quad (6)$$

Here, we assume $\|a_j\|_2 \neq 0$; otherwise $a_{ij} = 0$ for any $i$. Then we can delete the whole $j$th column of $A$ since the value of $u_j$ does not affect $f$ at all and $u_j$ has to be zero to get the $\ell^1$ minimum. So this formula (6) corrects the $j$th component of $u$, which decreases the energy function $E(u)$.

2.2 Pathwise Coordinate Descent

Coordinate descent applied with the sequential sweep order is called pathwise coordinate descent [15].

**Algorithm (Pathwise Coordinate Descent):**

While "not converge"

For $i = 1, 2, \ldots, n$

- $\beta_j \leftarrow \sum_i a_{ij} (f_i - \sum_{k \neq j} a_{ik} u_k)$
- $u_j \leftarrow \frac{1}{\|a_j\|_2^2} \text{shrink} \left( \beta_j, \frac{1}{2\lambda} \right)$

2.3 Adaptive and Relatively Greedy Sweeping

For the application of compressed sensing [3, 12, 27], we ultimately seek a sparse signal. But sequential sweeps also change the coordinates which should be zero during the sweep; the process of finding the
solution does not give preference to sparsity, see Figure 2. After one sequential sweep (512 iterations), almost every component becomes nonzero (circles in the left plot and the middle plot for the zoom-in version), but the exact signal is zero for most of the components (dots). To exploit the sparsity of the solution, we propose an adaptive sweep. Instead of proceeding through all the coordinates sequentially, we choose the coordinate that decreases the energy the most. The plot on the right side shows the numerical performance of using the same number of adaptive sweeps. We see that the result in the right figure keeps more sparsity than the result in the left figure.

After one sequential sweep  

After adaptive sweeps

Figure 2: The dots represent the exact solution of (4) at $\lambda = 1000$ and the circles are the results after 512 iterations. The left figure shows the result after one sequential sweep (512 iterations), the middle one is its zoom-in version and the right one shows the result by using an adaptive sweep.

The formula (6) provides the best choice of the $j$th coordinate. Therefore, the energy decrease obtained in updating the $j$th coordinate is

$$
\Delta E_j = E(u_1, \ldots, u_j, \ldots, u_n) - E(u_1, \ldots, \tilde{u}_j, \ldots, u_n)
$$

$$
= \lambda \|a_j\|^2 \left( u_j - \frac{\beta_j}{\|a_j\|^2} \right)^2 + |u_j| - \lambda \|a_j\|^2 \left( \tilde{u}_j - \frac{\beta_j}{\|a_j\|^2} \right)^2 - |\tilde{u}_j|
$$

$$
= \lambda \|a_j\|^2 (u_j - \tilde{u}_j) \left( u_j + \tilde{u}_j - \frac{2\beta_j}{\|a_j\|^2} \right) + |u_j| - |\tilde{u}_j|. \tag{7}
$$

We select the coordinate that produces the largest decrease in energy,

$$
j^\ast = \arg \max_j \Delta E_j.
$$

Previous work has considered other ways to choose the updated coordinate. In [31], the authors choose the updated coordinate according to the most negative directional derivative along each coordinate in the forward or backward directions. Denoting $e_k$ as the $k$th standard basis vector, the objective function $E(u)$ has directional derivatives

$$
d_{e_k} E = \lim_{\sigma \downarrow 0} \frac{E(u + \sigma e_k) - E(u)}{\sigma} = 2\lambda (\|a_k\|^2 u_k - \beta_k) + \begin{cases} 
1, & u_k \geq 0, \\
-1, & u_k < 0,
\end{cases} \tag{8}
$$

$$
d_{-e_k} E = \lim_{\sigma \downarrow 0} \frac{E(u - \sigma e_k) - E(u)}{\sigma} = -2\lambda (\|a_k\|^2 u_k - \beta_k) + \begin{cases} 
-1, & u_k > 0, \\
1, & u_k \leq 0.
\end{cases} \tag{9}
$$

The updated coordinate is then selected as

$$
j^\ast = \arg \min_j (\min \{d_{e_j} E, d_{-e_j} E\}). \tag{10}
$$
Therefore, we get the algorithm for using an adaptive sweep, and the p coordinate to update in the kth iteration. We call this a relatively greedy choice, because we have essentially removed the absolute magnitudes of sensing problem.

A computational savings is obtained through updating βj, rather than entirely recomputing it through every iteration. We rewrite βj as

\[ β_j = (A^T f)_j - a_j^T Au + (A^T A)_{j,j} u_j = (A^T f)_j - a_j^T Au + \|a_j\|^2 u_j. \] (11)

then

\[ β_j^{k+1} - β_j^k = (A^T f)_j - a_j^T Au^{k+1} + \|a_j\|^2 u_j^{k+1} - ((A^T f)_j - a_j^T Au^k + \|a_j\|^2 u_j^k) \]

\[ = a_j^T A(u^k - u^{k+1}) + \|a_j\|^2 (u_j^{k+1} - u_j^k). \]

Suppose we choose the p th coordinate to update in the kth iteration, then u^{k+1} - u^k is nonzero only in the p th coordinate, so u^{k+1} - u^k = (u_p^{k+1} - u_p^k)e_p, where e_p is the p th standard basis vector.

\[ β_j^{k+1} - β_j^k = (u_p^k - u_p^{k+1}) a_j^T Ae_p + \|a_j\|^2 (u_j^{k+1} - u_j^k) \]

\[ = (A^T A)_{j,p} - δ_{j,p}\|a_j\|^2 (u_p^k - u_p^{k+1}) \]

\[ = \begin{cases} (A^T A)_{j,p} (u_p^k - u_p^{k+1}) & j \neq p \\ 0 & j = p. \end{cases} \]

and

\[ β^{k+1} - β^k = (u_p^k - u_p^{k+1}) A^T Ae_p + δ_{j,p}\|a_p\|^2 (u_p^{k+1} - u_p^k) \]

\[ = (u_p^{k+1} - u_p^k)(\|a_p\|^2 I - A^T A)e_p. \]

Therefore, we get the algorithm for using an adaptive sweep,

\[ \begin{align*}
\text{Precompute: } & w_j = \|a_j\|^2; \\
\text{Initialization: } & u = 0, β = A^T f; \\
\text{Iterate until converge: } & u = \text{ shrink}(\frac{u}{w_u}, \frac{2\lambda w_u}{\|A\|^2}); \\
& j = \arg \max_{i \neq j} |ΔE_i| \text{ or } j = \arg \min_{i \{d_{ei},d_{-ei}\}}, \\
& \text{then } u_i^{k+1} = u_i^k, i \neq j, \\
& u_j^{k+1} = u_j, \\
& β^{k+1} = β^k - u_j(u_j - u_j)(A^T A)e_j, \\
& β_j^{k+1} = β_j^k.
\end{align*} \]

If A is a column normalized matrix, then the computation simplifies to w_i = 1 and

\[ ΔE_j = λ(u_j - u_j)(u_j + u_j - 2β_j) + |u_j| - |u_j|, \] (12)

To simplify the computation even further, we observe that a large difference |u_j - u_j| indicates that changing u_j to u_j probably yields a large decrease in E. So we use the following simplification for choosing the updating component based on the relative error:

\[ ΔE_j ≈ λ|u_j - u_j|. \] (13)

We call this a relatively greedy choice, because we have essentially removed the absolute magnitudes of u_j and u_j from the decision process. This simplification makes the computation easier than computing the exact ΔE. We have two adaptive sweeps (12) and (13) to process coordinate descent for solving
The first updates the coordinate which makes the energy decrease the most, the second chooses the coordinate that produces the biggest difference $|u_j - \tilde{u}_j|$. For the compressed sensing problem, numerical experience suggests that they both need a similar number of iterations to get the same accuracy but the latter (13) takes less time compared to the other two ways of greedy selections, (10) and (12). For simplification, we shall use column normalized matrices for all the numerical tests in this paper and the latter sweep in the coordinate method, which is called a refined sweep. If we do not normalize $A$ initially, then we can approximate $\Delta E$ by $\|a_j\|^2|u^*_j - \tilde{u}_j|$. If we precompute $B = A^\top A$, then $(A^\top A)e_j$ is the $j$th column of $B$ in the algorithm.

Algorithm (Coordinate descent with a refined sweep):

| Precompute: $w_j = \|a_j\|^2$: |
| Normalization: $A(:, i) = A(:, i)/w_i$: |
| Initialization: $u = 0$, $\beta = A^\top f$: |
| Iterate until converge: |
| $\tilde{u} = \text{shrink}(\beta, \frac{1}{A})$: |
| $j = \arg \max_i |u_i - \tilde{u}_i|$, |
| then $u_i^{k+1} = u_i^k$, $i \neq j$, |
| $u_j^{k+1} = \tilde{u}_j$, |
| $\beta_j^{k+1} = \beta_j^k - |u_j^k - \tilde{u}_j|(A^\top A)e_j$, |
| $\beta_j^{k+1} = \beta_j^k$. |

### 2.4 Convergence of Greedy Coordinate Descent

Consider minimizing functions of the form

$$\min_{u_i \in \mathbb{R}} H(u_1, u_2, \ldots, u_n) = F(u_1, u_2, \ldots, u_n) + \sum_{i=1}^n g_i(u_i),$$

(14)

where $F$ is differentiable and convex, and $g_i$ is convex. Tseng (1988) proved pathwise coordinate descent converges to a minimizer of $H$ [28, 29]. Here, with several additional conditions on $H$, the following theorem shows that our greedy coordinate descent method also converges to a minimizer of $H$.

**Theorem 1.** Suppose $F(u_1, u_2, \ldots, u_n)$ is smooth and convex, $|\frac{\partial^2 F}{\partial u_i \partial u_j}|_{\infty} \leq M$, and $H$ is strictly convex with respect to any one variable $u_i$, then the statement that $u = (u_1, u_2, \ldots, u_n)$ is an optimal solution of (14) is equivalent to the statement that every component $u_i$ is an optimal solution of $H$ with respect to variable $u_i$ for any $i$.

**Proof.** Suppose $u = (u_1, u_2, \ldots, u_n)$ satisfies the condition that every component $u_i$ is an optimal solution of $H$ with respect to variable $u_i$. That is,

$$H(u_1, u_2, \ldots, u_i + \epsilon_i, \ldots, u_n) - H(u_1, u_2, \ldots, u_i, \ldots, u_n) \geq 0, \text{ for any } \epsilon_i.$$

Since $H$ is strictly convex along any one coordinate, $u_i$ is the unique solution of $\min_{u_i} H$. Therefore,

$$H(u_1, u_2, \ldots, u_i + \epsilon_i, \ldots, u_n) - H(u_1, u_2, \ldots, u_i, \ldots, u_n) > 0, \text{ for any } \epsilon_i \neq 0.$$  

(15)

From (15), we obtain by the mean value theorem

$$H(u_1, u_2, \ldots, u_i + \epsilon_i, \ldots, u_n) - H(u_1, u_2, \ldots, u_i, \ldots, u_n)$$

$$= F(u_1, u_2, \ldots, u_i + \epsilon_i, \ldots, u_n) - F(u_1, u_2, \ldots, u_i, \ldots, u_n) + g_i(u_i + \epsilon_i) - g_i(u_i)$$

$$= \epsilon_i \frac{\partial F}{\partial u_i}(\tilde{u}) + \frac{\epsilon_i^2}{2} \frac{\partial^2 F}{\partial u_i^2}(\tilde{u}) + g_i(u_i + \epsilon_i) - g_i(u_i) > 0.$$
for some \( \tilde{u} \) between \( u_i \) and \( u_i + \epsilon_i \). When \( \epsilon_i > 0 \), then
\[
\frac{\partial F}{\partial u_i}(u) + \frac{\epsilon_i}{2} \frac{\partial^2 F}{\partial u_i^2}(\tilde{u}) + \frac{g_i(u_i + \epsilon_i) - g_i(u_i)}{\epsilon_i} > 0
\]

Now we want to prove
\[
\frac{\partial F}{\partial u_i}(u) + \frac{g_i(u_i + \epsilon_i) - g_i(u_i)}{\epsilon_i} \geq 0, \quad \text{for any} \quad \epsilon_i > 0.
\]

If it is not true, there is an \( \epsilon_i \) such that
\[
\frac{\partial F}{\partial u_i}(u) + \frac{g_i(u_i + \epsilon_i) - g_i(u_i)}{\epsilon_i} = c < 0.
\]

Since \( g_i \) is convex, we have
\[
\frac{g_i(u_i + \eta_i) - g_i(u_i)}{\eta_i} \leq \frac{g_i(u_i + \epsilon_i) - g_i(u_i)}{\epsilon_i} \quad \text{for} \quad 0 < \eta_i \leq \epsilon_i.
\]

Therefore,
\[
\frac{\partial F}{\partial u_i}(u) + \frac{\eta_i}{2} \frac{\partial^2 F}{\partial u_i^2}(\tilde{u}) + \frac{g_i(u_i + \eta_i) - g_i(u_i)}{\eta_i} \leq \frac{c}{2} < 0,
\]

which is a contradiction. Therefore,
\[
\frac{\partial F}{\partial u_i}(u) + \frac{g_i(u_i + \epsilon_i) - g_i(u_i)}{\epsilon_i} \geq 0 \quad \text{for any} \quad \epsilon_i > 0.
\]

The analogous result for \( \epsilon_i < 0 \) can be obtained similarly,
\[
\frac{\partial F}{\partial u_i}(u) + \frac{g_i(u_i + \epsilon_i) - g_i(u_i)}{\epsilon_i} \leq 0 \quad \text{for any} \quad \epsilon_i \leq 0.
\]

In conclusion, we have
\[
\epsilon_i \frac{\partial F}{\partial u_i}(u) + g_i(u_i + \epsilon_i) - g_i(u_i) \geq 0 \quad \text{for any} \quad \epsilon_i.
\]

Therefore, by the convexity of \( F \),
\[
H(u_1 + \epsilon_1, u_2 + \epsilon_2, \ldots, u_n + \epsilon_n) - H(u_1, u_2, \ldots, u_n)
= F(u_1 + \epsilon_1, u_2 + \epsilon_2, \ldots, u_n + \epsilon_n) - F(u_1, u_2, \ldots, u_n) + \sum_i (g_i(u_i + \epsilon_i) - g_i(u_i))
\geq \sum_i \epsilon_i \frac{\partial F}{\partial u_i}(u) + \sum_i (g_i(u_i + \epsilon_i) - g_i(u_i))
\geq 0.
\]

\[\Box\]
Now checking the objective function $E$ in (4), $F = \lambda \|Au - f\|^2_2$ is smooth and convex, $\frac{\partial^2 F}{\partial u_i \partial u_j} = (A^T A)_{ij}$ is bounded, $E$ with respect to any single variable $u_i$ has the form $\lambda (u_i - b)^2 + |u_i|$, which is strictly convex for any value of $b$ and $\lambda \neq 0$. Thus, $E$ satisfies all the conditions in the theorem.

**Lemma 1.** Denote $v = (u_1, u_2, \ldots, u_{i-1}, u_{i+1}, \ldots, u_n)$ and $f(v) = \arg \min_{u_i} H(u_1, u_2, \ldots, u_i, \ldots, u_n)$, then $f$ is continuous for any $i$.

**Proof.** Suppose there is a sequence $(v^k)$ that converges to $v$, we want to prove that $f(v^k)$ converges to $f(v)$. Denote $\hat{u}_i^k = f(v^k)$, $\hat{u}_i = f(v)$ and $H(v, u_i) = H(u_1, u_2, \ldots, u_{i}, \ldots, u_n)$. Since $H(v^k, \hat{u}_i^k) \leq H(v^k, \hat{u}_i)$ and $\lim_k H(v^k, \hat{u}_i) = H(v, \hat{u}_i)$, we have for some $M$,

$$|H(v^k, \hat{u}_i^k)| \leq |H(v, \hat{u}_i)| + M \quad \text{for all } k.$$  

Then, since $H$ has bounded level sets, there exists $T$ such that $\|v^k, \hat{u}_i^k)\|_\infty \leq T$. Therefore, $(\hat{u}_i^k)$ has a convergent subsequence $(\hat{u}_i^{p_k})$, $\hat{u}_i^{p_k} \to \hat{u}_i$. Then $H(v, u)$ is unique, so $\hat{u}_i = \hat{u}_i$. Therefore, every cluster point of the bounded sequence $(\hat{u}_i^k)$ converges to $\hat{u}_i$. Then $(\hat{u}_i^k)$ converges to $\hat{u}_i$, so $f$ is continuous. \qed

**Theorem 2.** If $\lim_{i \to \infty} H(u_1, u_2, \ldots, u_n) = \infty$ for any $i$, then the greedy coordinate descent method based on the selection rule: $j = \arg \max_i \Delta H_i$ converges to an optimal solution of (14).

**Proof.** It is easy to get

$$\min_{u \in \mathbb{R}^p} H(u) \leq H(u^{p+1}) \leq H(u^p).$$  

(16)

$H(u^p)$ is nonincreasing and bounded from below, so it converges to some $\hat{H}$,

$$\lim_{p \to \infty} H(u^p) = \hat{H}. \quad (17)$$

Since $\lim_{u \to \infty} H(u) = \infty$, we have $H(u^p) \leq M$ implies $\sup u^p \|_\infty$ is bounded (the function $H$ has bounded level sets). Therefore, the sequence $(u^p)$ is also bounded, which implies there exists a subsequence $(u^{p(k)})$ converging to a limit $\hat{u}$. Since $H$ is continuous, $H(\hat{u}) = \hat{H}$.

Define

$$\Delta H_i(u) = H(u_1, \ldots, u_{i}, \ldots, u_n) - H(u_1, \ldots, \hat{u}_i, \ldots, u_n),$$

where $\hat{u}_i = \arg \min_{u_i} H(u)$ is the optimal solution of $H$ with respect to variable $u_i$ with all the other $u_j (i \neq j)$ fixed. Using the lemma, $\hat{u}_i$ is continuous on $v = (u_1, \ldots, u_{i-1}, u_{i+1}, \ldots, u_n)$, so $\Delta H_i(u) = H(u_1, \ldots, u_{i}, \ldots, u_n) - H(u_1, \ldots, \hat{u}_i, \ldots, u_n)$ is continuous.

Since $u^p(k) \to \hat{u}$, for any coordinate $i$,

$$\Delta H_i(\hat{u}) = \Delta H_i(\lim_{k \to \infty} u^p(k)) = \lim_{k \to \infty} \Delta H_i(u^p(k)),$$

For the sweep pattern $j = \arg \max_i \Delta E$ for choosing the updated coordinate,

$$\Delta H_i(u^p(k)) \leq H(u^p(k)) - H(u^p(k)+1) = 0$$

and

$$\Delta H_i(\hat{u}) = \lim_{k \to \infty} \Delta H_i(u^p(k)) \leq \lim_{k \to \infty} H(u^p(k) - H(u^p(k)+1) = 0.$$  

According to Theorem 1, $\hat{u}$ is an optimal solution to (14). \qed
**Remark 1.** For our problem, \( H(u) = |u|_1 + \lambda \|Au - f\|_2^2 \), so \( \lim_{|u_i| \to \infty} H(u) = \infty \) for any \( i \). So the greedy coordinate descent method works here. Also in this case, \( \tilde{u}_i = f(v) \) is obtained by a shrinkage, which is clearly continuous.

We can prove the convergence of coordinate descent when using the sweep pattern \( j = \arg \max_i |u_i - \tilde{u}_i| \) for solving \( H(u) = |u|_1 + \lambda \|Au - f\|_2^2 \).

**Lemma 2.** Consider function \( H(x) = (ax - b)^2 + |x| \), where \( a > 0 \). It is easy to know that \( \tilde{x} = \arg \min_x H(x) = \text{shrink}(\frac{b}{a}, \frac{1}{2a}) \). Now we claim that for any \( x \),

\[
|x - \tilde{x}| \leq \frac{1}{a} (H(x) - H(\tilde{x}))^{1/2}.
\]  

**Proof.** Assume that \( \frac{b}{a} \geq 0 \), then \( \tilde{x} = \arg \min_x H(x) = \text{shrink}(\frac{b}{a}, \frac{1}{2a}) \geq 0 \).

If \( \tilde{x} = 0 \), then \( \frac{b}{a} \leq \frac{1}{2a} \) so \( 2ab \leq 1 \).

\[
H(x) - H(\tilde{x}) = a^2x^2 + |x| - 2abx \\
\geq a^2x^2 + (1 - 2ab)|x| \\
\geq a^2x^2 \\
= a^2(x - \tilde{x})^2.
\]

If \( \tilde{x} > 0 \), then \( \tilde{x} = \frac{b}{a} - \frac{1}{2a} \) so \( b = a\tilde{x} + \frac{1}{2a} \). We have

\[
H(x) - H(\tilde{x}) = (ax - b)^2 + |x| - (a\tilde{x} - b)^2 - \tilde{x} \\
\geq (ax - b)^2 + x - (a\tilde{x} - b)^2 - \tilde{x} \\
= a(x - \tilde{x})(ax + a\tilde{x} - 2b + \frac{1}{a}) \\
= a(x - \tilde{x})(ax - a\tilde{x} - \frac{1}{2a} + a\tilde{x} - \frac{1}{2a} + \frac{1}{a}) \\
= a^2(x - \tilde{x})^2.
\]

When \( \frac{b}{a} \leq 0 \), the analysis is the same. \( \square \)

**Theorem 3.** The greedy coordinate descent method with the selection rule: \( j = \arg \max_i |u_i - \tilde{u}_i| \) converges to an optimal solution of

\[
\min_{u \in \mathbb{R}^n} H(u) = |u|_1 + \lambda \|Au - f\|_2^2,
\]  

**Proof.** We know that the function \( H \) restricted on the \( i \)-th coordinate is a function like \( \lambda \|a_i\|_2^2(x - b)^2 + |x| \), where \( a_i \) is the \( i \)-th column of \( A \), so by Lemma 2

\[
|u_i - \tilde{u}_i| \leq \frac{(H(v, u_i) - H(v, \tilde{u}_i))^{1/2}}{\|a_i\|_2}, \quad \text{for any } v.
\]  

We have \( \lim_{k \to \infty} |u^k - u^{k+1}|_\infty \leq \lim_{k \to \infty} \frac{(H(u^k) - H(u^{k+1}))^{1/2}}{\min_{j} \|a_j\|_2} = 0 \), so \( (u^k) \) is a Cauchy sequence and converges to \( \hat{u} \). Denote \( u^k = (u^k_i, u^k_\phi) \) and \( \hat{u} = (v_i, u_i) \), then \( \lim(u^k_i, u^k_\phi) = (v_i, u_i) \). Let

\[
\bar{u}_i = f_i(v_i) = \arg \min_{v_i} H(v_i, u_i) \\
= \frac{1}{\|a_i\|_2^2} \text{shrink} \left( \sum_j a_{ji}(f_j - \sum_{k \neq i} a_{jk}u_k), \frac{1}{2a} \right).
\]
Since shrinkage is continuous, $f_i$ is continuous and $f_i(v^k_i) \to f_i(\hat{v}_i)$. Denote $\tilde{u}^k_i = f_i(v^k_i)$, then

$$|\hat{u}_i - f_i(\hat{v}_i)| = \lim_{k \to \infty} |u^k_i - f_i(v^k_i)| = \lim_{k \to \infty} |u^k_i - \tilde{u}^k_i|$$

$$\leq \lim_{k \to \infty} \max_j |u^k_j - \tilde{u}^k_j|$$

$$= \lim_{k \to \infty} \|u^k - u^{k+1}\|_\infty$$

$$\leq \lim_{k \to \infty} \frac{(H(u^k) - H(u^{k+1}))^{1/2}}{\min_j \|a_j\|_2} = 0 \quad \text{for any } i.$$

So $\hat{u}_i = f_i(\hat{v}_i)$. This means $\hat{u}$ is optimal in each coordinate. By Theorem 1, $\hat{u}$ is optimal.

2.5 Comparison of Numerical Speed

Table 1 compares the runtimes using the pathwise coordinate descent and the refined coordinate descent for solving

$$\min_{u \in \mathbb{R}^n} |u|_1 + \lambda \|Au - f\|_2^2. \quad (21)$$

In this experiment, we form a $256 \times 512$ matrix $A$ by choosing elements uniformly distributed in $[0, 1]$ and then normalizing columns, $f$ by a 512-sample input signal with 26 uniformly distributed nonzero components. The stopping conditions for two different methods are almost the same, which means the relative residuals and the relative errors obtained from the two algorithms are almost the same.

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>0.1</th>
<th>0.5</th>
<th>1</th>
<th>10</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pathwise</td>
<td>43s</td>
<td>42s</td>
<td>49s</td>
<td>242s</td>
<td>1617s</td>
</tr>
<tr>
<td>(10)</td>
<td>0.33s</td>
<td>0.31s</td>
<td>0.26s</td>
<td>0.56s</td>
<td>4.0s</td>
</tr>
<tr>
<td>(12)</td>
<td>0.24s</td>
<td>0.22s</td>
<td>0.19s</td>
<td>0.42s</td>
<td>2.7s</td>
</tr>
<tr>
<td>Proposed (13)</td>
<td>0.18s</td>
<td>0.17s</td>
<td>0.16s</td>
<td>0.33s</td>
<td>2.2s</td>
</tr>
</tbody>
</table>

Table 1: Runtimes of pathwise coordinate descent versus adaptive sweep methods for solving (21) when they achieve the same accuracy.

From the table, we see that the proposed method (13) is much faster than pathwise coordinate descent for any parameter $\lambda$. The proposed method is also faster than the other two adaptive sweep methods included by (10) and by (12).

All methods slow down with increasing $\lambda$. We need large $\lambda$ to approximate the constrained problem

$$\min \{ |u|_1, \text{ s.t. } Au = f \}. \quad \text{min} \{ |u|_1, \text{ s.t. } Au = f \}$$

Unfortunately, when $\lambda$ is very big, the threshold is $\frac{1}{\lambda}$ and consequently advances in the coordinate descent are small and the convergence is slow. However, applying Bregman iteration, the methods speed up considerably for moderate $\lambda$ and converge rapidly to a solution of the constrained problem. We will discuss this in detail in §3.2 and §3.3.

3 Solving the Constrained Problem

3.1 The Unconstrained Problem and The Constrained Problem

We consider the unconstrained problem

$$\min_{u \in \mathbb{R}^n} |u|_1 + \lambda \|Au - f\|_2^2 \quad (22)$$
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and the constrained problem

$$\min_u |u|_1 \quad \text{s.t.} \quad Au = f.$$  \hfill (23)

Table 3 shows how increasing $\lambda$ in (22) affects speed and accuracy. We use the refined coordinate descent method and compare the relative residuals $\|Au - f\|_2 / \|f\|_2$ and errors $\|u - u_{\text{exact}}\|_2 / \|u_{\text{exact}}\|_2$. Here, $A$ is a $256 \times 512$ column normalized matrix uniformly distributed in $[0, 1]$, and the sparse solution to (23) is a 512-sample input signal with 26 nonzero components. We use the stopping time $\|u^k - u^{k-1}\|_{\ell_\infty} \leq 1 \times 10^{-6}$.

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>0.1</th>
<th>0.5</th>
<th>1</th>
<th>10</th>
<th>$10^2$</th>
<th>$10^4$</th>
<th>$10^8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>relative residual</td>
<td>$8.5 \times 10^{-3}$</td>
<td>$1.7 \times 10^{-3}$</td>
<td>$8.5 \times 10^{-4}$</td>
<td>$8.5 \times 10^{-5}$</td>
<td>$8.6 \times 10^{-6}$</td>
<td>$5.4 \times 10^{-7}$</td>
<td>$5.7 \times 10^{-8}$</td>
</tr>
<tr>
<td>relative error</td>
<td>$2.3 \times 10^{-2}$</td>
<td>$4.7 \times 10^{-2}$</td>
<td>$2.3 \times 10^{-3}$</td>
<td>$2.3 \times 10^{-4}$</td>
<td>$2.3 \times 10^{-5}$</td>
<td>$1.0 \times 10^{-6}$</td>
<td>$0.8$</td>
</tr>
<tr>
<td>Runtime</td>
<td>0.18s</td>
<td>0.17s</td>
<td>0.16s</td>
<td>0.33s</td>
<td>1.26s</td>
<td>113s</td>
<td>0.87s</td>
</tr>
</tbody>
</table>

Table 2: The relative residuals and the relative errors for different $\lambda$ using the refined method.

From the table, we see that the relative residual and the relative error goes to zero as $\lambda$ increases, which implies the solution of (22) converges to the solution of (23). Figure 3 shows the convergence graphically.

![Figure 3](image-url)

Figure 3: The circles are the numerical outputs at a certain $\lambda$ and the points represent the true solution. If the numerical outputs are very close to the true solution, then the points should be in the center of the circles.

By choosing large $\lambda$, the unconstrained problem (22) has more weight in the penalty term and its solution approximates the solution of (23), see Figure 3. However, when $\lambda$ is very big, the algorithm needs more accuracy and the algorithm converges slowly to the sparse solution of the constrained problem (23). From Table 2, we see that it takes much longer time when $\lambda = 10^4$. When $\lambda = 10^8$, the relative error is surprisingly bad even though the relative residual is very small. The reason for this is that a larger $\lambda$ deemphasizes the $\ell_1$ term, so the sparsity of the solution and hence the accuracy is negatively affected. In Figure 3, we see that the numerical result and the exact solution are very close to each other when $\lambda = 100$.

If we want more accuracy, we have to use bigger $\lambda$, which will take much more computation. To overcome this inefficiency, we use a Bregman iterative method.
3.2 Bregman Iterative Method

The Bregman distance [1] is defined as

\[ D_p^J(v, u) = J(v) - J(u) - \langle v - u, p \rangle, \quad p \in \partial_u J \]

where \( p \in \partial J(u) \) is an element in the subgradient of \( J \) at the point \( u \).

The Bregman iterative method for solving the basis pursuit problem (23) was proposed in [32]. Here, \( J(u) = |u|_1 \) and \( H(u, f) = \lambda \|Au - f\|_2^2 \).

Algorithm (Proposed):

1. Initialize: \( k = 0, u^0 = 0, f^0 = 0 \).
2. while \( \|Au - f\|_2 > \text{tolerance} \) do
3. \( u^{k+1} \rightarrow \arg \min_u |u|_1 + \lambda \|Au - f^k\|_2^2 \) by coordinate descent
4. \( f^{k+1} \rightarrow f + (f^k - Au^{k+1}) \)
5. \( k \rightarrow k + 1 \)
6. end while

The largest computational cost is in step 3, which we solve by refined coordinate descent. One advantage of using Bregman iteration is that it will converge to the exact solution of the constrained problem for any choice of \( \lambda \) in the subproblem (step 3). So \( \lambda \) should be selected such that the subproblem can be solved efficiently. When \( \lambda \) is very big, the convergence is slow. This effect is evident in Table 1 and Table 2. In the other extreme, if \( \lambda \) is too small, then more Bregman iterations are needed. So the best value for \( \lambda \) is something intermediate. Numerical experiences show that, by choosing an appropriate \( \lambda \) such that both the subproblems are solved quickly and few Bregman iterations are needed, the constrained problem can be solved with more accuracy and faster than solving (22) with a big \( \lambda \).

Another advantage of the proposed algorithm is helpful for its speed. Using the Bregman iterative method for solving (23), it is not necessary to solve the subproblem (step 3) very accurately, which is very time-consuming. Here, we pick the stopping condition as \( \|\Delta u\|_\infty \leq 10^{-5} \).

3.3 Numerical Results

Now we implement the proposed algorithm to solve (23). For every Bregman iteration, we solve an unconstrained problem using the coordinate descent method, then update \( f \) and go to the next Bregman iteration. We repeat this process until convergence. Table 3 shows the accuracy at each Bregman iteration using the pathwise coordinate descent method with a fixed \( \lambda \). Table 4 shows the accuracy using the refined coordinate descent method. The numerical examples are the same as in the previous section and we use a fixed \( \lambda = 0.01 \) for Table 3 and \( \lambda = 0.1 \) for Table 4.

<table>
<thead>
<tr>
<th>Bregman iteration steps</th>
<th>After 1 step</th>
<th>After 2 steps</th>
<th>After 3 steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>relative residuals</td>
<td>(8.0 \times 10^{-3})</td>
<td>(1.8 \times 10^{-7})</td>
<td>(2.3 \times 10^{-8})</td>
</tr>
<tr>
<td>relative errors</td>
<td>(1.8 \times 10^{-1})</td>
<td>(1.7 \times 10^{-6})</td>
<td>(2.1 \times 10^{-7})</td>
</tr>
</tbody>
</table>

Table 3: The relative residuals and errors for solving (23) after each Bregman iteration using the pathwise coordinate descent method. The total computational time after 3 Bregman iterations is 46s.

From the two tables, we see that the numerical results have very high accuracy after only 3 Bregman iterative steps, so it solves the constrained problem (23). Compared to method of solving (23) by using very big \( \lambda \)s, this is much more efficient and accurate.
Table 4: The relative residuals and errors for solving (23) after each Bregman iterative step using the refined method. We obtain very accurate solution with 0.3s computational cost.

### 3.4 Denoising

If the input data $f$ is noisy, and we know the noise level, then we can stop before convergence to denoise, see [32, 18]. Assume the noise level is known $\|f - f_{\text{exact}}\|_2^2 = \epsilon$, then we use coordinate descent to minimize $E(u) = |u|_1 + \lambda\|Au - f\|_2^2$ with the stopping condition $\|Au - f\|_2^2 \leq \epsilon$. The numerical example uses the same matrix $A$ and $u_{\text{exact}}$ as in the previous, see Figure 4.

**Figure 4:** For the left picture, the circles are the numerical noisy inputs and the points represent the clean $f$; for the right plot, the circles are the numerical results and the points represent the exact solution. **Parameters:** $\lambda = 0.3$, runtime 0.35s.

### 3.5 A Special Numerical Example

In this example, our original sparse signal has a high dynamical range. $u_{\text{exact}}$ has 80 spikes, whose values are generated by multiplying a uniform random number in $[0, 1]$ with another one randomly picked from $\{1, 10, \ldots, 10^{10}\}$. The matrix $A$ is a normalized Gaussian matrix of size $1200 \times 4000$. By choosing a big $\lambda = 10^6$, our recovered result is very accurate, see figure 5. It stopped after 776 iterations (runtime 0.25s) and $\frac{\|Au - f\|_2}{\|f\|_2} = 4.26 \times 10^{-14}$, $\frac{\|u - u_{\text{exact}}\|_2}{\|u_{\text{exact}}\|_2} = 3.65 \times 10^{-14}$ and $\|u - u_{\text{exact}}\|_\infty = 1.64 \times 10^{-4}$.

### 4 Comparison to Other Methods

We introduce two other fast methods and then compare their numerical speed with the proposed method for solving (23). The fixed point continuation (FPC [16, 30]) method is efficient for solving (22). The method works in the following way:

$$
\min_u E(u) = \frac{1}{\phi_1} \|Au - f\|_2^2 + \frac{1}{\phi_2} |u|_1,
$$
Figure 5: The recovery of signal with high dynamical range. The dots are the original signal and the circles are recovered result. Parameters: $\lambda = 10^6$, runtime 0.25s.

where $\mu = \frac{1}{\lambda}$. We denote $T_1 = \partial \phi_1 = \mu \text{sgn}(u)$, $T_2 = \partial \phi_2 = A^\top(Au - f)$. Then

$$0 = \partial E(u) \Leftrightarrow 0 = (u + \tau T_1(u)) - (u - \tau T_2(u))$$

$$\Leftrightarrow u = (I + \tau T_1)^{-1}(I - \tau T_2)u.$$

The fixed point iterative method obtains the exact solution by updating $u$ as

$$u^{k+1} := (I + \tau T_1)^{-1}(I - \tau T_2)u^k.$$

It turns out that $(I + \tau T_1)^{-1} = \text{shrink}(\cdot, \tau/\mu)$, where $\nu = \tau/\mu$. So

$$u^{k+1} = \text{shrink}(u^k - \tau A^\top(Au^k - f), \nu).$$

To solve (22), we update $u$ using the above formula until convergence. For the application to compressed sensing, we use FPC to solve the subproblem (step 3) in the Bregman iterative step. If we think of the coordinate method as Gauss-Seidel, then FPC method is indeed SOR, where $\tau$ is the relaxation factor, and $I$, $T_1$, and $T_2$ take the roles of the diagonal, the lower triangular and upper triangular parts of the operator. So FPC needs fewer iterations, but the computational cost of one FPC iteration is $O(nm)$ and the computational cost of one coordinate iteration is $O(n)$. The FPC method has a new version (FPC_BB) [30] to accelerate convergence, and we use the new version in the comparison (Table 5).

The linearized Bregman method [32, 18] solves the constrained problem

$$\min \mu |u|_1 + \frac{1}{2\delta} ||u||_2^2, \text{ s.t. } Au = f,$$

where $\lambda$ is a positive scalar parameter. When $\delta$ is large enough, its solution is the solution of (23), see [2, 33]. The algorithm is a two-line code:

$$v^0 = 0; u^0 = 0,$$

$$u_i^{k+1} \leftarrow \text{shrink}(v_i^k, \mu \delta), \quad i = 1, \ldots, n,$$

$$v^{k+1} \leftarrow v^k + \delta A^\top(f - Au^{k+1}).$$
Now we compare the three different methods. For the numerical tests, $A$ is an $m \times n$ normalized Gaussian matrix, and the original sparse signal $u_{\text{exact}}$ has round$(0.05 \times n)$ spikes, which have amplitudes uniformly distributed in $[0, n]$. When $A$ is a normalized Gaussian matrix instead of a uniformly distributed in $[0, 1]$ as in some previous numerical examples, all three methods converge faster, which does not effect the comparison result. For the proposed method, we assume $A^\top A$ is computed ahead, which is not included in the total time showing in the table.\footnote{All the experiments are done on an AMD Athlon 64x2 Dual Core 5600+ and 2GB RAM and coded in MATLAB R2007b.}

<table>
<thead>
<tr>
<th>$m \times n$</th>
<th>512 $\times$ 1024</th>
<th>1024 $\times$ 2048</th>
<th>2048 $\times$ 4096</th>
<th>4096 $\times$ 8192</th>
</tr>
</thead>
<tbody>
<tr>
<td>LB</td>
<td>0.8</td>
<td>5.9</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>FPC_BB</td>
<td>0.3</td>
<td>1.3</td>
<td>6.2</td>
<td></td>
</tr>
<tr>
<td>Proposed</td>
<td>0.07</td>
<td>0.21</td>
<td>0.94</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: The runtime (in seconds) comparison of FPC_BB, linearized Bregman and proposed methods.

Generally, the FPC and proposed method use few Bregman iterations but both of them need lots of iterations to solve the subproblem (step 3); the linearized Bregman method has closed form for the subproblem but it needs many more Bregman iterations than the other two. For the same type of data as used in Table 5 ($m = 0.5 \times n$), FPC converges with a fixed number of iterations. However the proposed method needs a number of iterations which linearly depends on the number of spikes of $u_{\text{exact}}$ (round$(0.05 \times n)$). But the computational cost of one FPC iteration is $O(mn)$ and the computational cost of one iteration with the proposed method is $O(n)$. Both of them use $O(mn)$ computation for the total cost, but our proposed method is faster than FPC.

If the matrix $A$ is a DCT or FFT matrix, then it takes $O(n \log n)$ to multiply $A$ with a vector. The total cost of FPC becomes $O(n \log n)$, but the total time of the proposed method is still $O(mn)$, which makes FPC faster than the proposed method with big matrices, see Table 6 ($m = 0.5 \times n$). The linearized Bregman iterative method has two parameters $\mu$ and $\delta$, which are crucial to the speed.

<table>
<thead>
<tr>
<th>$m \times n$</th>
<th>512 $\times$ 1024</th>
<th>1024 $\times$ 2048</th>
<th>2048 $\times$ 4096</th>
<th>4096 $\times$ 8192</th>
</tr>
</thead>
<tbody>
<tr>
<td>FPC_BB</td>
<td>0.05</td>
<td>0.08</td>
<td>0.16</td>
<td>0.73</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.03</td>
<td>0.12</td>
<td>0.46</td>
<td>2.04</td>
</tr>
</tbody>
</table>

Table 6: The runtime (in seconds) comparison of FPC_BB and proposed methods.

Actually, for recovering a sparse signal, there is no need to compute the entire $B = A^\top A$. We only need parts of the columns of $B$. To save the computation, we only compute the column when we need, and then save it in case we need it again. Moreover, to compute the columns of $B$ and the other computation in the proposed algorithm is separable, which gives an advantage for possible parallel computation.

### 5 Conclusion

In this article, we developed a fast coordinate descent method to solve (22). By increasing the penalty parameter $\lambda$, we can solve the basis pursuit problem (23), but at the cost of long runtimes. So instead, we combine a Bregman iterative method with a greedy coordinate optimization method, which allows us to solve (23) for small $\lambda$ without losing accuracy and efficiency. Numerical examples indicate that this is a very efficient method.
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