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Abstract

We are interested in solving the following minimization problem

. 1
D.(Y) :=arg min EHY—XH%—%THXH*,

X EeRMXn

where Y € R™*™ is a given matrix, and || - ||r is the Frobenius norm and || - ||« the nuclear norm. This
problem serves as a basic subroutine in many popular numerical schemes for nuclear norm minimization
problems, which arise from low rank matrix recovery such as matrix completion. As D-(Y') has an
explicit expression which shrinks the singular values of Y and keeps the singular vectors, D, is referred
to singular value thresholding (SVT) operator in the literature. Conventional approaches for D-(Y")
first find the singular value decomposition (SVD) of Y and then shrink the singular values. However,
such approaches are time consuming under some circumstances, especially when the rank of D-(Y") is
not low compared to the matrix dimension or is completely unpredictable. In this paper, we propose a
fast algorithm for directly computing D-(Y") without using SVDs. Numerical experiments show that the
proposed algorithm is much more efficient than the approach using the full SVD.

1 Introduction

We are interested in solving the following minimization problem

. 1
D (Y):=arg _min |Y - X%+ 7] X||., (1)
X eRmxn
where Y € R™*X" is a given matrix and 7 € RY is a fixed parameter. Here and throughout the paper, we
use || - |7 to denote the matrix Frobenius norm or the square root of the summation of squares of all entries,
and | - ||« stands for the nuclear norm or the summation of all singular values. Therefore, in (1), we want

to find a matrix D,(Y) which is in the vicinity of Y and has an as small as possible nuclear norm. Since
D, (Y) is equivalent to shrink the singular values of Y by a soft-thresholding [14] and keep the singular
vectors, D (Y) is called the singular value thresholding (SVT) following from [2]. The SVT serves as a basic
subroutine in many popular numerical schemes for nuclear norm minimization problems, which arise from
low rank matrix recovery such as matrix completion.

Our motivation to study (1) is mainly from recent burst of research on matrix completion [2,7,9,10],
and more generally low-rank matrix recovery [6,8,25,27, 32|, via convex optimization. Matrix completion
refers to recovering a matrix from a sampling of its entries. This routinely comes up whenever one collects
partially filled out surveys, and one would like to infer the many missing entries. The issue is of course
that the matrix completion problem is extraordinarily ill-posed since with fewer samples than entries, we
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have infinitely many completions. Therefore, it is apparently impossible to identify which of these candidate
solutions is indeed the “correct” one without some additional information. In many instances, however, the
matrix we wish to recover has low rank or approximately low rank. The premise that the unknown has
(approximately) low rank radically changes the problem, making the search for solutions feasible since the
lowest-rank solution now tends to be the right one. Let M € R™*™ be a low rank matrix whose rank is r
satisfying » < min{m,n}, and Q C {1,2,...,m} x {1,2,...,n} be the set of indices of its sampled entries.
The authors in [9,10] showed that most low rank matrices M can be perfectly recovered by solving the
optimization problem

minx ||X H * (2)

s.t. XU = ]\41']'7 (Z,j) e Q.

provided that the number of samples is large enough. The minimization problem (2) is convex and can
be recast as a semidefinite programming [15]. Therefore, (2) can be solved by conventional semidifinite
programming solvers such as SDPT3 [36] and SeDeMi [35]. However, such solvers are usually based on
interior-point methods, and can not deal with large matrices because they need to solve huge systems of
linear equations to compute the Newton direction. Usually, they can only solve problems of size at most
hundreds by hundreds on a moderate PC. Interested readers are referred to [26] for some recent progress on
interior-point methods concerning some special nuclear norm-minimization problems.

In order to complete large low rank matrices by solving (2), we have to turn to first-order methods. Here
we give several examples of such first-order methods which are quite popular and recently developed.

e The first example is the SVT algorithm in [2]. In the SVT algorithm, the minimization (2) is first
approximated by
ming  7l|X]l + 31 X3
s.t. Xij = Mijv (Z,]) e 0.

with a large parameter 7, and then we use a gradient ascent algorithm applied to its dual problem.
This algorithm is reformulated as Uzawa’s algorithm [1] or linearized Bregman iteration [3,4, 31, 38].
The iteration is
X, =D, (Yi—
{ k T( k 1)7 (3)

Y, =Y_1+ 0Po(M — X}),

where D, is the SVT operator defined in (1). The main step that makes the matrix of low rank is the
SVT operator D,. Therefore, the iteration (3) is called SVT algorithm in [2]. The SVT algorithm was
shown to be an efficient algorithm for matrix completion, especially for huge low rank matrices.

e The second example is the FPCA algorithm in [27], which combines the fixed point continuation [18]
(also known as proximal forward-backward splitting [12]) with Bregman iteration [30]. The iteration

is
Xi = IDT(YPifl)a

Y = Xi_1 + 6Po(M + Zj_1 — X3), (4)
Zy = Zy_1 + Po(M — Xy)

Iterate on 7 to get Xy, {

Here again D, is the SVT operator. The FPCA algorithm is in fact a gradient ascent algorithm applied
to an augmented Lagrangian of (2).

e The third example is the augmented Lagrangian method (ALM) in [24]. The problem (2) is first
reformulated into
min [ X[, st X+ E=Po(M), Po(E)=0,

where E is an auxiliary variable. Then the corresponding (partial) augmented Lagrangian (ALM)
function is

LX,E)Y,p)=|X|«+(Y,Po(M)—-X — E) + %HPQ(M) - X - E|3, with Pqo(E)=0.



Then, an inexact gradient ascent algorithm is applied to the ALM, and it leads to the following
algorithm

Xi =D, 1(Pa(M) — Ery + 11, Yi1),

E = —Pac(Xy),

Y =Yi 1+ uPo(M — Xy).

Once again here D - is the SVT operator, and it is the key to make the algorithm converge to

low rank matrices. Thlb algorithm is also known as the split Bregman method [5,16] in the imaging
community, and it is extended to the decomposition of a matrix into a low-rank matrix plus a sparse
matrix in [6,24,39].

In all the algorithms mentioned above, the SVT operator D, serves as a basic tool to produce low-rank
matrices. It is required to be computed in each iteration. This fact holds true for not only the above three
listed algorithms, but also many other recent popular algorithms for finding low rank matrix via nuclear
norm minimization such as [25,37,40], just name a few more. The role of SVT in these algorithms is the same
as the vector soft-thresholding [14] in many popular successful ¢;-norm minimization algorithms for finding
sparse vectors in compressed sensing; see [3,4,13,18,38]. However, different from the vector soft-thresholding,
SVT is much harder to compute, as the entries of the unknown matrix are strongly coupled together in (1).
The computational efficiency for SVT is crucial to the efficiency of those algorithms for matrix completion
and low-rank matrix recovery.

It is well known that D, (Y"), the solution of (1), has an explicit expression as follows; see, e.g., [2,6,24,
27,39]. Let the singular value decomposition (SVD) [17] of Y be

Y =UZVT,
where U and V' are orthonormal matrices and ¥ = diag(o1,09,...,0) is a diagonal matrix with diagonals
being the singular values of Y. Then,
(o1 —7)+ " ~0
i— T, W0o;—
D,(Y)=U VT, where (0;—7)y = i 7 T (5)
0, otherwise.
(05 —7)+

In other words, the singular vectors of Y are kept, and only the singular values are shrunk by a soft-
thresholding. That explains the name of SVT.

Based on (5), there is a natural way to find D, (Y"): We first compute SVD of Y and then obtain D.(Y)
according to (5). This approach is very popular in the literature. In fact, to the best of our knowledge, all
the algorithms mentioned above compute SVT based on SVD. As a result, the efficiency of those algorithms
depend highly on the performance of the computation of SVD. Generally, the computation of the full SVD is
time consuming. As the size of the matrix Y increases, the computation of the full SVD becomes very slow
and prohibitive. Therefore, to achieve good performance of those SVT-based algorithms, special techniques
have to be used.

Notice that only those singular values exceeding 7 and their corresponding singular vectors contribute
to D,(Y). Therefore, a commonly used strategy is to compute only partial SVD instead of the full one,
i.e., we compute only those singular values exceeding 7 and their associated singular vectors. If the number
of singular values exceeding 7 is small compared to the matrix dimension min{m,n}, then partial SVD
can be computed efficiently by some Krylov subspace projection methods [34]. This strategy is adopted in,
e.g., [2,24,25,37], where most of them used PROPACK [23] based on the Lanczos procedure with partial
re-orthogonalization. As we have to specify the number of singular values/vectors to be computed before
calling this SVD package, an important fact that enables us to compute only partial SVD is that the rank
of D,(Y) is somewhat predictable. For example, in [2], we observed that a large parameter 7 will yield a
sequence of matrices with monotonically increasing rank, and all the matrices in the sequence have a rank
lower than r, the rank of the true low rank matrix M. Therefore, one can estimate the rank of D, (Y") based



on the rank of the matrix in the previous step, and then use this rank estimation as the number of singular
values/vectors to be computed in the partial SVD. This finally leads to an efficient algorithm to find SVT
D,(Y). Similar strategies are employed in [24,25,37].

Under some circumstances, the strategy of computing only partial SVD might not be helpful to accelerate
the computation of SVT. One of such circumstances is that the rank of D,(Y") is not low compared to the
matrix dimension min{m, n}. This happens when there is no rank control in the algorithm or the rank of the
desired matrix M is not very low. As we have mentioned, the efficiency of partial SVD computation depends
highly on the number of singular values/vectors to be computed. The computational time of partial SVDs
increases dramatically with respect to the number of singular values/vectors to be computed. In fact, it was
observed in [24] that when we want to compute more than 0.2 min{m,n} principal singular vectors/values,
using PROPACK is often slower than computing the full SVD. In this case, SVT via partial SVD has no
advantage over SVT via the full SVD. Another circumstance under which partial SVD is not helpful is that
the rank of D,(Y) is completely unpredictable. This might happen, e.g., when we change the algorithm
parameters during the iterations. In the worst case, we have to try many times on the number of singular
values/vectors to be computed, following the strategies in, e.g., [2,24]. This finally slows down the algorithm.

In summary, the performance of computing D, (Y") via the full SVD needs to be improved. In the past
few decades, a wide range of iterative methods for computing matrix functions of the general form f(Y") have
been developed, see [21] for a survey. It is valuable to investigate whether some of these iterative methods,
or other to be developed, would provide powerful ways for computing D,(Y). This is the main theme of
this paper. Observe that we are not interested in the singular values and singular vectors but in D,(Y") as
a single matrix. It is wasteful if we compute all the singular values and singular vectors explicitly. Why not
skip the step of the full SVD and compute D, (Y") directly? In this paper, we will propose such an algorithm
to compute SVT without using SVD. Throughout the paper, we assume that the matrix size m x n satisfies
m > n, and the case m < n can be done completely analogously since D, (Y) = (D, (YT))T. The outline of
our proposed algorithm is as follows.

1. Compute the polar decomposition [17] Y = W Z by the method in [19-21]. Here W is a unitary
matrix and Z is a symmetric nonnegative definite matrix.

2. Project Z into the 2-norm ball, i.e., compute P, (Z) := arg min| x|,<. || X — Z||r, by a matrix iteration
(c.f. (23) and (24)).

3. Then D (Y)=Y — WP, (Z).

There are only matrix inversions and additions are involved in our proposed algorithm. Both these
operations can be done by basic linear algebra subroutine (BLAS), which are highly optimized on computers
to achieve the best performance. Furthermore, we will show that the iterations involved in our algorithm
all converge quadratically. Therefore, the proposed algorithm is efficient in finding D,(Y). Numerical
experiments shows that our algorithm saves more than 50% CPU time from the algorithm via the full SVD.

The rest of the paper is organized as follows. In Section 2, we give the proposed algorithm. We first
illustrate our algorithm for scalars, and the matrix version can be viewed as a natural extension of the scalar
case. Numerical experiments are shown in Section 3. Finally, we conclude our paper in Section 4 and give
some discussions on possible extensions of our algorithm to compete with SVT via partial SVD.

2 Algorithms

In this section, we propose our algorithm to find D(Y) that is defined in (1). We first transfer (1) to its
dual problem in Section 2.1. Then, we propose our algorithm. We first describe our algorithm for scalars in
order to see the idea clearly, and the matrix version can be seen as a natural extension of the scalar case.



2.1 Primal-dual reformulation of D,(Y")

We do not compute D, (Y) directly. Instead, we compute the projection P,(Y') of Y into the 2-norm ball,
ie.,

P(Y)=arg min | X-Y 6
A(Y) =arg min X - Y]|r, (©
where || - ||2 is the 2-norm or the maximum singular value of a matrix. Since the 2-norm and the Frobenius

norm involved in (6) are all invariant under any unitary transformation, there is an explicit expression of
P-(Y) as follows
min (o, 7)
P(Y)=U vT. (7)

min(og, 7)

In views of (5) and (7), we have the following relation between D,(Y) and P-(Y)
Y = DY)+ Po(Y). ®)

Therefore, if we can find P,(Y'), then D, (Y') can be obtained by (8). In other words, the problem of finding
D.(Y) is transferred to the problem of finding the projection P, (Y).

Before presenting our algorithm for P.(Y), we remark that the relation (8) holds true not by chance.
There is some theory behind that equation. More precisely, (6) is the dual problem of (1), and (8) is the
relation between the primal and dual variables. Let us derive all these from the primal-dual perspective.
Recall that || - ||« and | - ||2 are the 1-norm and the infinity norm of the vector of singular values. Similar
to the vector 1-norm and infinity norm which are dual to each other, || - || and || - |2 are dual to each other
under the inner product in matrix space. In particular, we can write the nuclear norm into an equivalent
form

1Xll. = max (X, 2), (9)
where (X, Z) := trace(X T Z) is the inner product in the Hilbert space of matrices. By the definition (1),
D, (Y) is a solution of minx [|Y — X||% + 7] X||.. Substituting (9) into this equation, we have that D-(Y")
is a solution of the primal problem

1
i Y - X7 X,Z) ). 10
i (o 51V - XI5 471X, 2)) (10)

The dual problem is obtained by interchanging the min-max

1
in =Y - X|? X,Z)), 11
s (i S - X 4 (x,2)) (11)
which is equivalent to
1
max —=||Y —72Z]%.
e 5| 7

It is obvious that %PT(Y) is a solution of the dual problem. The relation between the solutions of the
primal and dual problems is obtained by solving either the inner maximization problem in (10) or the inner
minimization problem in (11). This is exactly (8).

In summary, instead of solving the primal problem (1) directly, we first solve its dual problem (6) and
then use the primal-dual relation (8) to get the SVT D.(Y). This strategy was also used in [11] for the
Rudin-Osher-Fatemi model [33] in total variation based image denoising. There is a more general theory
for the decomposition (8). Indeed, D (Y) is also known as the Moreau-Yosida proximal operator [22,28, 29|
of the nuclear norm, and (8) is the Moreau’s decomposition of Y with respect to the nuclear norm and its
conjugate. We refer the interested readers to those references for more details.



2.2 Algorithm for scalars

Now we present our algorithm for finding P,(Y"). To see our idea more clearly, we start from the simplest
case where n = m = 1, i.e., matrices are scalars. In this case, the problem of finding P,(Y") becomes: given
a number real y, we want to find

Pr(y) = sign(y) - min{Jy|, 7}. (12)

Since our final goal is for matrices where only addition, multiplication, and inversion are available, only those
operations are allowed in our algorithm for scalars. We treat the two factors sign(y) and min{|y|, 7} in (12)
separately. Namely, our algorithm is divided into two steps as follows.

1. Find w :=sign(y) and z := |y|.
2. Find p := P,(z) = min{z, 7} and set P,(y) = w - p.

Both these two steps are done by Newton’s method, and we assume that y # 0.
For the first step, notice that w takes the value either —1 or 1 which are each solutions of the equation
w? = 1. Applying Newton’s method (c.f. [19-21]) yields

1 —
Wiyl = §(wk +w;h). (13)

We have to find a proper initial guess wg so that wj converges to the correct sign of y. The following lemma
ensures that (13) with wy = y always converges to the correct solution and the convergence rate is quadratic.

Lemma 1 Assume that y # 0. Let w = sign(y) and wg = y. Then, wy generated by (13) is well-defined
and satisfies

.1 5 1
|wgt+1 — w| < min i\wk—w|,§|wk—w| .

Proof. We show the lemma by two cases, namely, y > 0 and y < 0. If y > 0, then w = 1. Since wy =y # 0,
wi is well-defined and w; = %(wo + wal) > %(2 S wp wo’l) = 1. Therefore, w; # 0. Consequently, wy is
well-defined, wy > 1, and wsy # 0. Repeating this argument, we conclude that wy, is well-defined and wy, > 1
for all k. Moreover, by (13),

ki = 1= [ ) = 1 = o~ 1P < G = 1P,
and 1 1,1 1
w1 — 1] = mmk —1]*= 5(1 - wfk)|wk -1 < §|wk —-1J.
The case of y < 0 is proved analogously. 0

In the second step, in order to find p = min{z, 7}, we first notice that p must be a solution of the following
quadratic equation

(p—2)p—7)=0.
Again, we use Newton’s iteration to solve the above equation and obtain the following iteration:

pi — Tz

—_— 14
2pp —z—T (14)

Pk+1 =
With the initial guess py = 0, we can show that p; always converges to the desired solution p = min{z, 7}.
Moreover, the convergence rate is quadratic if z # 7 and linear if z = 7. The results are summarized into
the next lemma.

Lemma 2 Let z = |y| and p = min{z,7}. Set pg = 0. Then, p; generated by (14) is well-defined and
satisfies



o When z # 7:

. 1 1
|Pr+1 — p| < min {|7‘—z||pk - p|2, §|pk - p|} ) (15)

o When z=r:

1
Ipr+1 —pl < §|pk —pl. (16)

Proof. We first prove by induction that 0 < pi < p for all k, and therefore, 2p;, — 7 — 2 < 0 and pg41 is well
defined. For this purpose, it is obvious that 0 < py < p. Assume that py € [0,p). Now we show pr+1 € [0, p).
Since py € [0,p), both the denominator and the nominator in (14) are negative. So pyi1 > 0. The upper
bound of pg41 is derived as follows. If z > 7, then p = 7 and, therefore,

2 2 2
Pp—TZ (px —7) (Px — p)
=tk 7 = < 0. 17
Pet1 =P 20 — 2 — T T 20 —2— T 20 —2—T (17)
If z < 7, then p = z and, therefore,
2 2 2
Pp—TZ (px — 2) (px — p)
=k 7 = < 0. 18
Pr+1 =P 2 — 2 —T * Wy —2—T 2o —2—T (18)

Consequently, pip+1 < p and pi41 € [0,p).
It remains to show (16). By (17) and (18), we have

-1 —1 1
e —pl = s————Ipk — 01> < s———Ipx — pI* = ——lpx — 0
2 —z-T |z — 7|

P — 2 — T 2p
and
[pr+1 —pl = 1%ka —p| < 1ka -l
2pp — (z24+71)/2 2

2.3 Algorithm for matrices

Now we derive our algorithm for finding P,(Y"). It can be seen as a natural extension of the algorithm for
scalars in the last subsection. This technique, extending Newton’s iteration for scalars to matrices, is widely
used in computing functions of matrices; see an review in [21].

Similar to the scalars case, our algorithm for matrices is divided into two steps. In the first step, we
factorize the matrix Y into the product of its “signum” and “absolute value”; then, in the second step, we
project the “absolute value” onto the 2-norm ball. The matrix correspondence of the “signum” and “absolute
value” factorization is called the polar decomposition [17,19]. It factors a given matrix into the product of
a unitary matrix, which is the “signum” of the matrix, and a symmetric nonnegative definite matrix, which
is the “absolute value” of the matrix. More precisely, for the matrix Y, we factor it into

Y =WZ, where W is unitary, Z is symmetric nonnegative definite. (19)

With the polar decomposition, now we transfer the problem of finding P,(Y") defined in (6) to a problem of
finding the projection of Z onto the 2-norm ball. Since all the norms involved in (6) are unitary invariant,
(6) is equivalent to

P(Y)=W -arg H)I(Iﬁin< 1Z - X||%2 = WP, (2), where Y=W2Z. (20)
25T

Therefore, finding P-(Y) is identical to finding WP, (Z). With P,(Y"), we use the relation (8) to get the

SVT D,(Y). We write the outline of our algorithm for the SVT D, (Y") as follows. The details of the two

subroutines are discussed in the successive two subsections.



Algorithm 1: Algorithm for SVT without SVD.

Input: matrix Y

Output: SVT D, (Y)

(1) Compute the polar decomposition Y = W Z defined in (19).
(2) Compute the projection D,(Z) = argmin| x|,<- [|Z — X||r.
(3) Set P,(Y)=Y — WP.(Z).

2.3.1 Compute the Polar Decomposition

In this subsection, we give the algorithm to compute the polar decomposition (19). The algorithm is
from [19,20]. The polar decomposition has an explicit expression. Let Y = UXVT be the SVD of Y.
Then, Y = WZ, where W = UVT € R™*" and Z = VIV7T € R"*", is the polar decomposition of Y.
Therefore, to get the polar decomposition of Y, one can of course use SVD. However, we do not intend to
use SVD to compute it since it is generally time consuming.

We temporarily assume that the matrix Y is nonsingular and square. We use an iteration which is a
natural extension of (13) to compute the polar decomposition of Y. The iteration is

Wit == (W, +W. 7)), k=0,1,..., Wy=Y, (21)

N =

where W~ T stands for the inverse and transpose of Wj,. This algorithm is essentially the algorithm proposed
in [19,20]. It was also shown there that the iteration always converges quadratically to the polar factor.
Here we give a very brief proof of the theorem for completeness.

Theorem 1 Assume that Y is square and nonsingular. Let W be the polar factor of Y in (19). Then Wy
generated by (21) is well-defined and satisfies

. 1 1
Wi = W < min { 51We = WIE, 51Ws - Wla .

Proof. Let Y = UXVT be the SVD of Y. Then Wy = UXV7” has the left singular vectors U and the
right singular vectors V. Consequently, Wy = +(Wy + w, T = U(3(E+X=71))VT. Therefore, W; has
the same singular vectors as Y. Repeating this argument, we find that Wy, for any k has the same left and
right singular vectors as Y. As a result, (21) changes only the singular values which are governed by (13).
The lemma follows immediately from Lemma 1. 0

When the matrix Y is singular or rectangular, the iteration (21) is not available since Wy = Y is not
invertible. Following [19], we reduce Y to a nonsingular square matrix by using a complete orthogonal
decomposition (COD). More specifically, given an arbitrary matrix Y € R™*", we can decompose it into

Y =0 Hf 8] Q7 (22)

where O € R™*™ and Q € R™*" are orthogonal matrices, and R € R**® is an invertible upper triangular
matrix. The COD can be done by, e.g., the QR decomposition; see [20] for details. Once we obtain R,
we have D (Y) =Y - O [PT(()R)
nonsingular square matrix. So, we apply the iteration (21) by replacing Y by R. Of course, in addition to
that, we need to change Step 3 in Algorithm 1 accordingly in order to get D,(Y). We omit the details here.

Anyway, we get back to assume that Y is a nonsingular square matrix. In order to further accelerate
the convergence of (14), the matrix is scaled in each iteration, as done in [19,20]. The final algorithm to
compute the polar decomposition is described in Algorithm 2.

8] Q7. Therefore, we only need to find the projection P,(R) for a



Algorithm 2: Algorithm for the polar decomposition Y = W Z [19,20].
Input: Matrix Y
Output: the polar factor W, the symmetric nonnegative matrix Z
(1) If necessary, compute COD of Y in (22) and set Wy = R; otherwise, set Wy =Y.
for £ = 0 to maximum number of iteration

Compute W,;T

W W e ) 2

Set k= (H Hv’“vIHIHW‘ZHOQL>

Set Wiy = %(’yka Jr’}/k_lwk_T)

if [Wit1 — Willr <€llY||r

return W =Wy, and Z = wTy

2.3.2 Compute the projection P.(Z)

To find P (Z) = arg min| x|,<; [|[Z — X||r, we extend (14) to the matrix case. The iteration is
P =0Q2P,—Z-7I)"Y(P?-72), k=0,1,2,..., Py=o0. (23)

Similar to the scalar case, the iteration (23) always converges to P,r(Z). Furthermore, when Z — 71 is
invertible, the convergence rate is quadratic; while when Z — 71 is not invertible, the convergence rate is
linear. We summarize the results into the following theorem and give an outline of the proof.

Theorem 2 Let Y = W Z be the polar decomposition and P = P.(Z). Then P}, generated by (23) is well
defined and satisfies

o When Z — 71 is invertible:

. _ 1
P = Pl < min {2 = 72) o [Py - PIB 1P~ Pl |

o When Z — 71 is not invertible: )
1Pit1 = Plla < 5[1Ps = Pll2.

Proof. Since Y = W Z is the polar decomposition of Y, the matrix Z is a symmetric nonnegative definite
matrix. Let Z = V'S (V)T be the eigen-decomposition of Z. Then, ¥’ is a diagonal matrix with nonneg-
ative diagonals. So, Y = (WV')X/(V/)T is the SVD of Y. This implies that the eigenvalues of Z are the
singular values of Y, and the eigenvectors are the right singular values of Y. Recall that the SVD of Y is
Y =UXVT. In order to save notations, we write Z = VIV,

By induction on (23), one can easily see that Py for any k is a symmetric matrix whose eigenvalues are
the same as Z. Therefore, in (23), we keep the eigenvectors and change only the eigenvalues of Py as k
varies. Moreover, the changing of the eigenvalues is governed by (14). The theorem follows immediately
from this observation. 0

The above theorem indicates that the iteration converges very fast to P.(Z) due to the quadratic con-
vergence rate. In the following, we discuss several issues to further accelerate the convergence, to reduce the
computational cost per iteration, and to enhance the numerical stability.

First of all, in each iteration of (23), we need one matrix-matrix product P? and one inversion (2P, — Z —
7I)~1, which both are computed in O(n?®) operations. The remaining operations are matrix additions and
subtractions, whose computational costs are only O(n?). Therefore, the main computations of (23) are the
matrix-matrix product and the inversion. By carefully checking the iteration, we find that the matrix-matrix
product is not necessary in each iteration. In fact, we can rewrite the iteration in (23) into an equivalent

formulation )
1
S QP — Z — 1) (r Py — 12 - 3%1). (24)

1 1
Py = §Pk+ZZ+Z



In the above formulation, the only matrix-matrix product Z? is a constant during the whole iteration and
we only need to compute it once at the beginning of the iteration. Therefore, the inversion (2P, —Z —7I)~!
is the only O(n?) operation that needs to be computed in each step. By this trick, the computational cost
is reduced greatly compared to (23).

Secondly, notice that all matrices involved in the iteration (24) are symmetric. We can take advantage of
this to further reduce the computational cost per step. More specifically, since the matrices (2P, —Z —71)~!
and Py, — %Z 2 %I are all symmetric and have the same eigenvectors as shown in the proof of Theorem 2,

their product (2P, —Z — 1)~ (P, —12% - %I ) shares the same eigenvectors with them and, therefore, is
symmetric. This, in turn, implies that only half of the entries are required to be computed in the inversion.
This helps us further reduce half of the computational cost per iteration.

Finally, we use a “deflation” technique [34] to accelerate the convergence of (23) (or equivalently (24))
and enhance its numerical stability. As shown in Theorem 2, the convergence speed of (23) depends on
(Z — 7I)7|2, i.e., the reciprocal of the gap between the threshold 7 and the singular values of Y. The
smaller the gap is, the slower the algorithm converges. In the extreme case where 7 is a singular value
of Y, the convergence rate degenerate from quadratic to linear as stated in Theorem 2. In order to get a
faster convergence speed of (23), we need to enlarge the gap between the threshold and the singular values.
Another reason that we have to enlarge this gap is for the numerical stability. As seen in (23), we need to
invert the matrix 2P, — Z — 71 in each iteration. Recall that Py converges to P, whose eigenvalues are
2p(0;) — oy — 7. If the gap between the threshold and the singular values is very small, then there exists
an ¢ such that p(o;), o; and 7 are very close to each others. Therefore, the matrix 2P, — Z — 71 becomes
more and more close to be singular as the iteration goes on. As a result, the error contained in P,f - 77
is amplified by the inversion of 2P, — Z — 7I. This, in turn, makes the computation of Pj; numerically
unstable when it is close to P. Therefore, for a faster convergence and a more stable numerical scheme, we
require that the gap between the threshold 7 and the singular values of Y is not small.

In order to enlarge the gap between the threshold and the singular values, we use a technique similar to
deflation in eigenvalue computations. The idea is to remove those singular values around the threshold 7.
From the definition of P,(Z), we see that P,(Z) is separable according to its eigenvectors. More precisely,
P,(Z) has the following property. Let the eigen decomposition of Z be VIV T and we partition V into
V =[Vi V3] and ¥ into ¥ = diag(X;, X3). So we have

Z =iz, Vil + Vo3, V)5 (25)
With this decomposition, we have
Po(Z) = Py (ViZL V) + Pr(VaE, V). (26)

Based on this property, our deflation technique is as follows. Once we obtained the matrix “absolute value”
Z, we computes its eigenvalues around the threshold 7 and their corresponding eigenvectors, and denote
the eigenvalues be the diagonals of 3; and the eigenvectors be V. Then, we can write Z into (25), where
3o and V5 are the eigenvalues far away from the threshold 7 and their associated eigenvectors. According
to (26), we can compute the projection of these two parts separately. The computation of P, (V13 ViT) is
straightforward. In order to get P, (Va2 Vy!), we use the iterative algorithm (24). Since 35 contains only
eigenvalues which are far from the threshold, the iteration converges quadratically which is very rapid due
to Theorem 2. Moreover, the iteration is numerically more stable since the matrices to be inverted is well
conditioned.
Combining all together, the algorithm for computing P, (Z) is summarized in the following algorithm.
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Figure 1: Singular values distribution of a 500 x 500 Gaussian random matrix

Algorithm 3: Algorithm for computing P, (Z)

Input: a symmetric nonnegative definite matrix Z, a real number §

Output: the projection P = P.(Z)

(1) Compute the eigenvalues 31 of Z in the interval [7(1 — ¢),7(1 + §)], and their
associated eigenvectors V7.

(2) Set Z:=Z - Vi, ViT', and P, = 0.

(3) for k = 0 to maximum number of iterations

(4) Compute Py = 1P, +1Z + 31— 2P, — Z —71)"'(+P, — 12%> - 3°)
(5) if [ Pyt — Pllr < el Z) ¢

(6) return P = Py, + Vi P.(Z1) VT

3 Numerical Experiments

In this section, we give some numerical results to show that our proposed algorithm is very efficient to
compute the SVT D, (Y'). The algorithm is implemented in Matlab using mex programming. The computer
is with an Intel Pentium 4 CPU at 3.00GHz and 1.49GB of memory, and the Matlab version is 7.6.0(R2008a).
As mentioned in the introduction section, we do not intend to compete our algorithm with SVT via partial
SVD, but with SVT via the full SVD which is implemented by calling the Matlab build-in function “svd”.
Our numerical examples show that our proposed algorithm saves more than 50% of computational time from
SVT via the full SVD.

First, we test our algorithm for square matrices. The test matrices are random Gaussian matrices, whose
entries are randomly drawn from the standard Gaussian distribution. As predicted by Theorem 2, the
computational speed of our algorithm depends on the singular values distribution, in particular, on the gap
between the threshold 7 and the singular values. Therefore, we plot the singular values of test matrices and
the threshold 7 in Figure 1. We choose 7 = /n/2. We see that there is no obvious gap between 7 and
the singular values, so the SVT for Gaussian random matrices are not treated as easy example problems for
our algorithm. Even so, our algorithm still performs very well. In Table 1, we list the number of iterations
required for both the two steps in Algorithm 1, where we stop the iterations whenever the relative change
of two successive steps is less than 1076, We remark that, though 107° is used in the stopping, the relative
difference between the final result and P,(Y’) via the full SVD is of precision of order 1071°; see this in
Table (1). From Table 1, we see that both steps of our algorithm converges very fast: they need only 7
and 9 iterations respectively to converge, and the number of iterations keeps constant as the matrix size
increases. The numbers of eigen pairs removed in the deflation step, where § = 0.03, in Algorithm 3 are
also listed in Table 1. To compare our algorithm with the method via the full SVD, we report in Table
1 the computational time of both these two algorithms. We see that our algorithm saves more than 50%
computational time from the method via the full SVD. For example, when n = 2000, the computational
time for our algorithm is 194 seconds, and that for SVT via the full SVD is 81.8 seconds.

Next, we test our algorithm for rectangular and singular matrices respectively. The results are shown
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Table 1: Computational results for nonsingular square matrices. All results are averages of 10 runs.

Our algorithm (Alg. 1) Full SVD Relative

n iters in Alg. 2 | # eig’s removed | iters in Alg. 3 | total time (s) total time (s) difference
500 7 9.5 9 1.6 2.9 7.4 x 1071
1000 7 18.8 9 11.1 22.8 1.0 x 10710
1500 7 27.2 9 35.6 77.6 8.9 x 10711
2000 7 37.2 9 81.8 194 7.1 x 1071
2500 7 46.1 9 153 361 8.4 x 10711
3000 7 55.4 9 254 657 8.2 x 10711

Table 2: Computational results for rectangular and singular matrices. All results are averages of 10 runs.

] Our algorithm (Alg. 1) Full SVD Relative

s1ze iters in Alg. 2 | # eig’s removed | iters in Alg. 3 | total time (s) total time (s) difference
1000 x 500 5 12.4 9 1.8 4.2 9.5 x 1011
2000 x 1000 ) 25 9 12.8 33.5 1.1 x 10710
3000 x 1500 5 37.9 9 40.3 112 9.0 x 10711
1000 x 1000 7 15.9 9 9.8 18.9 8.3 x 10~ 1T
2000 x 2000 7 32 9 69.5 161 9.1 x 10~
3000 x 3000 7 44.7 9 221 545 7.9 x 10711

in Table 2. We use rectangular Gaussian random matrices as test rectangular matrices, and we choose
T = y/max{m,n}/2. For singular test matrices, we generate them by Y = M Mpg, where M and Mg
are Gaussian random matrices of size n x r and r x n respectively. We choose r = 0.9n and 7 = n/2.
Due to the singular values distribution of Gaussian random matrices, these test problems are not treated as
easy problems for our algorithm. From Table 2, we see again that our algorithm takes a small number of
iterations to converge and saves more than 50% computational time from the method via the full SVD.

4 Conclusion and Discussion

In this paper, we proposed an algorithm to compute the singular value thresholding (SVT) for a given matrix.
The algorithm is in two steps, namely, the polar decomposition step and the projection step, and both steps
are done by Newton’s method. Numerical experiments show that our algorithm is much faster than the
method via the full singular value decomposition (SVD). Our algorithm saves more than 50% computational
time from the method via the full SVD.

For future research, we may develop similar algorithms to compete with the method via partial SVD.
One possible way is to use the Krylov subspace method. More precisely, we can first project the matrix Y
into the Krylov subspace via the Lanczos bidiagonalization procedure to get STYT = B, where S and T
are “tall” and “thin” orthonormal matrices and B is a bidiagonal matrix; then we apply the algorithm in
this paper to compute D, (B); finally we have D, (Y) ~ SD,(B)TT. The difficulty is how to determine the
dimension of the Krylov subspace. If the dimension is too high, the computational speed will be slow, and
if the dimension is too low, the approximate precision will be not good.

Another possible future research topic is how to integrate the algorithm proposed in this paper with
those SVT-based nuclear norm minimization algorithms. One may develop automatic schemes to choose
what algorithm to be used for SVT according to the available rank information of the iteration matrices.
We leave all these as future research topics.
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