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Abstract— We consider cooperative control of robots involv-
ing two different testbed systems in remote locations in different
time zones, with communication on the internet. The goal is
to have all robots properly follow a leader defined on one
of the testbeds, while maintaining non-overlapping positions
within each swarm and between swarms, assuming they are
superimposed in the same virtual space. A dual-testbed design
is developed involving real robots and remote network commu-
nication, performing a cooperative swarming algorithm based
on a modified Morse Potential. Extensive experimental results
were obtained with real internet communication and virtual
testbeds running in each lab. The communication protocol was
designed to minimize loss of packets, and average transfer
delays are within tolerance limits for practical applications.
We ran several experiments, with intentional packet loss, that
illustrate the degradation of the results in the case of modest and
severe packet loss. The novelty of this work is its experimental
aspect involving long range network communication across a
large distance via the internet. The work raises a series of
interesting theoretical problems.

I. INTRODUCTION

The efficient cooperation between multiple agents situated
at distinct locations while pursuing common objectives is
an important aspect of multi-agent systems. While the
topic raises fundamental questions related to a variety
of fields such as communication systems and distributed
co-operative control, it is of immense practical interest as
well. For example, as schematically represented in Fig. 1,
collaborating unmanned vehicles can be used in combat or
hazardous environment zones to reduce the risks for human
lives. An important kind of cooperation is when agents
communicate through a long-range network such as the
Internet. In this article we report on our efforts to develop
and implement algorithms designed to manipulate two sets
of mobile robots, situated in two geographically distinct
locations, in order to cooperatively realize a common task
with information exchange through the World Wide Web.
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Fig. 1. Concept of cooperative dual-platforms of unmanned vehicles.

While there have been many laboratory testbeds built to
explore swarm algorithms, they all use local communications
[1]. Our situation is novel because we use internet, with its
inherent delays, as the support of our communications.

In order to experimentally explore algorithms for robotic
applications such as the one described above, the University
of California Los Angeles (UCLA) Applied Mathematics
Department and the University of Cincinnati (UC) School of
Dynamic Systems have built their own laboratory testbeds
[2], [3]. The testbeds allow the study of single and multiple
robots tasked with missions such as path planning, target
searching and environmental exploration. The primary objec-
tive of the work reported in this article was to establish a con-
nection through the Internet between the two testbeds aimed
at exploring cooperative algorithms. It was determined that a
robot swarming algorithm would be an ideal candidate to test
the different aspects of the communication and co-operative
control mechanisms. The experiments reported in this article
may be summarized as follows. In one of the testbeds, one
robot was designated as the leader and was programmed to
follow a predefined path. On both testbeds, the remaining
robots were asked to follow the leader based upon a swarm-
ing algorithm. Each vehicle (leader and followers) broadcast
their positions, speeds and headings to the others through
both local radio features and the Internet. Our purpose was
to test different configurations: pure simulations between the
computers located at UCLA and UC, and a combination of
simulations and actual robots, as steps towards meeting the
larger objective of implementation of the cooperative control
algorithm on actual robots on each testbed communicating
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over the internet. This paper describes the design of the dual-
platform including both internet communication and real
robotic testbeds. We present detailed experimental results
involving real internet communications and virtual robots
running on the two remote locations. Section II gives an
overview of each testbed and describe how network com-
munications are set up. Section III describes the swarming
algorithm used in the experiments. Section IV presents repre-
sentative results from the simulations, and Section V presents
the conclusions and outlines future research directions.

II. TESTBEDS CONFIGURATIONS AND
COMMUNICATIONS

A. UCLA Testbed

The UCLA testbed is currently in its third generation and
is composed of three main subsystems: (1) two overhead-
cameras associated with a PC tracking system which detects
each robot’s position, speed and orientation (it mimicks the
functionality of a GPS unit), (2) a remote terminal PC which
can communicate with the robots and (3) several micro-
car robotic vehicles (see Fig. 2 for a schematic of the test
bed and Fig. 3 for a typical micro-car robotic vehicle).
Physically, the testbed is a 1.5m × 2.0m rectangular area.
Each car carries its own identification tag on its top surface
in order to be recognized by the tracking system, and is
equiped with two serial radio modules (one receives the
“GPS” information and the other is used to communicate
with the remote terminal). Onboard each vehicle are two
electronic boards. The lower board has all features to drive
the motor, the steering servo and receive GPS data. The upper
board has a Virtex4 FX-2 FPGA which is used to program
the different algorithms that are being tested. More details
about vehicles and a complete description of the testbed can
be found in [2], [3].

Fig. 2. UCLA testbed configuration.

B. UC Testbed

The UC testbed is based on Khepera III robots [4], [5]
with embeded an XScale processor, infrared and ultrasonic

Fig. 3. UCLA micro-car vehicle. Its size is 50.8mm×101.6mm×45mm.

sensors and wireless communication capabilities. The open-
source Player/Stage software is used in order to communicate
with and control the robots [6]. The Player server is installed
on each Khepera robot and provides access to each sensor via
TCP/IP protocol to interact with the robots. Like the UCLA’s
testbed, an overhead camera is connected to a tracking
system installed on a remote terminal PC which mimicks
the GPS function and relays global position information to
the robots. This computer can also be used to exchange data
with the robots by the previously mentioned TCP/IP protocol.
An illustration of UC’s testbed is depicted in Fig. 4.

Fig. 4. UC testbed configuration. A Khepera III robot has a size of 130mm
diameter and a height of 70mm.

C. Communication between testbeds

We first note that in [7], the authors discuss the use of
TCP/IP communication between robots and a user interface
while [8] provides details about remote simulation using
internet. Based on these papers, we determined that two dif-
ferent types of communication are needed for our purposes,
viz. local and nonlocal. Local communications are supported
by radio/wireless functions embedded in each robot. This
allows each vehicle to broadcast the necessary informations
(position, speed and orientation) to the others and to the
remote terminal PC (RTPC). It also permits RTPC to send
informations to the robots and eventually send instructions
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to the leader.
Network communications are established between each
testbed RTPC located in each university by using the TCP/IP
protocol over a VPN (Virtual Private Network) through the
Internet. See Fig. 5 for a complete configuration view. The
testbeds can thus communicate with each other over the
established network. In addition, each robot belonging to
each testbed can be updated on the status of the others
(including the leader) using this link.
For practical reasons, we chose to use the Instrument Control
Toolbox in Matlab for establishing communication. The
R2011a release of Matlab allows for Matlab to act as a
server, a feature previously nonexistant. This toolbox permits
us both to drive the wireless communication between robots
and RTPC, and to establish the TCP/IP connection through
the Internet between the two RTPCs.

Fig. 5. Communication configuration between testbeds.

We conclude this section by observing that each swarming
code has its own matrix containing the information regarding
position, orientation and speed for all the robots (both at
UCLA and UC) under consideration. One testbed then sends
an updated version of the information about its robots to
the other and also listens for the updated data from the
other robots. Specifically, if Xi, Yi, Vxi

, Vyi
represents the

two dimensional Cartesian co-ordinates of i − th robot and
its velocity components respectively, each message sent by
a testbed has the following format:

(X1 X2 XNp
Y1 Y2 YNp

Vx1
Vx2

VxNp
Vy1

Vy2
VyNp

) (1)

where p ∈ {UCLA,UC} and Np is the number of robots
evolving on the corresponding testbed.

III. SWARMING ALGORITHM

The goal of the swarming algorithm is for a group of
robots to follow a leader while avoiding collisions and
maintaining formation. For simplicity we assume that all
robots on each testbed occupy the same ‘set space’ and thus
avoid collisions within each testbed and between members
of the different testbeds. We note that in [9] a swarming
algorithm without communication is proposed while in [10]

simulation results based on an interesting potential model
are reported. A decentralized control algorithm based on
differential artificial potential is discussed in [11], in the
context of self-sorting in a group of heterogeneous agents.
Another work [12] uses three-dimensional mapping and
graph theory to design swarming algorithms. In [13], the
question of controlling large swarms of robots is addressed.
After a survey of the literature keeping in mind the fact that
only limited computing resources are available on robots, we
chose the algorithm developed in [14] where an easily im-
plementable [15], exponential potential model is discussed.
Precisely, the following differential equations govern the
dynamics of each robot except the leader which operates
independently of the swarm. Practically, the velocity vi and
the movement direction (resulting from xi coordinates) are
provided to the motion controller of the robot.

dxi
dt

= vi (2)

dvi
dt

=
(
α− β‖vi‖2

)
vi −∇U(xi) +

N∑
j=1

C0(vj − vi)

(3)

U(xi) =
1

2
Cl(xi − y)2 +

N∑
j=1

(
Cre

‖xi−xj‖
lr − Cae

‖xi−xj‖
la

)
(4)

In the above system of equations, U is the potential
function, N is the number of robots on the testbed (including
both the UCLA robots and the UC robots) and y is the
position of the leader robot. The constants associated with
the model are m,C0, Cl, Cr, Ca, lr and la. Here m refers
to the robot mass, C0 is the velocity alignment coefficient
which dictates that the robots have identical velocities or
otherwise, Cl is the leader potential coefficient and represents
the strength of attraction the followers experience towards the
leader, Ca and Cr are respectively the robot attraction and
repulsion coefficients that ensure collision avoidance while
keeping a compact formation and la and lr are the robot
attraction and repulsion lengths, respectively. The reader is
referred to [14] for a more detailed analytical evaluation of
this control model.

IV. EXPERIMENTS

A. Pure simulations

We first checked the consistency of the swarming code
without network communications, simulating a variety of
scenarios with different pre-programmed paths for the leader,
for optimal selection of gain values for the control algorithm
being implemented. Next, we set up the network connection
between UCLA and UC, with the UC RTPC acting as the
server and the UCLA RTPC as the client. A leader was
defined on UC’s side and ten virtual robots were assigned to
each virtual testbed (see Fig. 6). For the sake of simplicity,
the leader is programmed to follow a circular path in the
virtual testbed. A TCP/IP socket is created connecting the
RTPCs at the two ends, with I/O buffers facilitating the data
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exchange on a First-In-First-Out (FIFO) basis. The swarming
code is implemented both sides, governing the dynamics of
the virtual robots in such a manner as to form a swarm that
follows the leader.

Swarming algorithms for cooperative control of agents
over the internet are very sensitive to network performance,
and must pay close attention to delays in data transmission
over the network, critically so in relation to the rate at which
control commands are sent to agents. If control commands
from each RTPC to its local agents can be sent at a rate low
enough to accommodate any network delays while maintain-
ing smooth continous actuation of the agents, data exchange
- and the resulting cooperative behavior between the two sets
of agents - can be effectively implemented without any loss
in data. Such an implementation, if permitted by actuation
constraints on individual agents and network characteristics,
would be most desired and would allow for establishing
baseline performance for comparisons against more con-
strained cases. We begin by presenting results from such a
case, where actuation rates for the agents are low enough to
accommodate any network delays, ensuring control action in
the absence of any loss of information during data exchange
over the network.

At the beginning of the experiment all robots are initiated
in a random non-overlapping configuration. The leader, po-
sitioned on the UC platform, follows a prescribed circular
trajectory. Results of the simulation are shown in Fig. 7
with the leader marked by a star and the agents marked
by circles - the red ones denoting the UC agents and
the blue ones denoting the UCLA agents. Note that the
agents assemble into a circular region with non-overlapping
positions despite being located on remote sites. The swarm
is observed to closely follow the trajectory of the leader on
the UC platform. Average transfer delays across the length
of the simulation were observed to be 0.1240 and 0.1154
seconds at the UC and UCLA ends respectively, with a
maximum of about 0.3-0.35 seconds. The data exchange
was synchronous with no loss of data packets during the
exchange. The effective convergence of the magnitudes of
individual agent velocities to a common value can be seen
in Fig. 8.

Fig. 6. Virtual testbeds experiment.

Subsequently, three control scenarios, referred to as cases
(1), (2) and (3), are implemented in simulation to explore
swarming behavior under varying network performances
relative to agent actuation rates. Specific actuation rates are
defined for the agent groups in each case, resulting in data

Fig. 7. Complete virtual swarming. The leader moves on a circular
trajectory. UCLA and UC agents are represented in blue and red respectively.
Frames show the evolution of the robots during the experiment at iteration
times 107, 170, 1475, and 1999.
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Fig. 8. Convergence of velocities of individual agents in the experiment
show in Fig. 7, to a common magnitude.

exchanges across the network taking longer than the rate
at which control commands are sent from the RTPC to the
local agent group. The result is a loss of data from the
other agent group. In the event of such network losses, the
control algorithm reconfigures instantaneously to implement
swarming behavior based on information from local agents
only. The availability of the virtual leader information to both
sets of agents, however, is assumed at all times. Assuming
fairly consistent network behavior across all cases, a very
tight constraint is placed in Case (1) on the acceptable delay
in data exchange over the network, resulting in significantly
high losses (in excess of 90% at both ends) in the exchange
of position and velocity information between the two groups
of agents over the length of the simulation. An increased
tolerance for network delays in Case (2) effects a reduction in
data losses to around 5-6% at both ends. The constraints are
relaxed further in Case (3), allowing for simulating control
behavior under minimal network losses.

The intermittence in the availability of state information
among the two sets of agents, over the length of the simula-
tion run, results in variations in the control action for each
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set of agents at each instance of loss of data. Consequently,
the convergence of agent velocities to a common value is
perturbed at such instances. The instantaneous agent veloci-
ties then proceed to converge towards the common velocity
from the disturbed states until further disturbed by data loss.

Fig. 9. Case (1): Agent velocities (UC) top; Agent velocities (UCLA)
bottom. Large packet loss case, the packets transmitted are shown as black
dots. Only 57 packets out of 2000 are transmitted to the UC system whereas
only 53 packets out of 2000 are transmitted to the UCLA system.

In Case (1), the data losses are high and result in long pe-
riods of unavailable data from the non-local agents, resulting
in agent velocities being continuously disturbed with signif-
icant variations about the expected velocity of convergence.
This is demonstrated, for agent groups at UC and UCLA
respectively, in Fig. 9. Note that the significant spikes in the
velocity data occur during periods of packet transmission
(denoted by black dots) rather than packet loss, suggesting
that the quiescent periods are marked by independent and
separate control of the swarms with packet transmission
causing a disruption of this independence. Data losses are
less frequent in Case (2), as can be observed in Fig. 10 for
the agents at UC and UCLA respectively, with the instances
of data loss represented by black dots. Bounded disturbances
to the convergence of agent velocities occur at each instance
of data loss, and tending to die down till another instance
of data loss is encountered. Case (3) represents a highly
desirable control scenario where data losses over the network
are expected to be minimal, without significantly affecting
the overall swarm behavior. This is shown in Fig. 11, where
data losses induce variations in agent velocities which in the
absence of further losses progressively die down, resulting in
the reconvergence of agent velocities to the common velocity.
In all time-series plots, we show the sparser case, of either
transmitted packets or lost packets, as black dots for ease of
visualization of this large data set.

Fig. 10. Case (2): Agent velocities (UC) are shown on top and for (UCLA)
on the bottom. Packet loss is 103/2000 for UC and 109/2000 for UCLA.
The black dots are the lost packets, shown as a time series in each figure.

Fig. 11. Case (3): Velocities of UC agents are shown on top and the
velocities of the UCLA agents are shown on the bottom. A single packet
loss (shown as a black dot) occurs in the middle of the simulation.

These series of simulations allow for an understanding
of the applicability and constraints associated with data
exchange through the Internet for multi-agent swarming in
non-local robot groups. The simulations also serve to provide
an estimate of delays expected in the data exchange and
allow for the determination of optimal actuation rates on
physical robots for effective implementation of the control
algorithms on each agent group. The experiments also allow
for a strong understanding of the capabilities and limitations
of data exchange over the internet for real-time applications
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such as is presented in this work. Further work is intended in
the exploration of control strategies towards minimizing the
effect of network delays and losses on swarming behavior.
The possibility of a dynamically evolving control strategy
based on a continuous evaluation of the network performance
is also under investigation.

V. CONCLUSIONS AND FUTURE WORKS

This article investigates the possibility of using networks
such as the Internet with their own communication con-
straints (time-lag in transmissions, imposed protocols, etc) in
order to control the motion of two groups of robots physically
living in distinct geographical locations. We established a
connection between the Applied Math Laboratory of Univer-
sity of California at Los Angeles and the Cooperative Dis-
tributed Systems Laboratory of the University of Cincinnati
over the Internet. This connection allowed us run a swarming
algorithm on both sides where only information on positions,
speeds and orientations were exchanged. Results obtained
from the different experimental configurations demonstrate
that the concept of using the Internet as a link between
robotic platforms is valid and has immense potential for
a variety of applications. The experimental influence of
network delays and loss of data during simulations on the
swarming behavior, particularly on the convergence of agent
velocities to a common value, is presented. In addition to
the experiments presented above, using virtual robots and
real internet communications, we simulated a remote RTPC
on a second computer plugged on the local network which
interacted with the real testbed’s RTPC in the UCLA Applied
Mathematics Laboratory. This experiment allowed us to ob-
serve the influence of different latent times inherent to radio
communications and network transmissions and investigate
time-lag issues. We observed that for a small number of
robots, the latent times were not significant constraints.

Work on implementation of the swarming algorithm across
the IP network (demonstrated in simulation here), on phys-
ical robots is in progress. While simulations permit certain
assumptions on the similarity in physical capabilities and
actuation rates such assumptions are not always valid for
physical robots, and the network exchanges would have to
be adapted around such constraints. In future work, more
complex algorithms involving cooperative behavior through
the Internet such as target searching could be tested. The
influence of heterogeneous control gains in the interacting
swarms to offset physical constraints on the robots could be
investigated too. Another interesting experiment would be to
consider that the two testbeds represent the same area but
at different scales. In this case, one will have two categories
of robots: the ones who have a global view of the situation
and local ones that have access to more details and could
broadcast finer aspects of information. Applications are also
possible in remote coordination among robots in geographi-
cally separated manufacturing units for networked production
and conveyance. With growing internet coverage even in
remote regions, large scale terrain exploration could also
benefit from such networked coordination, with local swarms

at various regions of the unexplored terrain interacting over
the internet for more efficient mapping at a global level.

The experiments involving packet loss pose some interest-
ing theoretical questions. Presumably there is a threshold for
packet loss above which the cooperative algorithm performs
well and below which it breaks down. It would be interesting
to derive rigorous bounds on such rates as a function of the
choice of swarming model and the number of agents.
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