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Abstract

We propose a novel cartoon-texture separation model using a sparse - low rank decomposition. Our
texture model connects the separate ideas of Robust PCA [10], non-local methods [7, 8, 16, 17], and
cartoon-texture decompositions in an interesting way, taking advantage of each of these methodologies.
We define our texture norm using the nuclear norm applied to patches in the image, interpreting the
texture patches to be low-rank. In particular, this norm is easier to implement than many of the weak
function space norms in the literature and computationally faster than non-local methods since there is
no explicit weight function to compute. This norm is used as an additional regularizer in several image
recovery models. Using total variation as the cartoon norm and our new texture norm, we solve the
proposed variational problems using the split Bregman algorithm [20]. Since both of our regularizers
are of L1-type, a double splitting provides a fast algorithm that is simple to implement. Based on
experimental results, we demonstrate our algorithm’s success on a wide range of textures. Also, our
particular cartoon-texture decomposition model has the advantage of separating noise from texture. Our
proposed texture norm is shown to better reconstruct texture for other applications such as denoising,
sparse reconstruction, pattern regularization, etc.

1 Introduction

One of the most important problems in image processing is the recovery of a corrupted image, f , which may
be degraded by noise, blur, missing data, etc. The goal is to reconstruct important structural features of
the original image, such as large scale objects (smooth regions), edges (discontinuities), textures (patterned
small scale details), and noise (random and of mean zero). This problem is typically written as an inverse
problem: given f , find a u which is a smooth approximation of f in some sense [1]. Specifically, given an f ,
decompose f = u + v, where u is the recovered image and v is the residual assumed to be noise. For such
two component decompositions, the general formulation is:

inf
(u,v)∈X1×X2

E(u, v) = {µ||u||X1
+ ||v||X2

}

s.t. f = u+ v

where µ > 0 is a tuning parameter. The recovered image is assumed to reside in the space X1, which contains
functions of positive differentiability (i.e. the “derivative” is well-behaved in some sense), and the noise is
taken to be in X2 = L2. In this class of image recovery methods, notable models include Rudin, Osher, and
Fatemi (ROF) [32] and Chambolle and Lions [11]. In particular, the ROF model is:
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inf
(u,v)∈BV×L2

EROF (u, v) =

{
µ||u||TV +

1

2
||v||2L2

}
(1)

s.t. f = u+ v

which is known to reconstruct piecewise constant solutions very well, thereby recovering both large scale
features and edges. Recall that a function u is of bounded variation if and only if u ∈ L1 and there exists a
finite Radon measure Du such that total variation (TV)

||u||TV :=

∫
Ω

|Du| :=
{∫

Ω

u div (φ) dx
∣∣∣ φ ∈ C1

c (Ω, (R)n), ||φ||L∞ ≤ 1

}
.

is finite. When the function u ∈ W 1,1, the TV semi-norm becomes ||u||TV =
∫

Ω
|∇u| dx, where ∇u is the

weak derivative. With the introduction of the Bregman technique [29] and the split Bregman method [20],
total variation regularized problems can be solved quickly and efficiently while also remedying defects such
as loss of contrast.

On the other hand, the texture is considered to be highly oscillatory, which is not well captured by the
X1 norms. Thus in many of these reconstruction models, v also contains some textures and edges. In order
to further decompose the texture and noise, texture regularized models have appeared in the literature,
beginning with the work of Meyer [28], who first proposed recovering texture using spaces that are weaker
than L2. These weak spaces encourage oscillatory behavior, since their norms decrease as the amount of
oscillations increase. In this framework, the image is decomposed into the cartoon component and the texture
component, while also removing any noise or residual. This becomes a three component decomposition: given
f , decompose f = u+ v + ρ by solving:

inf
(u,v)∈BV×T

EC−T (u, v) = µ||u||TV + γ||v||T +
1

2
||u+ v − f ||2L2 (2)

The cartoon component u is appropriately modeled by the space BV , using the TV semi-norm in the
energy (see equation (1)). The recovered image is now u+v, the sum of the cartoon and texture components.
The residual, ρ, is assumed to reside in L2, although other Lp norms can be used. Meyer proposed several
texture norms in his work; most notably, the G-norm (the predual of BV, i.e. G∗ = BV ) has seen much
success in applications, including: color image restoration [5], road detection [18], denoising [19], inpainting
[6], image classification [4], and anomaly removal and pattern regularization [17]. The space is defined below.

Definition 1.1. The space G consists of all distributions v which can be written as v = div(~g), where
~g = (g1, g2) and g1, g2 ∈ L∞. The norm on this space is defined as:

||v||G := inf

{
||
√
g2

1 + g2
2 ||∞

∣∣∣ v = div(~g)

}
(3)

This texture space is particularly elegant because of its symmetry (specifically duality) with the cartoon
space BV . However, this space is difficult to handle numerically. In [33], Vese and Osher proposed a
method to approximate the G-norm by using the Sobolev spaces of negative differentiability, defined as
W−1,p :=

{
v = div~g

∣∣ g1, g2 ∈ Lp
}

, and sending p → ∞. Rather than working with the texture v directly,
this method works with the vector-field ~g:

inf
(u,g)∈BV×(Lp)2

EOV (u, g) = µ||u||TV + ||~g||Lp +
λ

2
||u+ div~g − f ||2L2 (4)

This formulation yields appropriate Euler-Lagrange Equations for all p ≥ 1, which is easy to compute
numerically. The results give satisfactory decompositions, particularly in the case of p = 1. Osher, Sole,
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and Vese [30] proposed an alternative norm for the case of p = 2, which coincides with the space H−1 (the
dual of the Hilbert space H1). This dual space has an explicit norm defined as: ||v||H−1 = ||∇∆−1v||L2 , and
the resulting Euler-Lagrange Equation of the model reduces to a forth order non-linear partial differential
equation. Later, Aujol, Aubert, Blanc-Feraud, and Chambolle [3] used projections to solve the original
BV −G decomposition model and applied it to denoising of cartoon images (where the G norm captures the
noise) and to cartoon-texture separation. These weak spaces inspired many other texture norms, mainly in
the form of dual spaces. In Lieu and Vese [24], the negative Hilbert spaces H−s, for s > 0, which are dual
to the Hilbert-Sobolev spaces (Hs)∗, were used for texture extraction and noise removal. Later, in Kim and
Vese [22], the negative exponential Sobolev spaces Wα,p, for −2 ≤ α < 0, which are dual to the Sobolev
spaces with pseudo-derivatives, were used for texture reconstruction in the presence of blur.

There are, in fact, an almost infinite number of texture norms that have been proposed, and this brief
discussion just introduces this active field. In much of these works, the texture norms provide extra regu-
larization on the recovered image, better recovering many of the features from the original image. However,
these norms tend to be particularly difficult to implement in practice and do not deal well with noise.

Rather than considering the cartoon and texture components separately, the Non-Local methods si-
multaneously reconstruct these components. The Non-Local methods were first proposed by Buades, Coll,
and Morel [7, 8] as a non-local filter and were later formulated in a variational framework by Gilboa and
Osher [16,17]. The general framework involves replacing local derivatives by their non-local counterpart:

(∇wu) (x, y) := (u(y)− u(x))
√
w(x, y)

for all x, y ∈ Ω where w(x, y) = e−d(u(x),u(y)), d(u(x), u(y)) =
∫

Ω
G(t)|u(x + t)− u(y + t)|2dt, and G(t) is a

Gaussian with appropriate parameters. In the discrete version, each pixel is associated with a patch, and
local differences are replaced by differences between pixels that have similar patches. Using these patch-based
differences in the energy encourages repetitive behavior in the reconstructed image, thereby recovering the
cartoon and texture while removing random noise. In particular, the non-local extension of the classical
ROF model:

inf
u
E(u) = ||∇wu||L1 + λ||u− f ||2L2 (5)

has been shown to recover the texture well. Although these models are useful, due to the global nature of
images, they tend to be very slow in practice because of the frequent re-computation of the weight function
w(x, y), especially for tasks such as deblurring and sparse reconstruction.

In this paper, we will combine Cartoon-Texture decomposition with the powerful patch-based methods
using a texture norm motivated by recent work called Robust Principal Component Analysis (PCA). Robust
PCA was proposed by Candes, Li, Ma, and Wright [10] in order to recover the sparse and low rank parts
of a given matrix f . This is also formulated as a decomposition problem: decompose f = u+ v, where u is
sparse and v is low-rank, by minimizing:

inf
u,v
EPCA(u, v) = ||u||L1 + λ||v||∗

s.t. f = u+ v

where || · ||∗ is the nuclear (or trace) norm, which is the sum of the singular values. Because this method
almost exactly recovers the original sparse and low rank components, it is becoming increasingly popular in
practice. In the past few years, Robust PCA has been applied to video surveillance [10], face recognition [10],
video denoising [21], alignment [31], and transformations [35]. This variational model was later extended
by Gao, Cai, Shen, and Zhao, who replaced the L1 norm with a tight frame regularization [14] and a total
variation regularization [15]. The PCA models also benefit from the split Bregman method, making their
implementation both efficient and fast.
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Similar sparse decomposition methods exist in the class of dictionary learning techniques. The main
idea of this technique is to find a sparse representation for an image with respect to a (learned) redundant
dictionary. Elad and Aharon [13] and Zhou, Chen, Paisley, Ren, Sapiro, and Carin [36] both applied
(different) Bayesian approaches in order to construct dictionaries comprised of subparts of the given image.
In [26], Mairal, Elad, and Sapiro extended the idea of sparse representation over a dictionary to color
image restoration- in particular, denoising, inpainting and demosaicing. The idea of sparse coding was
later combined with the nonlocal methods in the work of Mairal, Bach, Ponce, Sapiro, and Zisserman [25].
Similarly, in [12], the idea of structural clustering and dictionary learning was proposed and used for highly
textured image restoration. Works such as [27] have also provided more efficient and less costly ways to
implement these dictionary learning methods.

At the time of this work, the PCA-based methods have not been combined with texture models (for a
single image), although they are of a very similar nature. Both PCA-methods and Cartoon-Texture models
decompose a given f into two main components, where one is “sparse” in some sense and the other is
“patterned”. In this paper, we will connect the Cartoon-Texture models, Robust PCA, and patch-based
methods. The paper is divided as follows. In section 2, we derive and discuss our proposed texture norm and
the proposed model. In section 3, some theoretical remarks are made on the model, with characterization
of the minimizers. In section 4, we describe the numerical implementation based on the split Bregman
algorithm. Finally in section 5, we detail the results.

2 Description of the Model

The proposed model will be of a similar form to the classical cartoon-texture decomposition models. Given
an f , we decompose f = A(u+ v) + ρ by minimizing the following energy:

inf
u,v
E(u, v) = µ||u||TV + γ||v||Texture +

λ

2
||A(u+ v)− f ||22

where A is some degradation operator, for example a reduction operator for missing data. In practice, we
solve this minimization using a double Bregman splitting, which can enforce f = A(u+ v) exactly or can be
relaxed in the presence of noise. The cartoon norm we use is the (discrete) total variation defined as:

||u||TV := ||Du||1 =
∑
i,j

|Dui,j |

where D = [Dx, Dy] is a differencing operator and |Dui,j | =
√

(Dxui,j)2 + (Dyui,j)2. For the rest of this
work, we take D to be the forward differences. Before going into more detail, we first define our texture
norm.

2.1 The Texture Norm

From an intuitive perspective, the texture component is a global and well-patterned structure within a given
image. The distinct patterns that make up the entire texture are called base textures. We expect the number
of base textures to be low, since an image may exhibit only a few individual patterns. In particular, each
patch (i.e. sub-block) should be comprised of a combination of these base textures. Therefore, the overall
collection of patches can be spanned by a small set of base patches. If the patches are written as vectors,
then the collection of patch-vectors are (highly) linearly dependent, and thus have low rank. This is the key
to our definition of texture and its norm. Using this idea we have the following definition for the collection
of patches and the texture norm:

Definition 2.1. The patch map, P : Mn,m → Mr2,nm
r2 is defined by the following: For v ∈ Mn,m, partition

up v into r-by-r (non-overlapping) submatrices, labeled {Bi}
nm
r2

i = 1. Next, transform each of the Bi’s into
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a column vector of length r2, called wi. Then augment the vectors together to form the new matrix:

Pv :=
[
w1....wnm

r2

]

Figure 1: Patch Map

The specific ordering which maps the patch to a patch-vector is not important, as long as it is consistent
(see theorem 3.7 in section 3.2). For the results in this paper, a raster scan (row by row) was used to arrange
the patches and a second raster scan was used to re-write each patch as a vector.

Note that the patch map does not increase the number of terms since the patches are non-overlapping.
Also, the collection of texture patches is found by applying the patch map to the texture. Figure 1 depicts
the patch map applied to a matrix. Using definition 2.1 and the behavior we expect on the texture, the
natural norm on Pv would be:

||v||T :
?
= rank (Pv)

However, this energy is non-convex and difficult to use in practice. Furthermore, rank is not a norm in the
mathematical sense. Using the ideas from Robust PCA [10], we can replace the rank by the nuclear/trace
norm, which is the convex envelope to the rank and in fact a norm. Thus, the suggested texture norm can
be relaxed to:

Definition 2.2. A function v ∈ T if it is mean zero and if the following quantity is finite:

||v||T := ||Pv||∗

where || · ||∗ is the nuclear/trace norm, i.e the sum of the singular values.

For a discrete function v, the norm ||v||T is always finite, but we use this definition for a more general v
which will be addressed in future work.

Unlike the Non-Local Methods, this norm does not explicitly calculate the weights between patches, but
rather compares the patches implicitly. In this way, our non-local measure is computationally more efficient,
while still being easy to compute and simple to minimize. To better understand definition 2.2, here is an
example of a texture and its norm.
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Example 2.3. Let the texture be the zero mean vertical stripe pattern defined as:

vi,j =

{
1 : j is even
−1 : otherwise

of size N by N . Then after applying the patch map with 2 by 2 patches:

P2×2v =


−1 −1

1 1
−1 −1 ....

1 1


Similarly, after applying the patch map with 3 by 3 patches:

P3×3v =



−1 1
1 −1
−1 1
−1 1

1 −1
−1 1
−1 1 ....

1 −1
−1 1


In both cases the resulting matrices are of rank 1. It is easy to show that there is only one non-zero singular
value equal to rN . Consequently, ||Pr×rv||∗ = rN . Of course, v has the same value in all Lp norms:
||v||Lp = N2 and its total variation is ||v||TV = 2N2. Since N is much larger than r, the norms are well
ordered: ||Pr×rv||∗ � ||v||TV and ||Pr×rv||∗ � ||v||Lp . This type of behavior is desired in cartoon-texture
models.

2.2 Proposed Model

With definition 2.2, our proposed model is as follows: Given an f , we decompose f = A(u + v) + ρ by
minimizing:

E(u, v) = µ||Du||1 + γ||Pv||∗ +
λ

2
||A(u+ v)− f ||22 (6)

for all (u, v) ∈ A, where the admissible set isA :=
{

(u, v)
∣∣∑u =

∑
f,
∑
v = 0

}
. In practice, the minimizers

remain in this admissible set without any formal constraints. The operator A is assumed to be linear. For
denoising, A is the identity; for deblurring it is a convolution with a blur kernel; and for inpainting or sparse
reconstruction, it is a reduction operator.

Recall that minimizing this energy ensures that the cartoon will be in discreteBV , thereby being piecewise
smooth with sharp edges. The texture norm ensures a low patch-rank collection of textures and thus a small
amount of repetitive textures. Lastly, the residual (or noise) term ρ := A(u+ v)− f remains in L2 since it it
assumed to have no particular structure. In our examples, the noise is Gaussian; however, the residual term
λ
2 ||ρ||

2
2 can be replaced with other norms depending on the type of corruption. For example, impulse noise

and blind inpainting (of small regions) is better captured by using the L1 norm, i.e. λ||ρ||1.
In Figure 2, we provide a simple decomposition example. The cartoon consists of concentric annuli, the

texture is a repetitive stripe pattern, and the noise is random. In this example, the rank of the texture is
1, while the cartoon and noise components have full rank. It is worth noting that this decomposition is not
equivalent to thresholding the input images’ singular values. Figure 3 plots the singular values in descending
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(a) Original Image (b) Noisy (c) Recovered

(d) Cartoon (e) Texture (rescaled) (f) Noise (residual)

Figure 2: Decomposition of a Synthetic Example Image

order of each of the images from Figure 2 (after applying the patch map). The texture has only one singular
value since it is comprised of only one pattern. The cartoon has many patch patterns based on the various
alignments of edges between the homogeneous regions, all with varying degrees of importance, with the most
important being the constant patch. The noise has almost no coherent structures, which can be seen in its
singular values. From Figure 3, it is clear that the texture is the only component to have many zero singular
values. Even if the “smaller” singular values were thresholded, the texture component would still have the
smallest singular value support.

Remark 2.4. Like the cartoon-texture symmetry from the BV − G model, our cartoon and texture norms
are related in a curious way. For the cartoon u, the operator D is applied and the result is measured in L1.
For the texture v, the patch-texture is decomposed by the singular value decomposition; consequently, there
exists two unitary matrices U and V such that: Pv = UΣV ∗, where Σ is a diagonal matrix that contains
the singular values of Pv. This is equivalent to the L1 norm on Σ, i.e. ||U∗PvV ||1. While the operator D
looks at local comparisons in pixel values, the operation v 7−→ U∗PvV compares patches non-locally. The
L1 norm is used to measure sparsity in jumps for the case of the cartoon and sparsity in pattern in the case
of the texture.

Remark 2.5. There are many ways to view our texture norm.

1. From the perspective of non-local methods, our norm measures the similarity between patches based
on linear dependence rather than element-wise differences. In these methods, the typical measure of
similarity is the exponential of the L2 distance between patches. This can cause problems when two
patches agree exactly in texture but have different means. Specifically, if the difference in means is
large then the patches are considered to be dissimilar, which can lead to improper comparisons between
patches. In practice, this leads to problems in contrast (see Figure 19).

2. From a dictionary approach, our texture norm creates a basis Bi for i = 1, ..., rank (Pv) comprised
of the singular vectors of Pv. All patches are thus comprised of linear combinations from this basis,
creating a implicit dictionary based on the image itself.
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Figure 3: Singular Values in descending order

3. From a cartoon-texture point of view, our texture norm induces a space (T, ||P · ||∗) which is used in
the energy. As with the functional spaces, the proposed texture norm decreases as the pattern becomes
more repetitive.

3 Theoretical and Analytical Remarks

In this section we will examine the behavior of the cartoon-texture separation model, with the constraint
that the input data f is of mean zero. This is not a restriction in practice since it is simply a rescaling of
the data.

3.1 Characterization of Minimizers by Duality

In the continuous framework, the pre-dual of BV is G, the space of generalized functions. As in definition
1.1, the space G is equivalent to the space of functions which are the divergence of L∞ vector fields. The
space and norm first appeared in the characterization of minimizers for the ROF model and then in cartoon-
texture models [28]. For our discrete model, we would like an analogous space which has a similar duality
to our discrete BV space. In [2], a discrete G is given as follows:

Definition 3.1. The dual of (discrete) BV is the (discrete) space G which has the following norm:

||v||G := inf
v=div~g

||
√

(g1
i,j)

2 + (g2
i,j)

2||L∞

where ~gi,j = (g1
i,j , g

2
i,j).

We will consider the discrete divergence operator to be div =
(
D−x , D

−
y

)
· where D−i are the backward

differences. It can be shown that this definition of divergence yields div = −D∗, where D∗ is the adjoint of
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(a) Original Grass Image (b) Cartoon (c) Texture

(d) Original Tank Image (e) Cartoon (f) Texture

Figure 4: Examples of Image Decomposition. The patch-rank of the texture components for the Tank
and Grass images are 51.0% and 19.1% respectively. Even seemingly random textures have a small patch-
rank. Notice that spiking (or point structures) in the original images (a) and (d) are found in the cartoon
components (b) and (e) and not the texture components (c) and (f).

the operator from the definition of discrete TV . This is necessary to insure a discrete duality principle, or in
other words, for any u and v | 〈u, v〉 | ≤ ||Du||1||v||G. A similar duality is needed with respect to the texture
norm, which follows from the following properties of the patch map:

Lemma 3.2. If P is a patch map then

1. It is a bijective linear operator.

2. P is an isometry with respect to all element-wise norms.

3. ||Pv||∗ ≤
√
n||v||2, where n2 is the size of the matrix v.

4. The dual norm of ||P · ||∗ is ||P · ||s, where || · ||s is the spectral norm.

There are sharper bounds for condition 3 above; however, they depend on the patch size and the texture
component. The proofs for each of the above are easy to show. From these properties, the texture duality
can be shown to be: | 〈u, v〉 | ≤ ||Pu||s||Pv||∗. Based on these dualities, there are four characterization
theorems listed below. The characterization is centered around the pure decomposition version of the model
(when A = I):

E(u, v) = µ||Du||1 + γ||Pv||∗ +
λ

2
||u+ v − f ||22 (7)

The theorems give a relationship between the parameters (µ, γ, λ) and the quantities ||f ||G and ||Pf ||s =
σmax (Pf) (which is the maximum singular value of the patch-form of the image). The first two theorems
address the two trivial decompositions where no cartoon appears and the optimal solutions vary between
the texture and residual terms. The proofs of these theorems can be found in the Appendix Section 8.2.
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Theorem 3.3. If 0 < γ < 2µ
n , then the minimizer (u, v, ρ) must have u = 0. If in addition ||Pf ||s ≤ γ

λ ,
then the minimizer (u, v, ρ) yields u = ρ = 0 and v = f .

Theorem 3.4. If ||f ||G ≤ µ
λ and ||Pf ||s ≤ γ

λ then the minimizer (u, v, ρ) must yield u = v = 0 and ρ = f .

The last two theorems are the more interesting cases. By choosing the parameters accordingly, the
resulting optimal solutions will provide non-trivial decompositions.

Theorem 3.5. If ||f ||G > µ
λ and ||Pf ||s > γ

λ , then the minimizer yields ||ρ||G = µ
λ , ||Pρ||s = γ

λ , 〈ρ, u〉 =
µ
λ ||Du||1, and 〈ρ, v〉 = γ

λ ||Pv||∗.

Theorem 3.6. If ||f ||G ≤ µ
λ and ||Pf ||s > γ

λ , then three optimal cases hold:
(1) u = 0, ||ρ||G < µ

λ , ||Pρ||s ≤ γ
λ , and 〈ρ, v〉 = γ

λ ||Pv||∗
(2) v = 0, ||ρ||G = µ

λ , ||Pρ||s < γ
λ , and 〈ρ, u〉 = µ

λ ||Du||1
(3) ||ρ||G = µ

λ , ||Pρ||s = γ
λ , 〈ρ, v〉 = γ

λ ||Pv||∗, and 〈ρ, u〉 = µ
λ ||Du||1

These theorems provide some insight into choosing coefficients to obtain particular behaviors in the
minimizers.

3.2 Characterization of Texture based on P
We can further characterize solutions based on our patch map. The operator P is implicitly dependent on
both the way in which the elements are re-assigned and the patch size. First, to address the “reshaping” we
have the following theorem:

Lemma 3.7. Let P1 and P2 be two patch maps which are identical except for the order in which they map
the sub-blocks of v into the columns of Piv and the elements within the sub-block of v into the rows of Piv.
Then we have that for all v : ||P1v||∗ = ||P2v||∗.

By this lemma we see that our method is independent of the ordering used to reshape the texture matrix
into the patch-form.

Next, let us address the dependence of the texture component on the patch size p (for now assume
the patches are square). Like the tuning parameters in the energy, this parameter also determines certain
characteristics of the minimizers. For example, the patch size has a subtle relationship with the various
“texture frequencies.” Consider the following example:

Example 3.8. Let f(x, y) be a mean zero function that has an oscillation of period T only in the x-direction
(and constant along the y-direction). Let r be the length of the square patches.

1. If T < r, then the patch-rank must be larger or equal to 1. If there are small scale symmetries during
one-period, then the patch-rank can be equal to 1. For example, take r = T

2 . If f(x, y) = −f(x+ T
2 , y),

then the patch on [1, T2 ] × [1, T2 ] is equal to the negative of the patch on [T2 + 1, T ] × [T2 + 1, T ]. It
follows that there is only one underlying base patch, so the rank is 1.

2. If T > r, then the patch-rank must be larger or equal to 1. This can be shown by using the previous
argument with r = 3T

2 .

3. If T = r, then the patch-rank will be 1.

From this example, it is clear that to minimize the amount of patches needed to describe a given texture,
the parameter r should be as close to the the pattern period as possible.

Lastly, the following lemma address the partitioning of the texture component.

Lemma 3.9. Let P be a patch map and let S be a index shifting operator (with periodic boundary conditions),
then for any matrix v, ||PSv||∗ = ||Pv||∗ holds.

The lemma shows that the patch map is invariant under uniform translations of the indices, therefore our
proposed method is invariant of the partitioning grid. This is easy to show, since shifting the grid is equivalent
to reordering the indices but does not change the relationship between indices, as in Lemma 3.7.
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4 Numerical Method

The cartoon and texture are both defined with respect to fine (lower-dimensional) structures: co-dimensional
1 edges in the cartoon and co-dimensional 1 and 2 patterns in the texture. They are also both measured by L1

type norms, which are efficiently solved by splitting methods — in our case the split Bregman Method [20].
The added advantage in these splitting methods is that lower-dimensional structures get enhanced. This is
normally referred to as contrast enhancement, i.e. the sharpening of edges. An analogous effect seems to
sharpen the “texture contrast,” specifically linear features and isolated point structures. It is interesting to
note that in practice, the Bregman iteration removes any block effects from the texture component, which
occurs from the non-overlapping patch structure.

Below is an outline of the split Bregman technique applied to our model. We use a double Bregman,
since both terms u and v are split. First introduce the auxiliary variables d1 = Du and d2 = Pv:

min
d1=Du,d2=Pv

µ||d1||1 + γ||d2||∗ +
λ

2
||A(u+ v)− f ||22

Next add back the constraints d1 = Du and d2 = Pv, enforcing them with the Bregman variables b1, b2:

min
d1,d2,u,v

µ||d1||1 + γ||d2||∗ +
λ

2
||A(u+ v)− f ||22 +

λ1

2
||d1 −Du+ b1||22 +

λ2

2
||d2 − Pv + b2||22 (8)

This splitting decouples the original equation into the following system:

(un+1, vn+1) = argmin
un,vn

λ

2
||A(un + vn)− f + fn||22 +

λ1

2
||dn1 −Dun − bn1 ||22 (9)

+
λ2

2
||dn2 − Pvn − bn2 ||22

dn+1
1 = argmin

dn1

µ||dn1 ||1 +
λ1

2
||dn1 −Dun+1 − bn1 ||22 (10)

dn+1
2 = argmin

dn2

γ||dn2 ||∗ +
λ2

2
||dn2 − Pvn+1 − bn2 ||22 (11)

bn+1
1 = bn1 +Dun+1 − dn+1

1 (12)

bn+1
2 = bn2 + Pvn+1 − dn+1

2 (13)

In equation (9), we have also included the Bregman variable fn, which is used when one wants to enforce
the constraint A(u + v) = f . Each of the subproblems above can be easily solved, as follows. For the first
subproblem, from Lemma 3.2 and the tensor discussion in Remark 2.4, we can re-write equation (9) as:

(un+1, vn+1) = argmin
un,vn

λ

2
||A(un + vn)− f + fn||22 +

λ1

2
||dn1 −Dun − bn1 ||22

+
λ2

2
||P−1dn2 − vn − P−1bn2 ||22

Since this problem is differentiable, taking the first variation yields the following linear system:{
(λA∗A− λ1∆)un+1 + λA∗Avn+1 = F1

λA∗Aun+1 + (λA∗A+ λ2) vn+1 = F2

(14)
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where F1 = λA∗ (f − fn)−λ1D
∗ (dn1 − bn1 ) and F2 = λA∗ (f − fn) +λ2P−1 (dn2 − bn2 ). This equation can be

solved completely (in the Fourier domain) or approximated with a few iterations of a Gauss-Seidel sweep.
Next, equation (10) can be written out explicitly as a simple shrink:

dn+1
1 = shrink

(
Dun+1 + bn1 ,

µ

λ1

)
where the shrink function above is defined pointwise for 2-d vectors x as shrink(x, τ) := max (|x|2 − τ, 0) x

|x|2 ,

and where | · |2 is the vector 2-norm and τ ∈ R. Lastly, equation (11) can be written explicitly as:

dn+1
2 = SV T

(
Pvn+1 + bn2 ,

γ

λ2

)
where SV T is singular value thresholding, which is defined as follows: for a matrix M whose singular
value decomposition (SVD) is given by M = UΣV ∗, the singular value thresholding function is defined as
SV T (M, τ) := U max(Σ− τI, 0) V ∗, where the max is taken element-wise. There are methods to compute
the SV T without using the SVD (see [9]), which can speed up the computations for large matrices. Using
these formulas, the algorithm is presented in the next section.

4.1 The Algorithm

The splitting from the previous section reduces the problem from a difficult non-linear one to a sequence of
simple linear (or explicit) subproblems. The algorithm involves two main loops: the inner loop, which solves
each minimization, and the outer loop, which adds back the error and re-solves the minimization. The outer
loop’s termination is dependent on the problem we are solving, specifically on the amount of noise. Given a
tolerance tol, for pure decomposition with no noise or for inpainting with no noise, the outer loop is iterated
until ||f − A(un+1 + vn+1)||2 ≤ tol. In the presence of noise with standard deviation σnoise, the stopping
criteria becomes ||f −A(un+1 − vn+1)||2 ≈ σnoise. The number of outer loops also determine the amount of
texture-noise separation that occurs.

Algorithm

Initialize u0 = f ,v0 = 0 d0
1,x = d0

1,y = b01,x = b01,y = 0n,n, and d0
2 = b2 = 0

r2,n
2

r2

while Outer Iteration do
while Inner Iteration do

(un+1, vn+1) = GSn

dn+1
1 = shrink

(
Dun+1 + bn1 ,

µ

λ1

)
dn+1

2 = SV T

(
Pvn+1 + bn2 ,

γ

λ2

)
bn+1
1 = bn1 +Dun+1 − dn+1

1

bn+1
2 = bn2 + Pvn+1 − dn+1

2

end while
fn+1 = fn + f −

(
un+1 + vn+1

)
end while
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where GSn is the application of Gauss-Seidel sweeping to equation (14). Typically, only a few sweeps are
necessary, since only partial convergence is needed.

5 Results

In the previous section, methods for choosing appropriate parameters were given in the examples and theo-
rems. Before discussing the numerical results, a summary with one more parameter bound will be provided.
Informally, an upper bound on the number of expected textures can be predicted, thereby providing a bound
on rank(Pv). As previously mentioned, the texture is comprised of highly oscillatory functions. If we model
them as sums of sines and cosines, then the Fourier transform yields sums of Dirac delta functions at those
frequencies. In practice, the textures appear as pairs of spikes (of various amplitudes) in the Fourier domain
(see Figure 5). By counting the number of spikes in the Fourier domain, one can estimate an upper bound
for the patch-rank (it is only an upper bound since jump discontinuities can contribute to the spikes).

Figure 5: Fourier Transform of Brodatz

Let r × r be the patch size of Pv, then we have the following:

1. From the argument above, take r2 to be close to half the number of “large” spikes in |F (v) |.

2. From Example 3.7, if the largest texture period is T , then take r to be as close to T as possible.

3. Choose (µ, γ, λ) based on the theorems 3.3, 3.4, 3.5, and 3.6. Also, the ratio µ
λ1

determines the amount
of cartoon, while the ratio γ

λ2
determines the amount of texture.

4. Normalizing f such that
∑
|fi,j | = 1 (or max |fi,j | = 1) and

∑
fi,j = 0 helps when choosing (µ, γ, λ).

5. Setting λ = λ1 = λ2 gives appropriate results and removes two parameters from the model.

6. In regards to the algorithm, the number of outer loops determines the “amount of edges and texture”
that is added back. If the original image is noisy, this parameter must be tuned in order to avoid
adding back the noise. As mentioned in [20], the number of GS sweeps can be fixed to a value between
2 to 5 (only partially converging) and the method will give satisfactory results.

For the results that follow we take 5 by 5 patches (unless otherwise stated), λ = 1, µ ∈ [.75, 2], and
γ ≈ σmax (Pv).

13



5.1 Decomposition

Figure 6: Barbara

For the pure cartoon-texture decomposition problem, we would like to remove the texture component
without removing other key features, such as edges, shading, etc. Take, for example, the Barbara image
(Figure 6). We estimated approximately 25 spikes in the Fourier domain, so a patch size of 5 × 5 is more
than sufficient. In Figure 7, our method is compared to the standard TV − G model [3] and the TV − L2

model (i.e. ROF model). For TV − L2, we use the Split Bregman approach from [20]. For all models, the
parameters are chosen in order to have the same L2 norm on the texture component. As seen in Figure
7, our method provides similar results to the classical TV − G separation while removing fewer edges, for
example, Barbara’s hair and the background. Unlike our method, the TV − L2 model does not remove the
texture evenly.

In Figure 8, the texture component’s dependence on the patch size is examined. The similarity between
the textures suggest some flexibility in determining the patch size, although the smaller patch size yields
less texture while the large patch size removes non-texture features. In Figure 9, the texture component’s
dependence on γ (the texture norm’s coefficient in the energy) is investigated by fixing µ and λ. Increasing
γ gives smaller patch-ranks and removes less non-texture features, while decreasing γ removes more details
from the cartoon (see Theorem 3.3).

Fixing the texture from Figure 9d and decomposing the patch-form by the singular value decomposition
yields: Pv = UΣV ∗, i.e. v = P−1 (UΣV ∗), where the diagonal matrix Σ = diag(σ1, ..., σr, 0...0) contains
the r singular values in descending order. In Figure 9, this texture is then reconstructed using only some
singular vectors (thresholding Σ). Notice that the singular values capture the relative significances of the
base textures.

Lastly, Figure 4 shows the wide range of textures that can be capture by our model. The Tank and Grass
images have visually random patterns yet have small patch-ranks (51.0% and 19.1% respectively). Section
5.5.1 will discuss in more details the types of textures that can be well-represented by our model.

5.2 Pattern Regularization

Since our texture norm penalizes non-uniform behavior between patches, our decomposition can be applied
to image regularization. By regularizing the patterns, irregularities in the image are removed. In Figures 11
and 12, we regularize the highly textured Brodatz image using equation 8. The image f is decomposed into
f = u + v + ρ, where u + v is the regularized image and ρ contains the irregularities. In Figure 12, it can
be seen that, in our method, the essential vertical pattern is preserved, while the unwanted point structures
are removed. Furthermore, our method also retains more texture than the standard median filter.
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(a) Our Cartoon (b) Our Texture (patch-rank 6)

(c) TV −G Cartoon (d) TV −G Texture

(e) TV − L2 Cartoon (f) TV − L2 Texture

Figure 7: Decomposing Barbara

5.3 Denoising

In Figure 2, we saw the nearly-perfect recovery of a noisy synthetic image. Texture-noise separation is
difficult for most cartoon-texture decomposition methods, see Figure 13. In Figures 14 and 15, the Brodatz
image is degraded by Gaussian noise of zero mean and recovered by TV −L2, NLTV −L2, and our method.
For NLTV − L2, to make the comparison as similar as possible, we use a semi-local version with the same
patch size as in our method [16,17]. In both the TV −L2 and the NLTV −L2 models, the noise is removed
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(a) Cartoon p=4 (b) Texture p=4

(c) Cartoon p=5 (d) Texture p=5

(e) Cartoon p=7 (f) Texture p=7

Figure 8: Decomposing Barbara with various patch sizes

from the top left quadrant. However, in more textured quadrants, more texture loss is seen (see Figure 15).
For TV − L2 (PSNR=30.2), although some texture is recovered, only the cartoon-like regions are recovered
well. The NLTV − L2 (PSNR=31.8) recovers both the cartoon and texture well, but loses some texture
in order to obtain a particular level of smoothness. Our method recovers both parts well, with the highest
PSNR of 32.8, while being faster than the semi-local method (restricting the window size to 11 by 11). The
slight oscillatory pattern that appears in the top left quadrant is an artifact of the non-locality of SVD.
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(a) Cartoon (Patch-Rank 4) (b) Texture (Patch-Rank 4)

(c) Cartoon (Patch-Rank 6) (d) Texture (Patch-Rank 6)

(e) Cartoon (Patch-Rank 7) (f) Texture (Patch-Rank 7)

Figure 9: Decompositions with different Patch-Ranks ( fixed µ and λ, γ variable)

5.3.1 Denoising: Quantitative Comparisons

In general, there are no exact metrics in which to compare textures; however, there are some features
which one prefers. In particular, a “good texture” component is noise-free and contains many sharp small-
scale details. Since noise is dense and has many false spikes, we can measure the noise level in the texture
component by computing the sparsity of the texture component (as a percent of total pixels) and the percent
of pixels which are considered edges (after applying a gradient based edge detector). The smaller the value
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Method Recovered SNR Cartoon SNR Texture SNR Noise Entropy Error Entropy
Our Proposed Model 19.3 19.0 17.3 4.43 3.34

TV-L2 8.6 N/A N/A 3.48 4.29
NLTV-L2 19.1 N/A N/A 4.42 3.50
TV-G-L2 11.2 13.4 5.9 4.36 4.31

TV-H−1-L2 10.8 11.6 6.6 4.35 4.37

Table 1: Denoising of the Synthetic image. Each method has the same noise variance (L2 norm). The
entropy of the true noise is 4.53.

Method SNR Edges Sparsity Patch-Rank Noise Entropy Error Entropy
Our Proposed Model 15.14 10.9% 61.8% 15.1% 3.81 3.72

TV-L2 14.37 N/A N/A N/A 3.75 3.78
NLTV-L2 15.14 N/A N/A N/A 3.80 3.79
TV-G-L2 11.13 16.4% 63.3% 83.9% 4.00 4.15

TV-H−1-L2 11.50 11.6% 64.4% 82.6% 4.05 4.14

Table 2: Denoising of a noisy Brodatz-Wood image. Each method has the same noise variance (L2 norm)
and same L2 norm on the texture component. The entropy of the true noise is 3.81. The patch-ranks for
TV-G-L2 and TV-H−1-L2 are computed after thresholding the smaller singular values.

Method SNR Edges Sparsity Patch-Rank Noise Entropy Error Entropy
Our Proposed Model 7.83 8.8% 66.5% 15.6% 3.79 3.28

TV-G-L2 4.26 10.6% 66.6% 98.1% 3.78 3.94
TV-H−1-L2 5.84 13.0% 67.3% 100% 3.78 3.78

Table 3: Denoising of the noisy Grass image. Each method has the same noise variance (L2 norm) and same
L2 norm on the texture component. The entropy of the true noise is 3.80. The patch-ranks for TV-G-L2

and TV-H−1-L2 are computed after thresholding the smaller singular values.

Method SNR Edges Sparsity Patch-Rank Noise Entropy Error Entropy
Our Proposed Model 11.86 7.2% 65.6% 40% 3.29 3.26

TV-G-L2 9.53 30.2% 67.6% 100% 3.35 3.49
TV-H−1-L2 9.57 0.3%∗ 67.8% 100% 3.34 3.49

Table 4: Denoising of the noisy Tank image. Each method has the same noise variance (L2 norm) and the
exact same cartoon component. The entropy of the true noise is 3.28. The patch-ranks for TV-G-L2 and
TV-H−1-L2 are computed after thresholding the smaller singular values. ∗ The TV-H−1-L2 decomposition
has a texture component that is mostly low amplitude noise, so the gradient detector outputs almost no
edges.
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(a) Using First Singular Vector (b) Using First 2 Singular Vectors

(c) Using First 4 Singular Vectors (d) Full Texture

Figure 10: Various Singular Vectors for a Fixed Texture

of both the edge and intensity sparsity, the better the texture. To measure the amount of noise that is
removed by a method, we compute the entropy of the noise component and compare it to the known entropy
of the added noise. The entropy is also applied to the error term to measure the amount of structure and
texture that is lost to the noise component. A small error entropy means that the recovered image is closer
to the original in terms of small-scale features (since oscillations may appear as larger entropy). Lastly,
for reference, the patch-rank is computed for each method. We compare our proposed texture method to
standard ones using various texture and noise metrics.

In Table 1, the Synthetic image from Figure 2 is denoised by various methods. Each method has the
same variance on their corresponding noise component. Since the true cartoon and true texture is known,
we only compare the SNR of each component. Notice that both of the entropy metrics order the methods
in a similar (but not exactly equivalent) way as the SNR. In Table 2, a noisy version of the Brodatz-Wood
image is denoised. Our method does as well as the Nonlocal methods in terms of SNR, but better in terms
of removing the appropriate noise distribution (measured by entropy). Compared to the other standard
cartoon-texture methods, our proposed model outputs a less noisy texture component. In the next two
tables, we only compare our method with other cartoon-texture decomposition methods. In both cases, it is
clear that our method better handles texture-noise separation. Using these results, we can partial conclude
that this pattern-based interpretation is a more appropriate definition for texture than those that are based
on oscillations.
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(a) Original Image (b) Median Filter

(c) Our Method

Figure 11: Image Regularization

5.4 Deblurring

Blurry images tend to have severe texture loss and require methods which reconstruct the texture well. In
Figure 16, the Barbara image is blurred by a Gaussian kernel with a standard deviation of 1.1. We compare
our recovered image with the TV-L2 and NLTV-L2 [34] deblurring methods. In terms of PSNR, our method
better reconstructs the image with the Non-local total variational method getting very close results. Visually,
the textures on the left and right ends of the scarf are sharper in our recovered image than in the others.
Since the production of sharp edges are the key to deblurring methods, we can also quantitatively compare
the results by measuring the percent of edge pixels in the image (using a gradient based edge detector).
The blurred image has 15.4% edge pixels, the TV method has 16.3% edge pixels, the NLTV method has
18.6% edge pixels, while ours has the most at 19.2% edge pixels. Using this metric, we can conclude that
our method better produces features of sharp contrast. On a side note, in practice the texture regularized
images do not seem to have the typical ringing effect associated with deconvolution problems. This leads us
to believe that texture regularized models are more stable for deblurring.

5.5 Inpainting: Sparse Reconstruction

In this and the next section, we discuss texture-regularized inpainting. There are two main types of inpaint-
ing: missing regions and sparse reconstruction. For inpainting missing regions, the image is first separated
into its components, with the cartoon part recovered using a “structure” based inpainting, while the tex-
ture part is inpainted by texture-based techniques (for more on this methodology see [6]). The numerical
results presented here focus on sparse reconstruction. As an example, our method recovers an image almost
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(a) Original-Zoomed In (b) Median Filter- Zoomed In

(c) Our Method- Zoomed In (d) Median Filter-Residual

(e) Our Method-Residual

Figure 12: Image Regularization

perfectly (RMSE is less than 0.08) with more than 50% of the pixels randomly removed. In Figure 18 and
19, we compare our method to TV − L2 and NLTV − L2 inpainting on an image with more than 65%
of the pixels randomly removed. Our method is comparable in speed to the TV − L2 and faster than the
NLTV − L2. Our method recovers the image better (PSNR=44.0) than the TV − L2 (PSNR=39.6), while
being comparable to NLTV − L2 (PSNR=43.4).
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(a) Cartoon (b) Texture (c) Noise (residual)

Figure 13: Decomposition of a Synthetic Example Image using TV −G

(a) Original Image (b) Noisy Image

Figure 14: Decomposition of a Synthetic Example Image

5.5.1 Sparse Reconstruction and Denoising: Quantitative Comparisons

Lastly, we investigate the type of textures which can be well-represented within this framework. To do so,
we generate a set of corrupt highly textured images by adding a fixed amount of noise to 100 images from
a database of images [23] and then sparse sampling the images (removing half of the number of pixels). We
applied our algorithm to each of the images in this dataset by fixing most of the parameters in a very small
range, with the exception of the patch sizes, which were allowed to vary from 10 by 10 to 20 by 20 to match
the texture scale of an individual image. In Appendix 8.3, the RMSE between the recovered image and
the original, the RMSE between the original and the corrupt image, the precentage decrease in RMSE after
the recovery, and the patch-rank (which is normalized out of 100) are given. By considering the RMSE,
the amount the RMSE changed, the patch rank, and visual metrics, we can evaluate which textures are
well-represented by this method. Although the patches are formed on a grid, the resulting textures do not
have to be grid like in structure nor in pattern. Based on this experiment, our method is not sensitive to
the angle or directionality of the texture pattern, the texture plane (i.e. frontal verse non-frontal textures),
the geometry of the pattern, nor the geometry of the texture plane. For example, in Figure 20, the texture
resides on a warped or non-uniform geometry, which does not align with the patch grid. However, our
method preforms well on this textured image and others like this. Our method has difficulty in capturing
texture which does not have a regular pattern or has highly deviating structures. An example of this can
be found in Figure 21, where the patterns have many irregular shapes over many scales. In this example,
the texture component does not have a geometrically uniform pattern and we can see loss of texture in the
recovered image.
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(a) TV, PSNR=30.2 (b) TV: Zoomed In (c) TV: Residual

(d) NLTV: PSNR=31.8 (e) NLTV: Zoomed In (f) NLTV: Residual

(g) Our Method: PSNR=32.8 (h) Our Method: Zoomed In (i) Our Method: Residual

Figure 15: Denoising of Brodatz

6 Conclusion

In this paper, we have presented a different way to model image texture or patterns in data. From the
matrix perspective, we proposed measuring the patch-based singular values as a norm for the texture space.
The new texture norm was used as a regularizer in models for decomposing, pattern regularizing, denoising,
and sparse reconstruction. Given a corrupt image f , the recovered image is reconstructed component-wise
as u+ v, where u is the cartoon (piecewise smooth) part, while v is the oscillatory/patterned texture part.
The various results support the benefit of including a texture regularizer rather than only reconstructing the
smooth component. While other techniques for texture reconstruction exist, our method has the advantage
of separating texture from noise as well as its simplicity of construction, ease of implementation, and speed.
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(a) Barbara with blur (b) TV-L2, PSNR= 21.2

(c) NLTV-L2, PSNR= 22.6 (d) Our Model, PSNR=22.7

Figure 16: Deblurring Comparison

(a) Corrupted Image (b) Recovered

Figure 17: Inpainting Example
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[19] Jérôme Gilles. Noisy image decomposition: A new structure, texture and noise model based on local
adaptivity. Journal of Mathematical Imaging and Vision, 28:285–295, August 2007.

[20] Tom Goldstein and Stanley Osher. The split bregman method for L1-Regularized problems. SIAM
Journal on Imaging Sciences, 2(2):323, 2009.

[21] Hui Ji, Chaoqiang Liu, Zuowei Shen, and Yuhong Xu. Robust video denoising using low rank matrix
completion. In Computer Vision and Pattern Recognition, IEEE Computer Society Conference on,
volume 0, pages 1791–1798, Los Alamitos, CA, USA, 2010. IEEE Computer Society.

[22] Yunho Kim and Luminita Vese. Image recovery using functions of bounded variation and sobolev spaces
of negative differentiability. Inverse Problems and Imaging, 3:43–68, February 2009.

[23] S. Lazebnik, C. Schmid, and J. Ponce. A sparse texture representation using local affine regions. Pattern
Analysis and Machine Intelligence, IEEE Transactions on, 27(8):1265 –1278, aug. 2005.

[24] Linh H. Lieu and Luminita A. Vese. Image restoration and decomposition via bounded total variation
and negative Hilbert-Sobolev spaces. Applied Mathematics and Optimization, 58:167–193, May 2008.

[25] J. Mairal, F. Bach, J. Ponce, G. Sapiro, and A. Zisserman. Non-local sparse models for image restoration.
In 2009 IEEE 12th International Conference on Computer Vision, pages 2272–2279. IEEE, October
2009.

[26] J. Mairal, M. Elad, and G. Sapiro. Sparse representation for color image restoration. IEEE Transactions
on Image Processing, 17(1):53–69, January 2008.

[27] Julien Mairal, Francis Bach, Jean Ponce, and Guillermo Sapiro. Online learning for matrix factorization
and sparse coding. J. Mach. Learn. Res., 11:19–60, March 2010.

[28] Yves Meyer. Oscillating patterns in image processing and nonlinear evolution equations: the fifteenth
Dean Jacqueline B. Lewis memorial lectures. American Mathematical Soc., 2001.

[29] Stanley Osher, Martin Burger, Donald Goldfarb, Jinjun Xu, and Wotao Yin. An iterative regularization
method for total Variation-Based image restoration. Multiscale Modeling & Simulation, 4(2):460, 2005.
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8 Appendix

8.1 A Tensor Interpretation

As a small remark, since the patch map is a linear map between matrices it can be associated with a

tensor. The map P is a rank 4 tensor (not to be confused with matrix rank) which maps Rn,n into Rr
2,n

2

r2 .

Associating the map P with the tensor P =
[
P k,li,j

]
, the operation P : v 7→ w is defined by the following

(using Einstein notation, where repeated indices are summed):

wi,j = P k,li,j vk,l (15)

where the elements of the tensor are defined as:

P k,li,j =

{
1 : if (i, j) =

(
(m(k)− 1)r +m(l), 1 + n(k−m(k))

r2 + l−m(l)
r

)
0 : otherwise

and m(·) := mod(· − 1, r) + 1.
The tensor is bijective since it is a unique invertible mapping. Furthermore, the tensor is a unitary

transformation with respect to the element-wise inner product, since for all v1 and v2, 〈Pv1,Pv2〉 = 〈v1, v2〉
holds.

8.2 Proofs of Theorems

The proofs below are a generalization of the theory from Gilles and Meyer’s work [18]. The main difference
is that extra care must be given since there is no duality between our cartoon and texture norms.

Lemma 8.1. Take any Banach space with norm || · || and dual norm || · ||′. Given an f that is decomposed
into f = u+ v by minimizing the following:

||u||+ λ

2
||v||22

then the following hold.

1. If ||f ||′ ≤ 1
λ , then u = 0 and v = f .

2. If ||f ||′ > 1
λ , then ||v||′ = 1

λ and 〈u, v〉 = 1
λ ||u||.

Lemma 8.1 will be used in many of the arguments in the various proofs. Similarly to the work [18], the
cartoon, texture, and error norms have a proper ordering.

Lemma 8.2. For all n by n matrices g (with mean zero), we have the following:

||Pg||∗ ≤
√
n||g||2 ≤

n

2
||Dg||1

The lemma above provides a comparison between the terms in the energy and allows for the generalization
of duality. More precisely, Lemma 8.3 describes the dual pairing relationships.

Lemma 8.3. For all n by n matrices u and v, we have the following:

| 〈u, v〉 | ≤ ||Du||1||v||G
| 〈u, v〉 | ≤ ||Pu||s||Pv||∗
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Proof. For the first inequality, take any (u, v) and let there exist a g such that v = divg, so

| 〈u, v〉 | = | 〈u,divg〉 |
= | 〈Du, g〉 |
≤ ||Du||1||g||∞

Then taking the infimum with respect to all possible g yields the inequality. For the second inequality, we
use the properties of P.

| 〈u, v〉 | = | 〈Pu,Pv〉 |
≤ ||Pu||s||Pv||∗

Note that the spectral and trace norms are dual.

In order to apply Lemma 8.1 to our model, we look at the pair (u, v) simultaneously. To do so, define
w = u + v to be the reconstructed image comprised of both components with the following induced norm:

||w|| = inf {µ||Du||1 + γ||Pv||∗}. The dual norm is defined as ||g||′ = sup
{

1
µ ||g||G,

1
γ ||Pg||s

}
. Writing the

energy in terms of w yields:

E(w) = ||w||+ λ

2
||f − w||22

we will consider this in many of the proofs that follow.
Throughout this appendix, the energy E will be a functional with arguments u, v, and ρ depending on

the particular proof; however, all are equivalent by the relationship u+ v + ρ = f with f given.

Theorem 8.4. If 0 < γ < 2µ
n then optimal decomposition yields u=0.

Proof. Examining the energy with respect to the cartoon component u and the residual ρ, the energy can
be bounded below by using Lemma 8.2 and positivity of the norms.

E(u, ρ) = µ||Du||1 + γ||P(f − u− ρ)||∗ +
λ

2
||ρ||22

≥ 2µ

n
||Pu||∗ + γ||P(f − u− ρ)||∗ +

λ

2
||ρ||22

≥ γ {||Pu||∗ + ||P(f − u− ρ)||∗}+
λ

2
||ρ||22

≥ γ||P(f − ρ)||∗ +
λ

2
||ρ||22

= E(0, ρ)

For all u 6= 0 we have ||Pu||∗ > 0, therefore u = 0 is the minimizer.

Next, using Theorem 8.4 with an additional constraint on f yields another trivial minimizer.

Theorem 8.5. If 0 < γ < 2µ
n and ||Pf ||s ≤ γ

λ then the optimal decomposition yields u = ρ = 0 and v = f .

Proof. From Theorem 8.4, since 0 < γ < 2µ
n , the energy is equivalent to the following:

E(0, ρ) = γ||P(f − ρ)||∗ +
λ

2
||ρ||22

By Lemma 8.1, since ||Pf ||s ≤ γ
λ , then ρ is identically 0.
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The theorems above provide the conditions in which the texture and/or residual component contain all
of the information. The theorem below provides the final trivial case.

Theorem 8.6. If ||f ||G ≤ µ
λ and ||Pf ||s ≤ γ

λ then the optimal decomposition yields u = v = 0 and ρ = f .

Proof. Consider the simultaneous energy (with respect to w).

E(w) = ||w||+ λ

2
||f − w||22

The value of f in the dual norm can be calculated by using the assumptions:

||f ||′ = sup

{
1

µ
||f ||G,

1

γ
||Pf ||s

}
≤ sup

{
1

λ
,

1

λ

}
=

1

λ
.

Applying Lemma 8.1 yields w = 0, which implies both u = 0 and v = 0.

For the first non-trivial decomposition, Theorem 8.7 characterizes minimizers when f is large with respect
to particular norms.

Theorem 8.7. If ||f ||G > µ
λ and ||Pf ||s > γ

λ , then the following holds for all minimizers: ||ρ||G = µ
λ ,

||Pρ||s = γ
λ , 〈ρ, u〉 = µ

λ ||Du||1, and 〈ρ, v〉 = γ
λ ||Pv||∗.

Proof. Calculating the simultaneous dual norm yields the lower bound ||f ||′ ≥ 1
λ and therefore by Lemma 8.1

||ρ||′ = 1
λ and 〈w, ρ〉 = 1

λ ||w||. Since the simultaenous dual norm is defined as ||ρ||′ = sup
{

1
µ ||ρ||G,

1
γ ||Pρ||s

}
,

we have the following bounds on the residual ρ:

||ρ||G ≤ µ

λ

||Pρ||s ≤ γ

λ

By the duality principles from Lemma 8.3, the following also holds:

〈ρ, u〉 ≤ ||Du||1||ρ||G =
µ

λ
||Du||1

〈ρ, v〉 ≤ ||Pv||∗||Pρ||∗ =
γ

λ
||Pv||∗

Together, these inequalities give:

〈u+ v, ρ〉 ≤ 1

λ
{µ||Du||1 + γ||Pv||∗}

The inequality above is equivalent to 〈w, ρ〉 ≤ 1
λ ||w||, for w = u+v. However, by Lemma 8.1 〈w, ρ〉 = 1

λ ||w||,
thus equality holds for all related inequalities: ||ρ||G = µ

λ , ||Pρ||s = γ
λ , 〈ρ, u〉 = µ

λ ||Du||1, and 〈ρ, v〉 =
γ
λ ||Pv||∗.
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Lastly, when f is small in one dual norm and large in the other many cases occur. The following theorem
provides the various optimal solutions and their characterizations.

Theorem 8.8. If ||f ||G ≤ µ
λ and ||Pf ||s > γ

λ then three case hold:
(1) u = 0, ||ρ||G < µ

λ , ||Pρ||s = γ
λ , and 〈ρ, v〉 = γ

λ ||Pv||∗
(2) v = 0, ||ρ||G = µ

λ , ||Pρ||s < γ
λ , and 〈ρ, u〉 = µ

λ ||Du||1
(3) ||ρ||G = µ

λ , ||Pρ||s = γ
λ , 〈ρ, v〉 = γ

λ ||Pv||∗, and 〈ρ, u〉 = µ
λ ||Du||1

Each of the case above are also the optimal decompositions for the energy.

Proof. Consider the simultaneous energy in terms of w:

E(w) = ||w||+ λ

2
||f − w||22

Under the assumptions of this Theorem, the simultaneous dual norm of f is bounded below: ||f ||′ > 1
λ , and

by Lemma 8.1, ||ρ||′ = 1
λ and 〈ρ, w〉 = 1

λ ||w||. This can occur in three ways. The proof is divided into several
subproofs for each of the cases.

1. First assume ||ρ||G < µ
λ , ||Pρ||s = γ

λ .

Since w = u+ v, the result of Lemma 8.1 is equivalent to:

〈ρ, u+ v〉 =
1

λ
{µ||Du||1 + γ||Pv||∗}

However, by the duality principles and the assumptions of this case the following inequalities hold:

〈ρ, u〉 ≤ ||Du||1||ρ||G <
µ

λ
||Du||1

〈ρ, v〉 ≤ ||Pv||∗||Pρ||∗ =
γ

λ
||Pv||∗

Combining these statements produces the contradictory strict inequality:

〈ρ, u+ v〉 <
1

λ
{µ||Du||1 + γ||Pv||∗}

Thus u = 0 and 〈ρ, v〉 = γ
λ ||Pv||∗ to avoid the contradiction.

2. Next, assume ||ρ||G = µ
λ , ||Pρ||s < γ

λ .

By repeating the argument above, v = 0 〈ρ, u〉 = µ
λ ||Du||1 must hold.

3. Assume that ||ρ||G = µ
λ , ||Pρ||s = γ

λ then 〈ρ, v〉 = γ
λ ||Pv||∗, and 〈ρ, u〉 = µ

λ ||Du||1 for the optimal
solution.

Similarly to the other two cases: By Lemma 8.1, we have

〈ρ, u+ v〉 =
1

λ
{µ||Du||1 + γ||Pv||∗}
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The duality principles (Lemma 8.3) and the assumptions of this case yield the following inequalities:

〈ρ, u〉 ≤ ||ρ||G||Du||1 =
µ

λ
||Du||1

〈ρ, v〉 ≤ ||Pρ||s||Pv||∗ =
γ

λ
||Pv||∗

Thus the following equalities 〈ρ, u〉 = µ
λ ||Du||1 and 〈ρ, v〉 = γ

λ ||Pv||∗ must hold.

4. For the next three cases, we show that the solutions are optimal. Assume ||ρ||G = µ
λ , ||Pρ||s ≤ γ

λ , and
〈ρ, u〉 = µ

λ ||Du||1, and f = u+ ρ then for all U and v we have

µ||D(u+ U)||1 + γ||Pv||∗ +
λ

2
||ρ− U − v||22 ≥ µ||Du||1 +

λ

2
||ρ||22 (16)

To show this, first rescale the equation (17) by dividing by λ = µ||ρ||−1
G to get

||D(u+ U)||1||ρ||G +
γ

µ
||Pv||∗||ρ||G +

1

2
||ρ− U − v||22

≥ 〈u+ U, ρ〉+
γ

µ
||Pv||∗||ρ||G +

1

2
||ρ||22 +

1

2
||U + v||22 − 〈ρ, U〉 − 〈v, ρ〉

≥ 〈u, ρ〉+
γ

µ
||Pv||∗||ρ||G +

1

2
||ρ||22 +

1

2
||U + v||22 − 〈v, ρ〉

=
µ

λ
||Du||1 +

γ

µ
||Pv||∗||ρ||G +

1

2
||ρ||22 +

1

2
||U + v||22 − 〈v, ρ〉

≥ µ

λ
||Du||1 +

1

2
||ρ||22

(17)

By the texture duality principle, i.e. 〈v, ρ〉 ≤ ||Pρ||s||Pv||∗, and the assumptions of this case, we have
〈v, ρ〉 ≤ γ

µ ||ρ||G||Pv||∗ which is used in the inequalities above.

If equality holds, then U = −v and 〈v, ρ〉 = γ
µ ||ρ||G||Pv||∗. Also ||Pρ||s = γ

λ and 〈v, ρ〉 = ||Pρ||s||Pv||∗
would hold. Returning to equation (17):

µ||D(u− v)||1 + γ||Pv||∗ +
λ

2
||ρ||22 ≥ µ||Du||1 +

λ

2
||ρ||22

by canceling terms, we get:

µ||D(u− v)||1 + γ||Pv||∗ ≥ µ||Du||1

Using the equalities we found and the fact that γ = λ||Pρ||s, the following inequalities are equivalent:

µ||D(u− v)||1 + λ||Pρ||s||Pv||∗ ≥ µ||Du||1
µ

λ
||D(u− v)||1 + 〈v, ρ〉 ≥ µ

λ
||Du||1

||ρ||G||D(u− v)||1 + 〈v, ρ〉 ≥ µ

λ
||Du||1
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However, by the Lemma 8.3:

||ρ||G||D(u− v)||1 ≥ 〈u− v, ρ〉 = 〈u, ρ〉 − 〈v, ρ〉

which implies 〈u, ρ〉 = µ
λ ||Du||1, so if we have equality then ||ρ||G||D(u− v)||1 = 〈u− v, ρ〉.

5. Assume f = v + ρ, ||ρ||G < µ
λ , ||Pρ||s = γ

λ , and 〈ρ, v〉 = γ
λ ||Pv||∗, then the decomposition f = v + ρ is

optimal.

As before, perturb v by V , with the corresponding energy:

E(u, v + V ) = µ||Du||1 + γ||P(v + V )||∗ +
λ

2
||ρ− u− V ||22 (18)

By Lemma 8.3 and the assumptions of this case, we have the following inequality:

||P(v + V )||∗||Pρ||s ≥ 〈v + V, ρ〉
≥ 〈v, ρ〉+ 〈V, ρ〉

=
γ

λ
||Pv||∗ + 〈V, ρ〉

Since we assume ||Pρ||s = γ
λ , the previous inequality is equivalent to:

||P(v + V )||∗ ≥ ||Pv||∗ +
λ

γ
〈V, ρ〉

Note that the decompositions of f , namely f = u+ v + V + ρ and f = ρ+ v, yields:

||u+ V ||22 = ||f − ρ− v||22 = 0

Using this fact and expanding the L2 norm in equation (18) gives:

||ρ− u− V ||22 = ||ρ||22 − 2 〈u, ρ〉 − 2 〈V, ρ〉 (19)

The second term on the right hand side of equation (19) can be bounded by using Lemma 8.3 and the
assumption ||ρ||G < µ

λ :

λ |〈u, ρ〉| ≤ λ||Du||1||ρ||G ≤ µ||Du||1

Returning to the equation (18), we have the following lower bound:

E(u, v + V ) ≥ λ |〈u, ρ〉|+ γ||Pv||∗ + λ 〈V, ρ〉+
λ

2
||ρ||22 − λ 〈u, ρ〉 − λ 〈V, ρ〉

≥ γ||Pv||∗ +
λ

2
||ρ||22

= E(0, v)

Thus the decomposition f = v + ρ is optimal.
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6. Lastly, assume ||ρ||G = µ
λ , ||Pρ||s = γ

λ , 〈ρ, v〉 = γ
λ ||Pv||∗, and 〈ρ, u〉 = µ

λ ||Du||1 hold, then the
decomposition is optimal.

Perturb the functions u by U and ρ by P with the perturbed energy:

E(u+ U, ρ+ P ) = µ||Du||1 + γ||P(v − U − P )||∗ +
λ

2
||ρ+ P ||22 (20)

Next, by combining the various assumptions in this case, we get ||Pρ||s = γ
λ > ||Pf ||s and ||ρ||G =

µ
λ ≥ ||f ||G.

For the texture norm, Lemma 8.3 yields:

||Pρ||s||P(v − U − P )||∗ ≥ 〈ρ, v − U − P 〉

By using this inequality and the assumption that ||Pρ||s = γ
λ , the following holds:

γ||P(v − U − P )||∗ ≥ λ 〈ρ, v〉 − λ 〈ρ, U〉 − λ 〈ρ, P 〉 (21)

With respect to the cartoon norm, Lemma 8.3 yields:

||D(u+ U)||1||ρ||G ≥ 〈u+ U, ρ〉 (22)

By the assumption ||ρ||G = µ
λ , equation (22) is equivalent to:

µ||D(u+ U)||1 ≥ λ 〈u, ρ〉+ λ 〈U, ρ〉 (23)

Combining equation (21) and (23) with equation (20) and canceling terms gives the following lower
bound for the energy:

E(u+ U, ρ+ P ) = µ||Du||1 + γ||P(v − U − P )||∗ +
λ

2
||ρ+ P ||22

≥ λ

(
〈u, ρ〉+ 〈U, ρ〉+ 〈ρ, v〉 − 〈ρ, U〉 − 〈ρ, P 〉+

1

2
||ρ||22 +

1

2
||P ||22 + 〈P, ρ〉

)
≥ λ

(
〈u+ v, ρ〉+

1

2
||ρ||22 +

1

2
||P ||22

)
= µ||Du||1 + γ||Pv||∗ + λ

(
1

2
||ρ||22 +

1

2
||P ||22

)
≥ E(u, ρ)

Implying U = 0 and P = 0 , therefore (u, ρ) is the minimizer.

8.3 Texture Set Tables

In this section, we provide a quantitative evaluation of our algorithm. In particular, we added a fixed
amount of noise to 100 images from the texture data set found in [23] and then sparsely sampled the images
by randomly removing half of the number of pixels. The parameters were fixed at µ = 1, λ = λ1 = λ2 = 1,
3 GS sweeps, 5 inner iterations, and 15 outer iterations. The patch size varied from 10 by 10 to 20 by 20
to match the texture scale of an individual image. The parameters were choosen to yield patch-ranks under
50. The method is not compared directly to other methods in the literature, since these parameters are not
optimized and the results presented in Tables 5 and 6 are only used to characterize the preformance of the
algorithm against various textures. Figure 20 and Figure 21 corresponds to the results of 25-24 and 12-02
in Tables 6 and 5, respectively.
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Image Name Recovered RMSE Original RMSE RMSE Decrease Patch Rank
01-02 0.1072 0.2832 -62.1% 28.3
01-03 0.1238 0.2509 -50.7% 36.3
01-05 0.1215 0.2509 -51.6% 35.3
01-06 0.1198 0.2347 -49.0% 35.8
02-02 0.0801 0.2425 -67.0% 25.7
02-06 0.1020 0.2396 -57.4% 48.8
02-10 0.0889 0.2166 -59.0% 38.3
02-19 0.1105 0.2636 -58.1% 40.7
03-01 0.0664 0.2186 -69.6% 28.7
03-03 0.1064 0.3334 -68.1% 31.7
03-15 0.0753 0.2277 -66.9% 10.3
03-25 0.0887 0.3162 -71.9% 22.3
04-01 0.1032 0.2277 -54.7% 41.0
04-09 0.1194 0.2419 -50.6% 47.0
04-11 0.0974 0.2524 -61.4% 34.7
04-26 0.1077 0.2523 -57.3% 43.0
05-05 0.1328 0.2578 -48.5% 35.3
05-10 0.0924 0.1824 -49.3% 19.8
05-20 0.0859 0.2321 -63.0% 15.0
05-34 0.1100 0.2405 -54.3% 22.0
06-10 0.0754 0.1532 -50.8% 43.5
06-19 0.0760 0.2020 -62.4% 42.5
06-22 0.0880 0.2087 -57.8% 49.0
06-36 0.0955 0.2310 -58.7% 50.5
07-01 0.0864 0.2036 -57.6% 31.0
07-05 0.0843 0.2073 -59.3% 30.0
07-26 0.0713 0.1749 -59.2% 21.7
07-37 0.1074 0.2167 -50.4% 42.0
08-01 0.0849 0.2125 -60.0% 18.0
08-07 0.1002 0.2175 -53.9% 24.0
08-18 0.1077 0.2244 -52.0% 28.0
08-31 0.0875 0.1910 -54.2% 20.5
09-01 0.0648 0.2678 -75.8% 14.8
09-17 0.0457 0.2542 -82.0% 7.4
09-33 0.0505 0.2155 -76.6% 9.4
09-38 0.0616 0.2368 -74.0% 12.9
10-06 0.0626 0.2159 -71.0% 8.5
10-11 0.0733 0.2002 -63.4% 13.5
10-14 0.0563 0.2130 -73.6% 5.8
10-40 0.0746 0.2137 -65.1% 14.3
11-04 0.0556 0.2074 -73.2% 7.5
11-05 0.0548 0.2100 -73.9% 5.5
11-12 0.0532 0.1959 -72.8% 7.8
11-19 0.0352 0.2030 -82.7% 15.0
12-02 0.1279 0.2095 -38.9% 36.5
12-07 0.0875 0.1877 -53.4% 19.0
12-21 0.0842 0.2207 -61.8% 18.3
12-31 0.1131 0.1938 -41.6% 32.0
13-09 0.0785 0.1908 -58.9% 12.8
13-11 0.0896 0.1733 -48.3% 19.8
13-21 0.0827 0.1722 -52.0% 16.3
13-40 0.0608 0.1891 -67.8% 32.0
14-07 0.1254 0.2443 -48.7% 35.0
14-15 0.1295 0.2862 -54.8% 47.0
14-32 0.1066 0.2676 -60.2% 26.8
14-40 0.1032 0.2460 -58.0% 26.0
15-01 0.0592 0.2418 -75.5% 41.7
15-18 0.0550 0.2319 -76.3% 31.7
15-30 0.1020 0.1947 -47.6% 40.8
15-40 0.0452 0.2293 -80.3% 20.0

Table 5: Texture Sets 1 through 15.
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Image Name Recovered RMSE Original RMSE RMSE Decrease Patch Rank
16-01 0.1574 0.2836 -44.5% 42.3
16-14 0.1590 0.3331 -52.3% 48.0
16-22 0.1292 0.3005 -57.0% 48.0
16-29 0.1577 0.2493 -36.7% 49.8
17-01 0.1075 0.2268 -52.6% 31.3
17-16 0.1059 0.2312 -54.2% 30.8
17-22 0.0665 0.2441 -72.8% 19.6
17-37 0.0744 0.2431 -69.4% 26.7
18-09 0.1131 0.2329 -51.4% 29.8
18-13 0.0906 0.2388 -62.1% 38.3
18-21 0.1422 0.2213 -35.7% 45.5
18-26 0.1407 0.2238 -37.1% 43.8
19-10 0.1079 0.2309 -53.3% 41.8
19-25 0.0955 0.2400 -60.2% 37.3
19-34 0.0835 0.2379 -64.9% 31.8
19-40 0.1132 0.2576 -56.1% 43.5
20-01 0.0607 0.0912 -33.4% 46.0
20-04 0.0431 0.1056 -59.2% 33.0
20-12 0.0590 0.1147 -48.6% 28.1
20-28 0.0369 0.1000 -63.1% 18.0
21-12 0.0768 0.2651 -71.0% 15.0
21-21 0.0421 0.2479 -83.0% 27.0
21-27 0.0768 0.2655 -71.1% 33.0
21-39 0.0675 0.2118 -68.1% 25.4
22-08 0.0442 0.1992 -77.8% 14.1
22-10 0.0681 0.2740 -75.1% 34.8
22-16 0.0797 0.1940 -58.9% 41.4
22-33 0.0898 0.1833 -51.0% 42.2
23-09 0.0776 0.2300 -66.3% 37.0
23-15 0.1063 0.2235 -52.4% 49.5
23-20 0.1140 0.2680 -57.5% 43.5
23-26 0.1476 0.2631 -43.9% 44.5
24-08 0.0517 0.2467 -79.0% 35.0
24-17 0.0675 0.2740 -75.4% 20.7
24-23 0.0563 0.2345 -76.0% 43.0
24-26 0.0660 0.2491 -73.5% 23.8
25-04 0.0623 0.2776 -77.6% 14.5
25-18 0.0813 0.2657 -69.4% 27.3
25-24 0.0600 0.2145 -72.0% 14.1
25-38 0.0451 0.2370 -81.0% 6.3

Table 6: Texture Sets 16 through 25
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(a) Original Image (b) Corrupted Image, less than 35% retained

(c) TV − L2, PSNR=39.6 (d) NLTV − L2, PSNR=43.4

(e) Our Method, PSNR=44.0

Figure 18: Inpainting Comparison
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(a) TV − L2 (b) NLTV − L2

(c) Our Method

Figure 19: Inpainting Comparison: Zoomed in
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(a) Original (b) Corrupt (c) Our Method

(d) Our Cartoon (e) Our Texture

Figure 20: Joint Sparse Reconstruction and Denoising: Warped/Non-Uniform Geometry

(a) Original (b) Corrupt (c) Our Method

(d) Our Cartoon (e) Our Texture

Figure 21: Joint Sparse Reconstruction and Denoising: Multiscale with Irregularities
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