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ABSTRACT. We propose a new fast algorithm for finding a global shortest path connecting two points while avoiding obstacles in a region by solving an initial value problem of ordinary differential equations under random perturbations. The idea is based on the fact that every shortest path possesses a simple geometric structure. This enables us to restrict the search in a set of feasible paths that share the same structure. The resulting search set is a union of sets of finite dimensional compact manifolds. Then, we use a gradient flow, based on an intermittent diffusion method in conjunction with the level set framework, to obtain global shortest paths by solving a system of randomly perturbed ordinary differential equations with initial conditions. Comparing to the existing methods, such as the combinatorial methods or partial differential equation methods, our algorithm seems to be faster and easier to implement. We can also handle cases in which obstacle shapes are arbitrary and/or the dimension of the base space is three or higher.

1. INTRODUCTION

Finding the shortest path in the presence of obstacles is one of the fundamental problems in path planning and robotics. This problem can be described as follows. Given a finite set of obstacles in a region $M$ in $\mathbb{R}^2$ or $\mathbb{R}^3$, how can one find the or a shortest path connecting two points $X, Y$ in $M$ while avoiding the obstacles. Many techniques have been developed. If the obstacles are polygonal, the problem can be reformulated as an optimization problem on a graph, and then solved by combinatoric methods. For example, in the shortest path map method, Hershberger and Suri [13] found an optimal $O(n \log n)$ polynomial time algorithm where $n$ is the total number of vertices of all polygonal obstacles in the plane $\mathbb{R}^2$. We refer to [16, 19] for a survey of the results and references therein. However, Canny and Rief [5] proved that this problem in $\mathbb{R}^3$ becomes NP-hard under the framework known as “configuration space”. A related study can also be found in [20]. This challenge motivates researchers to develop approximation algorithms. For example, Mitchell proposed an $O(n \log n / \sqrt{\epsilon})$ complexity algorithm in [18] to find an $\epsilon$-short path, which is a path that has length no more than $(1 + \epsilon)L(\gamma_{opt})$, where $L(\gamma_{opt})$ is the length of the shortest path $\gamma_{opt}$ and $\epsilon$ is a small positive number. Similar works can also be found in [1, 6, 7, 10].

If the obstacles are not polygonal, the combinatoric methods can not be applied directly. The commonly known methods are based on the theory of differential equations. For instance, in the planar path evolution approach, we can consider a one-parameter, denoted by $t$, family of curves:

$$
\gamma_t(\theta) : [0, 1] \rightarrow \mathbb{R}^2
$$
connecting $X = \gamma_t(0)$ and $Y = \gamma_t(1)$ defined by the following differential equation in $t$:

$$\frac{d\gamma_t(\theta)}{dt} = (\nabla W(\gamma_t(\theta)) \cdot n(\theta))n(\theta) - W(\gamma_t(\theta))\kappa(\theta)n(\theta)$$  \hfill (1)

where $W: M \to \mathbb{R}$ is a penalty function, $\kappa$ is the curvature of $\gamma_t$ and $n$ is the unit normal vector of $\gamma_t$. Equation (1) is derived by shrinking the length of the path $\gamma_t$ while avoiding the obstacles. If a path intersects with an obstacle, then the penalty $W$ imposed on the path would push the curve out and towards a local optimal path. By choosing different penalty functions, this method also works for other path planning problems. We refer to [12, 26] for more discussions. However, since every point along the curve must be updated, this method may not be efficient, especially when the dimension of the problem is large. Moreover, it only leads to a local optimal path. A different viewpoint of the path evolution method is to consider the steady state of (1) which satisfies

$$\nabla W(\gamma(\theta)) \cdot n - W(\gamma(\theta))\kappa = 0, \quad \gamma(0) = X, \gamma(1) = Y. \hfill (2)$$

This is a two point boundary value problem. Its numerical computation may become costly, especially in three or higher dimensions.

Another PDE-based approach is called front propagation. The idea is to propagate a wave front from the starting point $X$ with unit speed. The time the front first hits the ending point $Y$ equals the length of the shortest path. It can be shown that the arriving time $T$ satisfies a PDE known as the Eikonal equation,

$$|\nabla T(x)|F(x) = 1, \quad T(X) = 0 \hfill (3)$$

where $F(x)$ is the speed of the wave at point $x$. In this case, we have $F(x) = 1$. The Eikonal equation can be solved efficiently by fast marching method [23, 24] or fast sweeping [27, 28]. Similarly, by choosing different speed $F(x)$, front propagation can be extended to solve other path planning problems [22].

In this paper, we present a new algorithm by solving an initial value problem for ordinary differential equations (ODE). The method is based on the geometric structure of all shortest paths which will be given in detail in the next section. Roughly speaking, every shortest path must consist of segments of straight lines and curves that are parts of the obstacle boundaries, and those straight lines and curves are connected by points on obstacle boundaries. This structure enables us to restrict our search in a smaller subset of all feasible paths which share the same structure with every shortest path. Any path in this subset is determined uniquely by some connecting points on the boundaries of the obstacles. In order to find a shortest path, we evolve the connecting points along the boundaries by an initial value ODE problem. By the connecting points determined by stationary solutions of the ODE’s, we will obtain paths which are local and/or global optimal paths. The number of points in the ODE system may be adjusted while evolving along the ODE’s, depending whether points are eliminated or added to the system. In this case, the number of equations (or the dimension of the ODE’s) is adaptively changed. This is another special feature of our new ODE-based shortest path framework.

The ODE’s may have multiple steady state solutions, each one corresponds to a path, which may be a local optimal solution. In order to obtain a global shortest path, we employ the intermittent diffusion (ID) method [9] to add random perturbations to the ODE’s on some discontinuous time intervals. The resulting equations alternate between stochastic and deterministic in time. This procedure helps us to find a global optimal solution with probability arbitrary close to one.

This new method has several advantages:
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(1) Ability to deal with any shape of obstacles. We incorporate level set framework for the boundaries of the obstacles to handle complicated geometry and topology.

(2) Ability to find a global optimal path. We use the ID method to promote solutions out of the traps of local minima and obtain a global optimal path.

(3) Dimension independent. The strategy can be applied to arbitrary dimension.

(4) Very fast. Since we solve an initial value problem of ODEs, the results can be obtained efficiently by various established schemes.

We present our results and algorithm in \( \mathbb{R}^2 \) in this paper. For \( \mathbb{R}^3 \) or higher dimensional problems, our methods are still applicable with nominal changes provided some mild restrictions are imposed on the boundary of the obstacles. In fact, the ideas introduced in this paper can be extended to other setups such as the shortest path in a general length space (see, for example, [4]) on which generalized gradient flows can be defined [3]. For simplicity, we will not use these setups here. The paper is arranged in the following way: in Section 2, we state the main theorem concerning the structure of the shortest path. Based on this theorem, we adopt a gradient descent strategy with the ID method for global optimization and give the algorithm. In Section 3, we discuss numerical implementation and results. We leave the proof for the main theorem in the last section.

2. THE NEW ALGORITHM

In this section, we present our new algorithm for the shortest path problem. We start with a mathematical description of the problem, through which we introduce some notations needed in the rest of the paper.

A path is a curve \( \gamma \) in \( \mathbb{R}^n \), \( n \geq 2 \), which is a continuous map:

\[
\gamma(\cdot) : [0, 1] \rightarrow \mathbb{R}^n.
\]

The length of \( \gamma \) under the Euclidean metric can be defined by many equivalent ways, here we use the definition given by

\[
L(\gamma) = \sup_{J} \sup_{0 = \theta_0 \leq \ldots \leq \theta_J = 1} \sum_{k=0}^{J-1} \| \gamma(\theta_k) - \gamma(\theta_{k-1}) \|,
\]

where the norm is the Euclidean distance. \( \gamma \) is said to be rectifiable if \( L(\gamma) \) is finite.

Let \( \{R_i\}_{i=1}^N \) be \( N \) rectifiable closed Jordan curves in a given open connected region \( M \) in \( \mathbb{R}^2 \). By Jordan curve theorem, each \( R_i \) divides \( \mathbb{R}^2 \) into two open connected regions. One of the regions is bounded and is called the interior of the curve \( R_i \), denoted by \( \text{Int} R_i \). The other region is unbounded and called the exterior \( \text{Ext} R_i \). Each \( \text{Int} R_i \) represents an obstacle. We assume they are all pairwise disjoint and the set of all obstacles is a subset of \( M \).

We denote \( F \) the set of all feasible paths \( \gamma : [0, 1] \rightarrow M \) such that

\[
\gamma \in (\bigcap_{i=1}^N \text{Ext} R_i) \cup (\bigcup_{i=1}^N (R_i))
\]

and \( \gamma(0) = X, \gamma(1) = Y \). Here \( X \) and \( Y \) are two given points outside of the obstacles in \( M \). Then the shortest path connecting \( X \) and \( Y \) is given by:

\[
\gamma_{opt} = \arg\min_{\gamma \in F} L(\gamma).
\]

The shortest path \( \gamma_{opt} \) possesses simple geometric structures described in the following theorem.

**Theorem 1.** Let the boundaries \( R_i \) of the obstacles be piecewise \( C^2 \) and the total number of points of \( C^2 \)-discontinuity is finite. Let \( \gamma_{opt} \) be an optimal solution
to the shortest path problem. Then there exist intervals \( \{I_k \subset [0,1]\} \) such that every \( \gamma_{\text{opt}}(t) \mid_{t \in I_k} \) is on the boundary of one obstacle. Outside these intervals, \( \gamma(t) \) is a union of straight line segments. Moreover, each line segment is tangent to the obstacles.

We leave the proof of the theorem to the last section.

Theoretically, the number of intervals \( \{I_k\} \) may be countably infinite. This may happen when the boundaries of the obstacles have infinitely many bumps. On the other hand, these bumps on the boundaries must be approximated by a finite number of bumps in order to carry out the implementation in practice. For this reason, we assume that there are finitely many intervals \( I_k, 1 \leq k \leq n \) in this paper. We also remark that the \( C^2 \) assumption in the theorem imposed on the boundaries is for technical reasons in the proof. This can be relaxed in the implementation.

This structure theorem enables us to optimal paths in a subset \( H \) of the set \( F \) of all feasible paths. The set \( H \) is the collection of all paths that are determined by connecting points on the boundaries by either straight lines outside of the obstacles or curves on the boundaries. More precisely, for any path \( \gamma \in H \), there exists a sequence of points \( (x_0, x_1, x_2, \ldots, x_{n-1}, x_n, x_{n+1}) \) of \( \gamma \) with \( x_0 = X, x_{n+1} = Y \). Furthermore, each \( x_i \) is a connecting point on the boundary \( R_{n_i} \) of an obstacle. It is connected to \( x_{i-1} \) and \( x_{i+1} \) by either a straight line segment outside of the obstacles, or a curve that is part of \( R_{n_i} \). It follows from Theorem 1 that \( \gamma_{\text{opt}} \in H \), i.e.

\[
\arg\min_{\gamma \in F} L(\gamma) = \arg\min_{\gamma \in H} L(\gamma).
\]

As shown in Figure 1, for each point \( x_i \) there are two cases on how it is connected to the points before and after. In the first case (the left picture), \( x_{i-1} \) and \( x_i \) are connected by a straight line, and \( x_{i+1} \) is connected to \( x_i \) by a curve on the boundary. In this case, we denote \( x_{i-1} \) by \( x_i^s \) and \( x_{i+1} \) by \( x_i^c \). The sup-index \( s \) (or \( c \)) represents that the two points are connected by a straight line (or curve). In the second case, as shown by the right picture of Figure 1, we have \( x_i^c = x_{i-1} \) and \( x_i^s = x_{i+1} \). These notations can be extended to all connecting points including \( x_0 \) and \( x_{n+1} \), if we assume \( x_0^c = x_0, x_{n+1}^c = x_{n+1} \). In both cases, \( x_i \) and \( x_i^c \) divide the boundary \( R_{n_i} \) into two parts, \( R_i^+ \) and \( R_i^- \), where \( R_i^+ \) is the arc from \( x_i \) to \( x_i^c \) with the counterclockwise direction and \( R_i^- \) the clockwise direction. Because \( R_i \) is rectifiable, the arc lengths of \( R_i^+ \) and \( R_i^- \), denoted by \( d_i^+(x_i, x_i^c) \) and \( d_i^-(x_i, x_i^c) \) respectively, are finite. The distance between \( x_i \) and \( x_i^c \) along the boundary is defined by

\[
d_i(x_i, x_i^c) = \min \{d_i^+(x_i, x_i^c), d_i^-(x_i, x_i^c)\}.
\]

Furthermore, for each \( x_i \), if we define

\[
J(x_i) = \|x_i - x_i^c\| + d_{n_i}(x_i, x_i^c).
\]
Then the length of path $\gamma \in H$ is
\[
L(\gamma) = \mathcal{L}(x_1, x_2, \ldots, x_n) = \frac{1}{2} \sum_{i=0}^{n+1} J(x_i)
\] (5)

2.1. Gradient descent. The simple form of the length functional defined on paths in $H$ reduces the problem into a finite dimensional problem. To find the optimal path, we only need to find the optimal positions of those moving points \{x_i\}. This can be obtained by applying gradient descent method to $\mathcal{L}$ in $H$, which leads an initial value problem of ODE’s given in the following proposition.

**Proposition 2.** The gradient flow corresponding to the length functional $\mathcal{L}$ in $H$ is
\[
\frac{dx_i}{dt} = -\nabla \mathcal{L}(x_1, \ldots, x_i, \ldots, x_n) = -\nabla J(x_i).
\] (6)

Moreover, if $R_i$ is $C^2$, then
\[
\nabla J(x_i) = (x_i - x_i^s) \cdot T + \text{sign}(d^+(x_i, x_i^c) - d^-(x_i, x_i^c)) T
\] (7)

where $T$ is the unit tangent in counter-clockwise direction.

**Proof.** Let $p \in R_i$ and $T_p(R_i)$ be the tangent space of $R_i$ at $p$. By definition, $\nabla J$ satisfies
\[
(\nabla J, X)_{x_i} = X(J)_{x_i}, \quad \forall x_i \in R_{n_1}, X \in T_{x_i}(\mathbb{R}_{n_i})
\] (8)

Let $X = T$ and $r(t), t \in [0, 1]$ be the arclength parametrization of $R_{n_i}$ with $r(0) = x_i$ and $r'(0) = T$. By the definition of $J$ and a direct computation, we have the following for $t = 0$:
\[
\frac{dJ(r(0))}{dt} = \frac{x_i - x_i^s}{\|x_i - x_i^s\|} \cdot T + \text{sign}(d^+ - d^-).
\] (9)

Combining (8) and (9), we get equation (6). \qed

**Remark 1.** The computation of $\nabla J(x_i)$ also holds if we only assume $R_i$ to be piece-wise $C^2$. At a point of $C^2$ discontinuity, we can choose $T$ to be either the left tangent or the right tangent vector.

The above proposition says that the time evolution of the points $x_1, x_2, \ldots, x_n$ on the boundary $R_i$ is the gradient flow (6) of the total length functional $\mathcal{L}$. However, the number of connecting points may change during the evolution of $(x_1, \ldots, x_n)$. For example, if there exists $x_k$ such that the line segment $x_kx_k^s$ intersects with an obstacle $R_j$, i.e.
\[
x_kx_k^s \cap (\text{Int } R_j \cup R_j) \neq \emptyset,
\] (10)

then we add the intersection points as new connecting points on $R_j$. Without loss of generality, let us assume $x_k = x_{k+1}$. We denote \{y_k\} as the new set of connecting points, which are $y_i = x_i, 1 \leq i \leq k; y_i = x_{i-2}, i \geq k + 3$, and $y_{k+1} = y_{k+2}$ is the touching point. Then the lengths of the curves determined by \{x_k\} and by \{y_k\} are the same,
\[
\mathcal{L}(x_1, \ldots, x_n) - \mathcal{L}(y_1, \ldots, y_{n+2}) = \|x_k - x_{k+1}^s\|
- (\|y_k - y_{k+1}\| + d_j(y_{j+1}, y_{j+2}) + \|y_{k+2} - y_{k+3}\|)
= \|x_k - x_{k+1}^s\| - (\|x_k - y_{k+1}\| + 0 + \|y_{k+2} - x_{k+1}\|) = 0.
\] (11)

With the new connecting points, we have another gradient flow for \{y_k\} which is also generated by (6). However, the number of equations is strictly larger. On the other hand, if two points on the same boundary meet each other, then we eliminate the points from the set of the connecting points. In this case, the number of connecting
points decreases, and the number of equations in (6) decreases. The insertion and elimination of points certainly change the number of connecting points and their labels in the gradient descent process. For the presentation convenience, we still denote them by a list \((x_1, \ldots, x_n)\), even though \(x_i\) may correspond to different connecting points and \(n\) can be different integer values in the evolution steps. The detail of adding or eliminating points is given in the algorithm presented in the next section.

The gradient flow (6) provides an explicit formula to move the points \(x_i\) on the boundaries. Their steady states include all local optimal positions which define local minimal path. The number of steady states could be large in the shortest path problem. In certain situations, this can be estimated. For example, let the obstacles be smooth. If we have \(N \geq 1\) obstacles and \(2N\) connecting points, then the length functional \(L\) is actually a smooth scalar-valued function on a torus of dimension \(2N\), i.e.

\[
L: T^{2N} \to \mathbb{R}.
\]

If \(L\) is a Morse function (i.e., all critical points of \(L\) are non-degenerate), then there are at least \(2^{2N}\) distinct critical points [8]. Each minimal point defines a minimum path. Obviously, the exponential growth of the number of critical points imposes great challenge on the gradient descent method. Furthermore, as the number of connecting points changes, the dimension of the torus (phase space of the gradient flow (6)) also changes. Thus, a global optimization technique must be used to find a global optimal path. In this paper, we adopt the intermittent diffusion strategy to address this problem.

2.2. Global Optimization by Intermittent Diffusion. It is well known that the global optimization is a classical yet challenging problem. In general, it can be posed as finding the global minimizers for an objective functional,

\[
\min_{x \in \Omega} E(x),
\]

where \(\Omega\) is an admissible set. In our problem, \(E\) is the length functional \(L\) and \(\Omega\) is the set \(F\) of all possible paths. There is a large literature on this subject and we refer to [2, 17, 15, 25] for more information.

We will apply the intermittent diffusion strategy developed in [9] for our problem. Thus, we consider the following stochastic differential equation

\[
dx(t, \omega) = -\nabla E(x(t, \omega))dt + \sigma(t)dW(t), \quad t \in [0, \infty],
\]
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where \( W(t) \) is a Brownian motion, and \( \sigma \) is a piecewise constant function given by,

\[
\sigma(t) = \sum_{i=1}^{n} \sigma_i 1_{[S_i, T_i]}(t),
\]

with \( 0 = S_1 < T_1 < S_2 < T_2 < \cdots < S_n < T_n < S_{n+1} = T \), and \( 1_{[S_i, T_i]} \) being the indicator function of interval \([S_i, T_i]\). It is proved that the intermittent diffusion can find the global optimal solution with probability arbitrarily close to 1 provided \( T \) is large enough.

For our problem, since the points are moving on the boundaries, we add one dimensional noise to the gradient flow as follows:

\[
dx_i = -\nabla J(x_i)dt + \sigma(t)T dW(t). \tag{12}
\]

2.3. Algorithm. Now, we are ready to present our algorithm:

1. Initialization. The initial moving points consist of all the intersection points of the straight line \( XY \) with the boundaries of the obstacles.
2. Update all moving point \( x_i \) by computing the stochastic equation (12) for \( t \in [0, T] \) with \( x(0) = x_i \) and record final state \( x_T = x(T) \). In each time step of updating the moving points, add or remove points according to the following cases:
   a. Adding moving points. If \( \overline{x_i x_s} \) or \( \overline{x_i x_c} \) intersects with obstacles, we add the intersection points into the set of moving points.
   b. Eliminating moving points. If \( x_i = x_c \), then we remove \( x_i \) and \( x_c \) from the set of moving points. And add the intersection points if \( \overline{x_j x_s} \), where \( x_j = x_c \), intersects with the obstacles.
3. Update all moving point \( x_i \) by the gradient flow (6) until a convergence criterion is satisfied. And record the path connecting \( x_i \) at the final states. In each time step of updating the moving points, add or remove points according to case (a) and (b) respectively as described in step (2).
4. Repeat (2)-(3) \( N \) times to obtain \( N \) sample paths and then compare them to obtain the optimal one.

In the algorithm, the moving points \( x_i \) are updated only on the boundaries of obstacles, which is represented by a level set framework in our implementation. The boundaries of obstacles are the zero level set of a signed distance function. We achieve this by projecting each step of solving (12) and (6) on the zero level set of the obstacles. In addition, we must compute the intersections of the line segments with the boundaries of obstacles. We accomplished this in the same level set framework. To solve (12) and (6), different schemes can be used. In the next section, we give our numerical implementations of each step in the algorithm in detail.

3. Numerical Implementation

We use a level set representation, the signed distance function \([21]\), to implicitly express the boundaries of the obstacles. More precisely, let \( d(x) \) be the distance function of the boundary of obstacle \( P \), i.e. \( d(x) = \min_{y \in \partial P} \| x - y \| \). The signed distance function \( \phi(x) \) is then defined as

\[
\phi(x) = \begin{cases} 
  d(x), & x \text{ is outside } P; \\
  -d(x), & x \text{ is inside } P.
\end{cases}
\tag{13}
\]

Under this representation, the outward unit normal direction at \( x \) on the boundary \( \partial P \) is simply

\[
n = \nabla \phi \tag{14}
\]
and the curvature at \( x \) can be computed by
\[
\kappa = \nabla \cdot \nabla \phi.
\] (15)

The connecting points move on the boundaries. To ensure it, we use the following lemma to project the updates along the tangent directions to the boundaries as shown in Figure ??.

**Lemma 3.** Let \( \alpha \) be a planar curve, \( T \) and \( n \) the tangent and normal directions at one point \( x \) on \( \alpha \). \( l \) is a line that is parallel to \( n \), and \( l \) intersects with \( \alpha \) and \( T \) at \( P \) and \( Q \) respectively. Denote \( h \) the lengths of \( PQ \), \( d \) the length of \( xQ \), and \( \kappa \) the curvature at \( x \), then
\[
|\kappa| = \lim_{d \to 0} \frac{2h}{d^2}.
\]

**Proof.** Let’s assume \( \alpha \) is arc-length parametrized and \( x = \alpha(0) \). In the neighborhood of \( x \), \( \alpha \) has Taylor expansion
\[
\alpha(t) = x + tT + \frac{t^2}{2} \kappa n + o(t^2).
\]
Therefore, \( P = x + dT + d^2/2 \kappa n + o(d^2), Q = x + dT \), hence
\[
\lim_{d \to 0} \frac{2h}{d^2} = \lim_{d \to 0} \frac{d^2 |\kappa| + o(d^2)}{d^2} = |\kappa|.
\]

This lemma enables us to project the gradient flow from the tangent space to the manifold very easily. For the convenience of the presentation, let us denote
\[
f(x) = -\left( \frac{x_i - x_i^s}{\|x_i - x_i^s\|} \cdot T \right) - \text{sign}(d^+(x_i, x_i^c) - d^-(x_i, x_i^c))
\]
Then (6) becomes
\[
\frac{dx}{dt} = f(x)T.
\] (16)
This can be computed by evolving the points in the tangent space followed by a projection to the boundary. More precisely, as shown in Figure ??, we first compute \( x_{n+1}^s \) in the tangent space by
\[
x_{n+1}^s - x_n = f(x_n) \Delta t T.
\]
Then the projected point \( x_{n+1} \) is the point on the boundary such that \( x_{n+1} - x_{n+1}^s \) is parallel to \( n \). By lemma (3),
\[
\|x_{n+1} - x_{n+1}^s\| = \frac{1}{2} |\kappa| \|x_n - x_{n+1}^s\|^2 = \frac{1}{2} |\kappa| (f(x_n) \Delta t)^2.
\] (17)
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The direction of $x_{n+1} - x^*_n$ depends on the sign of the curvature. It is easy to see the direction is $-\text{sign}(\phi(x_n))n$. Hence, we have

$$x_{n+1} - x^*_n = -\text{sign}(\phi(x_n))\frac{|k|(f(x_n)\Delta t)^2}{2}n. \quad (18)$$

We remark that the project from the tangent space to the boundary can be accomplished by other ways, which may not depend on the curvature. This is appropriate especially when the boundaries are not smooth. The performance of the algorithm is similar by using different projection methods.

To discretize (12), let $x^*_n$ be the point along the tangent direction such that

$$x^*_n - x_n = f(x_n)\Delta tT + \sigma\sqrt{\Delta t}\xi T, \quad (19)$$

where $\xi \in N(0,1)$ is a standard normal random variable. Projection point $x_{n+1}$ is then obtained by the same projection as in (18).

The arc lengths $d^+(x_i, x^*_i)$ and $d^-(x_i, x^*_i)$ can be computed in the same manner, i.e. solve (16) with $f(x) = 1$ or $f(x) = -1$ respectively with initial condition $x(0) = x_i$, record the time $t^+$ or $t^-$ it hits $x^*_i$, then we have $d^+(x_i, x^*_i) = t^+\Delta t$ and $d^-(x_i, x^*_i) = t^-\Delta t$.

3.1. Numerical Results. In this section, we illustrate the performance of our method by showing the following examples.

Example 1. There are four obstacles in this example shown in Figure 4. The starting point and the ending point are $X = [0.5, 0.02]$ and $Y = [0.5, 0.98]$ respectively. We choose $N = 50$ and obtain 50 sample paths. The algorithm finds 4 different local minimal paths as shown in Figure 4. Among them (4b) is the global minimal path. And it is observed 26 times, which is far more than the other local optimal solutions.
Example 2. In this example, there are two obstacles which form a tunnel in Figure 5. This is a non-convex case. We choose \( X = [0.5, 0.02], Y = [0.5, 0.98] \). The algorithm finds two local minimal paths with the global minimizer passing through the tunnel as shown in Figure (5a). The algorithm finds the global minimizer 46 times, which is much more frequent than visiting the other local minima.

Although our algorithm are presented for 2-D cases, but the idea can be extended to 3 or higher dimension with minor modifications. The main change is that the general implementation in higher dimensions needs the shortest length between two moving points on the surface which can be computed by the fast marching method [14] on the surface defined by the boundary of an obstacle. Here, we show an example in 3-D.

Example 3. In this example, the obstacles consist of two balls: one is centered at \([0.5, 5/16, 0.5]\) with radius \(3/16\) and the other one is centered at \([0.5, 11/16, 0.5]\) with radius \(1/8\). The starting point and the ending point are \(X = [0.5, 1/16, 0.5 − \sqrt{3}/24]\) and \(Y = [0.5, 15/16, 0.5]\) respectively. The algorithm finds three local minimizers in 30 runs as shown in Figure 6 and (6c) is the global minimal path. It was visited 27 times, which dominates the frequency of appearance.

4. The structure of the shortest path

In this section, we prove Theorem 1. The theorem shows that the shortest path possesses a nice structure, i.e, the optimal path is straight line segments outside the obstacles and portions of the boundaries otherwise. We validate this claim by defining a new metric in the region such that the metric inside the obstacles can be arbitrarily large. We show that the shortest path in the new metric can be arbitrarily close to the shortest path of the original problem. On the other hand, the shortest path in the new metric is a geodesic whose structure is described in the theorem.

We assume the boundaries of all obstacles to be \(C^2\) in this section for technical reasons.
A FAST ALGORITHM FOR FINDING THE SHORTEST PATH BY SOLVING INITIAL VALUE ODEs

Figure 6. Example 3, the algorithm finds 3 different shortest paths in one trial. Among them, the global minimizer (C) is observed 27 times, which the other two local minimizers are only observed 1 (A) or 2 (B) times.

4.1. A new metric. Define a continuous function $f: \mathbb{R} \to \mathbb{R}$ as follows:

$$g(x) = \begin{cases} W, & x < -\epsilon, \\ \text{smooth and decreasing}, & -\epsilon \leq x < 0 \\ 1, & x \geq 0. \end{cases}$$

(20)

Here $W$ is a large number which is determined later.

Now define the following Riemannian metric: at each $p \in M$, $g_p: T_p M \times T_p M \to \mathbb{R}$ is

$$g_p(X,Y) = g(d(p,\Gamma))^2 \langle X,Y \rangle.$$

Here, $\Gamma$ is the union of the boundaries of all obstacles, $d(p,\Gamma)$ is the signed distance between $p$ and $\Gamma$, and $\langle X,Y \rangle$ is the usual inner product in $\mathbb{R}^2$.

We note that $M$ is a smooth manifold endowed with this metric. For any feasible curve $\gamma$, we denote $\mathbb{L}_{new}(\gamma)$ and $\mathbb{L}_{old}(\gamma)$ the length of $\gamma$ under the new metric and the old metric (the Euclidean metric) respectively. For example, if $\gamma: [0, 1] \to M$ is $C^2$,

$$\mathbb{L}_{new}(\gamma) = \int_0^1 |\gamma'(t)| g(d(\gamma(t)),\Gamma)) \, dt.$$
4.2. The structure of the optimal path. Let $G$ denote the set of paths connecting $X$ and $Y$ in $M$. Let $\alpha : [0, 1] \to M$ be the shortest path in $G$ under the new metric, i.e.

$$\alpha(t) = \arg \min_{\gamma \in G} L_{\text{new}}(\gamma).$$

Since $M$ is a smooth Riemannian manifold, $\alpha$ is a geodesic in $M$ [11]. Therefore, $\alpha$ is straight line segment outside the obstacles.

At each point $x$ on the boundary of $P_i$, we can find a corresponding point inside $P_i$ in the normal line with a distance of $\epsilon$ to $x$. All those points form another $C^2$ curve. Denote the domain enclosed by such curves by $P_i^\epsilon$. Similarly, we define $P_i^{2\epsilon}$ and hence $P_i^{2\epsilon} \subset P_i^\epsilon \subset P_i$. We have the following lemma

**Lemma 4.** There exists $\epsilon$ such that $\partial P_i^\epsilon$ is simple.

**Proof.** Let $r : [0, 1] \to M$ be an arc length parametrization of $\partial P_i^\epsilon$. Assume that $\partial P_i^\epsilon$ is not simple. Then for every $k$, there exist $t_k, s_k$ such that

$$r(t_k) + \frac{1}{k} n(t_k) = r(s_k) + \frac{1}{k} n(s_k).$$

Since $t_k \in [0, 1]$, it has an accumulating point $t$. Let $t_{nk} \to t$. But

$$\|r(t_{nk}) - r(s_{nk})\| = \frac{1}{k} \|n(s_{nk}) - n(t_{nk})\| \leq \frac{2}{k},$$

and $r(t)$ is simple, we obtain $s_{nk} \to t$. Therefore,

$$\frac{r(t_{nk}) - r(s_{nk})}{t_{nk} - s_{nk}} = -\frac{1}{k} \frac{n(t_{nk}) - n(s_{nk})}{t_{nk} - s_{nk}}$$

Let $k \to \infty$, we get

$$r'(t) = 0.$$ 

This is a contradiction to the fact that $r'(t) = 1$. \hfill \Box

**Proposition 5.** There exists $W$ in (20) such that $\alpha$ is entirely outside $P_i^{2\epsilon}$.

**Proof.** For any $p, q \in \partial P_i^\epsilon$, denote $\overline{pq}$ the line segment connecting $p, q$. Let

$$S = \{ (p, q) \in \partial P_i^\epsilon \times \partial P_i^\epsilon \mid \overline{pq} \cap P_i^{2\epsilon} \neq \emptyset \}.$$

$S$ is compact since $S$ is equivalent to

$$S = \{ (p, q) \in \partial P_i^\epsilon \times \partial P_i^\epsilon \mid d(\overline{pq}, P_i^{2\epsilon}) \leq 0 \}$$

and $d$ is continuous. Moreover, function $h(p, q) = L_{\text{old}}(\overline{pq})$ where $(p, q) \in S$ is always positive. Therefore, $h$ has a positive minimum $l$. Choose any path in $F$, denote its length under the new metric by $L$. Select $W$ such that $lW > L$. Now for any two points $p, q$ on $\partial P_i^\epsilon$, if the line segment connecting them intersects with $P_i^{2\epsilon}$, then the length under the new metric should be greater than $lW > L$. This implies that $\alpha$ is outside $P_i^{2\epsilon}$ everywhere since $\alpha$ is straight in $P_i^\epsilon$. \hfill \Box

Let’s restrict $\alpha$ on the interval $[S, T]$ where $\alpha(S), \alpha(T) \in \partial P_i$ and $\text{Img} \alpha \subset P_i$ for $t \in [S, T]$. Denote $R = \alpha(S), S = \alpha(T)$. See the figure below.
Proposition 6. $\tilde{\alpha}(t)$ can be expressed as

$$\tilde{\alpha}(t) = \tilde{\beta}(t) + \epsilon(t)\mathbf{n}(t),$$

where $\epsilon(t) < 2\epsilon$ and $\mathbf{n}(t)$ is the unit inward normal, i.e., the geodesic $\alpha$ will intersect with the normal line only once.

Proof. If not, for any $t \in [0, 1]$, let

$$I(t) = \{ s \in [0, 1] \mid (\tilde{\alpha}(s) - \tilde{\beta}(t)) \cdot \tilde{\beta}'(t) = 0 \}$$

and $t_0 = \inf I(t), t_1 = \sup I(t)$. Since $\tilde{\alpha}(1) = S$ is not on the normal line, then $t_1 < 1$. Moreover, it is easy to see that $t_0, t_1 \in I(t)$ by the continuity of $(\tilde{\alpha}(s) - \tilde{\beta}(t)) \cdot \tilde{\beta}'(t)$. Now $\tilde{\alpha}(s), s \in [t_0, t_1]$ must be entirely on the normal line otherwise it would not be the geodesic. Now we can choose $\Delta t$ so small such that $\tilde{\alpha}(t_0)\tilde{\alpha}(t_1 + \Delta t)$ is in the band. But $\tilde{\alpha}(t_0)\tilde{\alpha}(t_1 + \Delta t)$ has smaller length, which is a contradiction!. \qed

Proposition 7.

$$L_{\text{old}}(\tilde{\alpha}(t)) \geq (1 - 4\epsilon\kappa) L_{\text{old}}(\tilde{\beta}(t))$$

(21)

where $\kappa$ is the maximal curvature.

Proof. Proposition 6 implies

$$\frac{d\tilde{\alpha}(t)}{dt} = \tilde{\beta}(t) + \epsilon(t)\frac{d\mathbf{n}(t)}{dt} + \epsilon'(t)\mathbf{n}(t)$$

and

$$\left| \frac{d\tilde{\alpha}(t)}{dt} \right|^2 = (\tilde{\beta}'(t), \tilde{\beta}'(t)) + \epsilon(t)^2 |\mathbf{n}'(t)|^2 + \epsilon'(t)^2 + 2(\tilde{\beta}'(t), \epsilon(t)\mathbf{n}(t))$$

$$+ 2(\tilde{\beta}'(t), \epsilon'(t)\mathbf{n}(t)) + 2\epsilon(t)\epsilon'(t)(\mathbf{n}'(t), \mathbf{n}(t))$$

$$= 1 + \epsilon(t)^2 |\mathbf{n}'(t)|^2 + \epsilon'(t)^2 + 2\epsilon(t)(\tilde{\beta}'(t), \mathbf{n}'(t))$$

$$\geq 1 - 2\epsilon(t)\kappa \geq 1 - 4\epsilon\kappa \geq (1 - 4\epsilon\kappa)^2$$

for sufficiently small $\epsilon$. Consequently,

$$L_{\text{old}}(\tilde{\alpha}(t)) \geq L_{\text{old}}(\tilde{\beta}(t)) - 4\epsilon\kappa L_{\text{old}}(\tilde{\beta}(t)).$$ \qed
\textbf{Proposition 8.} Suppose $\tilde{\alpha}_1(t), t \in [0, 1]$ and $\tilde{\alpha}_2(t), t \in [0, 1]$ are arc length reparametrizations of two segments of $\alpha$ inside the same obstacle, and $\tilde{\beta}_1, \tilde{\beta}_2$ are two curves defined as above, i.e.

\[
\tilde{\alpha}_1(t) = \tilde{\beta}_1(t) + \epsilon_1(t)n_1(t), \\
\tilde{\alpha}_2(t) = \tilde{\beta}_2(t) + \epsilon_2(t)n_2(t),
\]

Then either $\text{Img}(\tilde{\beta}_1) \subset \text{Img}(\tilde{\beta}_2)$ or $\text{Img}(\tilde{\beta}_1) \cap \text{Img}(\tilde{\beta}_2) = \emptyset$. Moreover, if the former is true, then

\[
\mathbb{L}_{\text{old}}(\tilde{\beta}_1) < \frac{\epsilon_1}{2 - \epsilon_1} \mathbb{L}_{\text{old}}(\tilde{\beta}_2),
\]

where $\epsilon_1 = 4\epsilon\kappa$.

\textbf{Proof.} The first part of the claim is obvious. For the second part, notice

\[
\mathbb{L}_{\text{old}}(\tilde{\alpha}_1(t)) \geq \mathbb{L}_{\text{old}}(\tilde{\beta}_1(t)) - 4\epsilon\kappa \mathbb{L}_{\text{old}}(\tilde{\beta}_1(t)) \\
\mathbb{L}_{\text{old}}(\tilde{\alpha}_2(t)) \geq \mathbb{L}_{\text{old}}(\tilde{\beta}_2(t)) - 4\epsilon\kappa \mathbb{L}_{\text{old}}(\tilde{\beta}_2(t)).
\]

By the definition of $\alpha$, we have

\[
\mathbb{L}_{\text{old}}(\tilde{\beta}_2) - \mathbb{L}_{\text{old}}(\tilde{\beta}_1) > (\mathbb{L}_{\text{old}}(\tilde{\beta}_2) + \mathbb{L}_{\text{old}}(\tilde{\beta}_1))(1 - \epsilon_1)
\]

Therefore,

\[
\mathbb{L}_{\text{old}}(\tilde{\beta}_1) < \frac{\epsilon_1}{2 - \epsilon_1} \mathbb{L}_{\text{old}}(\tilde{\beta}_2). \quad \square
\]

\textbf{Proposition 9.} Let $\beta$ be the curve consisting of the straight part of $\alpha$ and all the $\tilde{\beta}(t)$ parts as above, i.e. portions of the boundaries of $P_i$ and $\gamma_{\text{opt}}$ the shortest path of our original problem, i.e.

\[
\gamma_{\text{opt}}(t) = \text{argmin}_{\gamma \in F} \mathbb{L}_{\text{old}}(\gamma).
\]

Then there exists a constant $C$ such that

\[
|\mathbb{L}_{\text{old}}(\gamma_{\text{opt}}) - \mathbb{L}_{\text{old}}(\beta)| \leq 2C\epsilon\kappa L.
\]

\textbf{Proof.} Summing the inequality in (21), we get

\[
\mathbb{L}_{\text{old}}(\alpha) \geq \mathbb{L}_{\text{old}}(\beta) - 4C\epsilon\kappa L,
\]

where $L$ is the total perimeters of all the obstacles and $C = \sum_0^\infty (\frac{\epsilon_1}{2 - \epsilon_1})^i$. Then the conclusion follows from

\[
\mathbb{L}_{\text{old}}(\beta) \geq \mathbb{L}_{\text{old}}(\gamma_{\text{opt}}) = \mathbb{L}_{\text{new}}(\gamma_{\text{opt}}) \geq \mathbb{L}_{\text{new}}(\alpha) \geq \mathbb{L}_{\text{old}}(\alpha) \geq \mathbb{L}_{\text{old}}(\beta) - 4C\epsilon\kappa L. \quad \square
\]

\textbf{Proof of the structure theorem}

From the discussion above, $\mathbb{L}_{\text{old}}(\beta)$ and $\mathbb{L}_{\text{old}}(\gamma_{\text{opt}})$ can be arbitrarily close. Hence we only need to minimize $\mathbb{L}_{\text{old}}(\beta)$. By the construction of $\beta$, there are intervals $\{I_k\}_{k \in \Lambda_1}$ and $\{J_k\}_{k \in \Lambda_2}$ such that $\beta(t)\mid_{t \in I_k}$ is line segment and $\beta(t)\mid_{t \in J_k}$ is on the boundary of one obstacle $P$. Therefore, there exist an interval $B_k$ such that $X(s)|_{s \in B_k}$ represents the same curve. Here $X$ is the arc-length parametrization of the boundary of $P$. Let \{t_k\} be the set of ending points of all $B_k$s. For any $k$, denote $X_k$ the arc-length parametrization of the boundary of the obstacle that $t_k$ belongs to and $t_k^\epsilon, t_k^\kappa$ the parameter that $t_k$ is connected to by boundary and line segment respectively, then the length of $\beta$ can be written as

\[
2\mathcal{L}(\beta) = \sum_k \|X_k(t_k) - X_k(t_k^\epsilon)\| + \min(\|t_k - t_k^\epsilon\|, 1 - |t_k - t_k^\kappa|).
\]
It is easy to see that for each $k$, there are only two terms containing $t_k$, i.e.

$$\mathcal{L}(t_k) = \|X_k(t_k) - X_{k_s}(t_k^s)\| + \min(|t_k - t_k^s|, 1 - |t_k - t_k^c|).$$

For any $k$, $t_k$ minimizes $\mathcal{L}(t_k)$ only if

$$\frac{d\mathcal{L}(t_k)}{dt_k} = \frac{(X_k(t_k) - X_{k_s}(t_k^s)) \cdot X_k'(t_k)}{\|X_k(t_k) - X_{k_s}(t_k^s)\|} + \text{sign}(\frac{1}{2} - |t_k - t_k^c|) = 0$$

But

$$\|X_k(t_k) - X_{k_s}(t_k^s) \cdot X_k'(t_k)\| \leq \|X_k(t_k) - X_{k_s}(t_k^s)\|$$

which implies that $X_k(t_k) - X_{k_s}(t_k^s)$ is parallel to $X_k'(t_k)$, i.e. $X_k(t_k) - X_{k_s}(t_k^s)$ is the tangent to $P_k$. Therefore, if $\beta$ minimizes $\mathcal{L}$, then all the straight part of $\beta$ should be tangent to a obstacle. By the inequality above, we know that this is also the solution to the original problem.

\[\square\]
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