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Abstract

In this paper, we borrow an idea from already well-known in some geometric problems (e.g.,
(1], [10]) to find a global minimizer related to the two-phase Mumford-Shah functional via
strictly convex formulations. We will briefly review how it applies to find the true minimizers
of the original non-convex problem. More importantly, we will clearly address the possibility
of a solution’s non-uniqueness for non-strict convex problems mentioned but unresolved in [13],
which is any non-strict convex problem’s issue, using our formulations. The same answer applies
to [14], [3] as well. Hence, one should consider this strictly convex formulation where the well-
known convex formulations [14], [3] come into play.

1 Introduction

Image segmentation has been an important research topic in computer vision that aims at
segmenting a given image into meaningful smaller pieces. The two of the most successful models
are a variational model called the Mumford-Shah model and a PDE model called the Perona-
Malik equation. There is an extensive collection of works in the literature investigating their
analytical aspects as well as the numerical aspect. Moreover, there are many variants of those
models fitted into specific problems. In this paper, we will take a variational approach related
to the Mumford-Shah model. The model is to minimize the following functional

MS(u, K) = /

IVU(JJ)IdeﬂLa/ |f(2) = u(z)]*dz + BH'(K) (1)
Q\K Q

over a piecewise smooth function u and a rectifiable curve K, which is apparently nonlinear and
non-convex. Despite its nonlinearity and non-convexity, there were many successful attempts in
analyzing the problem both analytically and numerically using various mathematical techniques
such as the I'-convergence, etc. Among the possible applications of the model, we pay attention
to the two-phase, piecewise constant Mumford-Shah functional given a function f on €. The
functional (1) becomes

MS(S, e1,0) = P(5:9) + /\/E(cl I@Pdr e [ (- )

:P(E;Q)—i-/\/

b
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where v and K from (1) are identified with c¢;1x +c21g\x and 0%, respectively. All the notations
being used will be explained in the next section. Fixing ¥, the functional MS(X, ¢, ¢2) as a
function of (c1, ¢2) is strictly convex and is easy to deal with. Indeed, the pair

(01 = é /2 fz)dz, co = ﬁ o f(ac)dw)

minimizes the functional given 3. Hence, one idea of solving the nonlinear and non-convex
problem

min MS(3, ¢, ¢2) (2)

c1,c2€R

$CQ
is to alternate between

in MS(Z

min S(X, c1,c2) (3)
and

min M S(3,¢q, ¢2), (4)

c1,c2€R

which, by the way, does not guarantee the convergence of the alternating minimization to (2).
Even if it does, we need to solve the non-convex problem (3). A good source of such an approach
for our presentation is “active contours without edges” [15] by T. Chan and L. Vese, where the
authors proposed to solve (3) by a level set method that made it possible to evolve a curve that
is a boundary of a region without curve parametrization unlike its predecessors [5], [9], [22], [23].
However, the formulation in [15] is still non-convex, which suffers from local minima. Then, a
work by Chan et al., [14], provided a different way to solve this non-convex problem (3) via a
convex problem that resulted in finding a global minimum. The observation made in [14] was
that once ¢y, co are fixed, a solution of

win {F(0)=7(0)+ ) [

0<¢<1 0 [(cl — (@) = (2 — f(fﬂ))Q}QS(ff)dw}, (5)

can provide a solution of (3), which is summarized in the following theorem.

Theorem 1. (Theorem 2, [14]) For any given fized c1, ca € R, a global minimizer for MS(-, c1, c2)
can be found by carrying out the convex minimization (5) and then setting

Y={reQ:¢"(x) Z pu}

for a.e. p €10,1] with a minimizer ¢* of (5).

And the algorithm in [14] to solve this constrained problem (5) was derived from the following
proposition.

Proposition 1. (Claim 1, [14]) Let f € L>®(). Then, (5) is equivalent to the following
unconstrained convexr minimization problem:

min {7(0) + [ [av(6(@) + As(ayo(o)]da

where
v(€) = max{0,2[¢ — 0.5| = 1} and s(z) = (c1 — f(x))? = (ca — f())?

provided that o > 3||s|| < (q)-



The gradient descent method with a regularized version v., of v was used in [14] and a fast
alternating minimization algorithm was reported in [3]. In fact, [3] proposed a more general
framework than [14] by considering a more general regularizer J, than J, where the function
g called an edge indicator is a positive continuous function. Nevertheless, it is still not known
if there is a unique minimizer of (5) simply because it is not strictly convex, which makes it
difficult to characterize the minimizers that algorithms to solve (5) can provide.

Our strictly-convex problems in various forms will turn out to be an application to image
segmentation of the ROF model [25] that was originally proposed for the image denoising task:
given a noisy image f € L?(2), recover a clean image u* that is a solution of

min { 7 () + A /Q(f(x) ~ u(2))’de ). (6)

The existence and the uniqueness of a solution can be easily obtained and more interesting
theoretical and computational results have been found. For instance, the characterization of the
solution using the subdifferential of a convex functional was provided in [28] and the regularity
of the solution was reported in [7], [8]. In the numerical point of view, there are many efficient
algorithms to solve (6) such as a relatively old one in [11] by Chambolle and a relatively new one
in [12]. Thanks to the vast amount of research works related to the ROF model, our proposed
strictly-convex problems will benefit from the same properties as the ROF model.

The outline of the paper is as follows. In Section 2, we will provide all the the notations and
the mathematical background necessary to understand the idea. In Section 3, we will present
a review on the idea that we borrowed from some geometric problems and apply the strictly
convex formulation to solve (3) and to provide an example where the uniqueness of a solution
of (3) fails. In Section 4, we will present our main discussion on resolving an issue of the non-
uniqueness of a solution to non-strict convex problems appeared in [13] and also in [14], [3]. Tt
will prove that our strict convex formulations indeed are suited better for image segmentation.
Finally, in Section 5, we will show some numerical experiments that prove fast computation and
provide visual confirmation with a meaningful stopping criterion proposed for the sake of image
segmentation task.

2 Mathematical background
Throughout the paper, we will consider a bounded open subset  of R, N > 1. In addition, we

will follow the convention that two functions are the same if they differ only on a set of Lebesgue
measure 0 and two sets are the same if their set difference is a set of Lebesgue measure 0.

Definition 1. A function f € L*(€) is of bounded variation if

sup { /Q flx)div(e(z))dx : ¢ € C’i(Q;RN) and ||¢]loo < 1} < 00

and we denote the set of functions of bounded variation by BV ().

One of the most important properties of a function f € BV(Q) is that it gives rise to a finite
Radon measure D f, the distributional derivative of f, on (2 and its total variation is

IDS1(9) = sup { /Q f (@) div(g(@))dz : ¢ € CHORY) and gl <1} (7)

We have an equivalent definition in the case N = 1, which will be used later.



Definition 2. Let a,b € R be such that a < b. A function f € L!(a,b) is of bounded variation
if

m

sup{Z:|f(ti+1)—f(ti)\:a<t1<-~<tm+1<b, tiGI}<OO,
i=1

where I C (a,b) is the set of points of approximate continuity of f and we denote this supremum
by ess VP f.

When N = 1, we will use any of the three notations ess V.’ f, | f'|(a,b), |Df|(a,b) for the
total variation of f. For every f € BV({2), we can define a bounded linear map Jy : C(Q2) = R
defined by

I1(9) = (0.Df1) = | H@)IDSI(@)
which gives rise to a convex functional J, : BV(2) — R, given a positive function g in C(£2), by

Tg(f) = J;(9)-

When g = 1, we will just use
T (f) = Ti(f) = [DFI().
Note that BV(Q) is a Banach space with norm

I fllBvi) = Ifllzr @) + T (f)

and that we will deal with the functional 7, for a positive function g € C(Q) as well as J on
BV(©Q). To sum up, J, possesses the same properties as J, which will enable us to propose
one-step methods for two non-convex minimization problems involving J and J,, respectively.

We will now discuss some of the properties of J transferable to the functional J, that we
need for our presentation. We refer the reader to [18] and [20] for more detailed description of
feBV(Q).

Lemma 1. Let g € C(Q) be positive. Given f € BV(Q),
7,1) =sup{ [ fla)div(pla)de: € CHORY) and lol < g}. (®)

Proof. 1f g € C'(Q) is positive, then this follows from Lemma 1, [4]. Now let g € C(Q) be
positive. Then, whenever a sequence {g,} in C(Q2) converges uniformly to g, we get

jg(f) = Jf(g) = nh_)ngo Jf(gn) = nll)ngo jgn (f)
Consider two sequences {l,,} and {u,} in C1(Q) such that

ln <g foralln, and {l,} converges uniformly to g,

and
u, > g forall n, and {u,} converges uniformly to g.

It is obvious that for every n,
() <sw { [ j@)div(o@)ds o € CUBRY) and J¢] < g} < T, (1)

Therefore, we obtain (8).



Indeed, for a positive function g in C(Q),
I fllBv(e).g = Il fllz1(e) + T4(f)

is an equivalent norm to || f||pv(q)-

Theorem 2. Let g € C(Q) be positive and 1 < p < oco. Given a sequence {f;} in BV(Q)
converging weakly to f € BV(Q) in LP(Q)), we obtain

Jo(f) <liminf Jy(f;).

1—00

Proof. For ¢ € CL(Q;RY) with |¢| < g, we obtain div(p) € LI(Q),1 < ¢ < 0o, and

/Q f@)div(p()de = lim | fi(o) div(p(@)ds < lmint 7,(5).

Then, Lemma 1 finishes the proof. O

Theorem 2 implies that for 1 < p < oo, the extension of J; to LP(2) by

Tg(f), if feLP(Q)NBV(Q),

400, otherwise.

jg(f) = {

is lower semi-continuous. Especially, we will use the extension of 7, to L?(f2).
Theorem 3. Let g € C(Q) be positive. Given f € BV(Q), there exists a sequence {fi} in
C>(Q) such that

Tim i flli) =0, and Jy(f) = lim T,(f).

Proof. We are going to construct such a sequence {f;} in C*°(Q) in the same way as it was in
[18] and [20]. So the proof will essentially the same and we will emphasize only the difference
at the end of the proof. The Given € > 0, there exists a positive integer m € N such that

IDFI(2\ Qo) <ee,

1
m

where Qg = {x € Q : dist(z,0Q) > } For each i =1,2,..., we let

1
O, = {er:dist(x,aQ) > mH}.

Then we define A; = Q5 and
A =Qi  \ Qiq, i =2,3,....

Since {A;} is an open cover of 2, we can choose a partition of unity {¢;} subordinate to the
cover {A;}. Let 1 be a positive smooth function supported in By = {z € RY : || < 1} satisfying

) =nllel) and [ o)z =1,
RN
For each i = 1,2,..., we may choose ¢; > 0 such that

supp (e, * (f¢i)) C Qi \ Q2
and |[ne, * (fdi) — féillLr(a) < 27
and ||ne, * (fV@:) — fVillLia) < €277,



Then we set
o0

fe=> e x (f6i).

i=1

Since f. converges to f in L'(Q), we obtain from Theorem 2
< limi .
To(f) < limind (£,

On the other hand, for any smooth and bounded function ¢ on R, we have

/Q F(@) div(61 (2) (e, * 6)(@))dz < Tin, w1 (F):

We can eventually obtain

| £ div(o@)de < () + e

If [¢| < g, then [ne, * @] < ne, * g and Jjy, g (f) < Tn. #g(f), Which implies, together with
Lemma 1,

)1 = [ M@V e)dr < Ty oo() +de.
Note that €; — 0 and ||5,, * g — g|loc — 0 as € — 0, which implies

lim jnq*g(f) = E_E%Jf(nm xg) = J(g) = T4(f)-

e—0

That is,
limSUPjg(fe) < jg(f)

e—0

This finishes the proof. O

We will now define the perimeter of a set F in €.

Definition 3. For a set E C (,
P(E;Q)=J(1g) and Py (E;Q) = J,(1E).
Then, just as it is given in [20] that
P(EUF;Q) +P(ENF;Q) < P(E;Q) + P(F; Q)
we can prove the same inequality for P,.
Lemma 2. Let g € C(Q) be positive. Then,
P(EUF;Q)+P(ENF;Q) <P, (E;Q) +P,y(F;Q)
Proof. The same proof from [20] can be applied with the use of Theorem 2 and Theorem 3. [

Since a function f € BV(Q) satisfies the co-area formula:

g0 =1psi@ = [ sgpa= [ el

where Qf = {2 € Q: f(z) > t}, the same co-area formula holds for Jy due to Strang [26]:



Lemma 3. Let g € C(2) be positive. Given f € BV(),
7= [ Tgpit= [ Pyl

where Qf = {z € Q: f(z) > t}.

Just as we can characterize various properties of the functional 7 using convex analysis, we
can do the same for J;. Among those, we want to mention one lemma whose proof can be easily
derived from [17] and [28].

Lemma 4. Let g € C(Q) be positive. Then for any u,p € L*(Q),
T ) = Tyw) and T)+ ;) > [ @yutoyde

Moreover, we obtain

0, pc Ky,

jg*(p) = sup ){/Qp(:c)u(x)daﬁ — jg(“)} = {Jroo’ pé¢ K,

u€L?(Q

and

07,0 = {pe K, [ plajuio) = 7,00},

where K, is the closure in L*(Q) of
{divie) o € CL@)lel < g}

3 Proposed method

3.1 The original problem using 7
We now propose a strictly convex minimization problem for (3):

Theorem 4. Let h € L?(Q) be such that {x € Q : h(x) < 0} has positive measure. We consider
the following problem:

min { 7 () + /Q (wia) + %h(m))zda:}. )

Then, there exists a unique minimizer w* of (9). Moreover, ¥, = {w* > 0} is a minimizer of

Inin { P(Z;Q) + )\/Z h(x)dx}. (10)
In addition, (10) has a unique minimizer if and only if {w* = 0} has measure 0. Otherwise,
{w* > 0} and {w* > 0} are the minimal and the mazimal solutions of (10).

Remark 1. Note first that A > 0 a.e. makes the problem (10) obvious. And the problem (9)
unlike the ones in [14], [3] is a strictly convex problem that has been intensively studied in the
image processing community, which resulted in very efficient algorithms for finding the unique
solution and does not require the given data h to be in L°°(Q) that was a crucial condition in
proposing an unconstrained convex problem in [14]. In addition, (9) has the same complexity
as one of the subproblems in [3], which leads to faster computation of (10). We will discuss this
in the next section.



Remark 2. If h is set to be (c; — f)? — (c2 — f)?, then (10) is the same problem as (3). Therefore,
Theorem 4 provides a way to solve (3) directly via a strictly convex problem.

Before proving Theorem 4, we will modify the form of the functional in (9) to emphasize
where it originated from. Fix 8 > 0 and define

o(z) = % + %w(az) and H(z) = % - %h(x) (11)
Then, H € L?(f2) and
T(6) = 57(w) and o(x) ~ H(z) = 5 (w(2) + Sh(x))
B B 2 '

Hence, w* is the unique minimizer of (9) if and only if ¢* = % + %w* is the unique minimizer of

min {7(0) + 5 | (6(2) - H(@)) da}. (12)

And {¢* > 1 + %} ={w* >t} and {¢* > 1 + %} = {w* >t} for all t € R. Note also that
(12) has the same minimizer as

mln +)\/ e dm+ﬁ/ dac} (13)

Moreover, if we consider ¢ = 1y, then (13) becomes the same problem as (10) since the last
term in (13) becomes a constant 3|€|.

Proof. Since there exist a great number of works in the literature about theoretical and com-
putational aspects of the problem (9) including existence and uniqueness of the solution, we
will not discuss those further in detail here. Instead, we would like to focus on the relationship
between (9) and (10).

By Proposition 2 below, Q¢ = {¢* > 4} is a minimizer of
2

min{f>(2;9)+25/E (% —H(a:))dac} - mig{P(Z;Q)—i—)\/Eh(x)dm}.

xCQ XC

Especially, we obtain from (11) that {w* > 0} is the unique minimizer of (10) if and only if
{w* = 0} has measure 0, where
* * 1
wr=4p (d) B 2)'

Otherwise, {w* > 0} and {w* > 0} are the minimal and the maximal solutions of (10). O

Proposition 2. (Proposition 3.1, [7]) For any t € R, consider the minimal surface problem

glcln{ (3;0) +26/ t—H )da:} (14)

(whose solution is defined in the class of finite-perimeter sets and hence up to a Lebesgue-
negligible set). Then, for the minimizer ¢* of (12), {¢* >t} (resp., {¢* > t}) is the minimal
(resp., mazimal) solution of (14). In particular, for all t but a countable set, the solution of this
problem is unique.



We would like to mention that our strictly convex formulation is not new because Proposi-
tion 2 has already been known in some geometric problems (e.g. [1], [10]) and we just realized
its connection to the two-phase Mumford-Shah minimization model. [1] presents a characteri-
zation of convex calibrable sets in RY via the mean curvature motion and [10] also discussed
an algorithm for mean curvature motion, both of which are related to the ROF model with an
input f = 1¢. Later, [6] characterized covex calibrable sets in RV with respect to anisotropic
norms generalizing the result of [1].

Despite this nice characterization and existence results related to (9) based on the works
mentioned above, the source of difficulty of the two-phase image segmentation problem lies in
the fact that a solution of the underlying problem (10) may not be unique, which can be observed
by the following example.

Proposition 3. Let 2 = (0,1) x (0,3) C R? and A > 0. We choose a function h on 2 to be

—%, for x € (0,1) x (0,1),
h(z)=1< 0, forze(0,1)x(0,2),
2 forze(0,1)x(2,3).

Then, all the solutions of (10) are of the form X, = (0,1) x (0,7) for v € [1,2]. That is, ¥4
and Yo are the minimal and the maximal solutions of (10) and the solution w* of (9) satisfies
{w*=0}=(0,1) x (1,2).

Proof. Let ¥ C ) be a solution. Then,
P(Z;Q) + )\/ h(z)dx < —1=P((0,1) x (0,1); Q) + /\/ h(z)dx. (15)
by (0,1)x(0,1)
Note that P(X;Q) > 0. We will prove now that P(3;) = 1. Suppose that P(X;Q) < 1. If we
choose a ball B of radius r centered at (3, 3) with
P(%;Q) 1

2m < 2’

then B C (0,1) x (0,1) and
P(B;Q) + )\/Bh(x)da: — P(:Q) — 2|B| < P(3: Q) — 25| < P(3:Q) + /\/E h(z)da
However, P(B; ) + A [ h(z)dz = 2rr — 2772 = wr(1 — 1) > 0 implying
() + A/ h(z)dz > 0,

b
which contradicts (15). Therefore, P(¥; Q) > 1 and this implies

(%) +>\/ h(z)dz > P((0,1) x (0,1); Q) +)\/ h(w)da. (16)
(0,1)x(0,1)
Indeed, by (15) and (16), we know that
—l—)\/h ((0,1) x (O,l);Q)—i—)\/ h(z)dx = —1
b)) (0,1)x(0,1)

and P(3;€) = 1. Since

/ h(z)dz = / h(x)dx = / h(z)dx = -2,
b (0,1)x(0,1) (0,1)x(0,2)

9



we also know that X satisfies
(0,1) x (0,1) c X C (0,1) x (0,2) a.e.

If we set 71,72 such that

m = sup{y € [1,2] : [X, \ X] = 0},

92 = inf{y € [1,2][£ 5] = 0},
then 71 = 75. Otherwise, P(3;) > 1 that can be easily seen by [2] and [19]. Therefore,

=2,
where v = inf{y € [1,2] : |[¥ \ ¥,| = 0}. Therefore, all the solutions of (10) are of the form
Y, =1(0,1) x (0,7) for v € [1,2].

Since ¥; and Y5 are the minimal and the maximal solutions of (10), given the solution w* of
(9) we know that
{w* >0} =%; and {w* >0} =%,

implying that {w* =0} = (0,1) x (1,2). O

The above example is probable when one tries to segment an image taking 3 values into two
regions in the following setting. Let f be defined on Q = (0,1) x (0, 3) by

0, forxze(0,1)x(0,1),

flxy=< 1, forz e (0,1)x(0,2),

2, forze(0,1)x(2,3)

and we choose ¢c; = 1 — % and co =1+ % If we solve (3) with these data ¢, ca, f, then we end

up solving (10) with A = (¢1 — f)? — (c2 — f)?, which is the same problem given in Proposition 3.

Hence, we can view this as a problem that finds an image taking only two values ¢; and ¢o which
best approximates the imgae f in the sense of (3) and this explains a limitation of (3).

Despite this uncertainty, Theorem 4 guarantees that the strictly convex problem (9) always

provides the minimal and the maximal solutions of (3), which explains whether there is a unique

solution to (3).

3.2 A variant problem using J,

For the purpose of comprehensiveness, we will now consider a slight modification of the problem
investigated in the previous sections: given a positive continuous and bounded function g,

g%{PA&Qy+§éhumx} (17)

This problem was discussed in [3] by considering the following convex minimization problem:

0<$<1

win {7,(0) +A [ o@h(o)dz}. (18)

Its unconstrained version was obtained in the same way as in [14] and then an alternating
minimization algorithm was proposed to take care of the non-strictly convex term that ensures

10



that a minimizer is bounded between 0 and 1. To be more precise, the alternating minimization
algorithm in [3] to solve (18) is to solve the following two problems iteratively:

mm Jg 20 / dx} (19)

and

mm{ 219 / (u(z) — v(z))?dz + /Q (\(z)h(z) + al/(v(x)))dx}. (20)

It turns out that both of the two subproblems, (19) and (20), are easy to solve and this method
provides more accurate results than (5), where J is used, due to the edge indicator function
g in J,;. However, there are convergence issues in alternating minimization problems. For
instance, we need to make sure that alternating between the two subproblems converges and it
can eventually find a true minimizer of (18). There is also an issue of how many times we should
alternate between the two subproblems for numerical computations. Alternating between them
10 times was considered in [3].

We now propose the following strictly-convex problem to solve (17), which can resolve those
issues mentioned above. Note that our proposed problem has the same computational complex-
ity as (19) guaranteeing that our method is faster in nature than the alternating minimization
algorithm. We can simply transfer the analysis related to J in the previous sections to this
variant related to J,, which is what we will do now.

Theorem 5. Let g € C(Q) be positive. Given h € L?(Q), consider the following problem:

rrgn{jg(w) +/Q (w+ %h(m))zdx}. (21)

Then, there exists a unique minimizer w* of (21). Moreover, ¥, = {w* > 0} is a minimizer
of (17). In addition, (17) has a unique minimizer if and only if {w* = 0} has measure 0.
Otherwise, {w* > 0} and {w* > 0} are the minimal and the mazimal solutions of (17).

Note that by defining ¢ and H in the same way as (11) with fixed 8 > 0, (21) becomes
equivalent to

. 2
min {7,(6) + 5 /Q (6(2) ~ H(2)) dr}. (22)
Hence, ¢* is the unique minimizer of (22) if and only if w* is the unique minimizer of (21). And

{¢*>%+%}={w*>t} and{qﬁ*Z%—l—%}:{w*Zt} for all t € R.
Before proving this theorem, we need to establish the same tools for J, as those for J.

Lemma 5. Let fi, fo € LY(Q) and E and F, respectively, minimizers of

mzin{Pg(E,Q)—/Zfl(m)dm} and mgn{Pg(E,Q)—Afg(m)dx}.

Then if f1 < f2 a.e., then |E\ F|=0.
Proof. We only need the following inequality
Py(ANB,Q)+P(AUB,Q) <Py(A4,Q)+Py(B,Q)

from Lemma 2. The rest of the proof is the same as that of Lemma 4 in [1]. O

11



Proposition 4. For any t € R, consider the minimal surface problem
win {7, (1) + 25 | (¢ - H(w))de} (23)

(whose solution is defined in the class of finite-perimeter sets and hence up to a Lebesgue-
negligible set). Then, for the minimizer ¢* of (22), {¢* >t} (resp., {¢* > t}) is the minimal
(resp., mazimal) solution of (23). In particular, for all t but a countable set, the solution of this
problem is unique.

Proof. The proof is fundamentally the same as that of Proposition 2.2 in [10]. There are just
minor modifications. Hence, we will omit the details. O]

Proof. (Proof of Theorem 5) The same method to prove Theorem 4 using Proposition 2 applies
with the help of Proposition 4. O

4 Main discussion on an ambiguity for an L' problem

We would like to describe how we can solve a non-strict convex minimization L' problem by
solving a strictly convex L? problem to answer an open question arisen in [13], which is related
to how certain one can be that a solution from the non-strict convex problem is meaningful. Let
us first recall the following theorem:

Theorem 6. If the observed image f(x) is the characteristic function of a bounded domain
Q1 C Q, then for any X > 0, there exists a minimizer of E1(-,\) that is also the characteristic
function of a (possibly different) domain. In other words, when the observed image is binary,
then for each X\ > 0, there is at least one u(x) € M(\) which is also binary.

In fact, if ux(z) € M(X) is any minimizer of E1(-, \), then for almost every v € [0,1] we
have that the binary function

1{$GQ:H>\>’Y} (x)

is also a minimizer of E1(-, \).

This theorem for the case of Q = RY was provided in [13], where the functional Ej (-, \) was
defined by

Eq(u, \) :/ |Vu|+)\/ |f—u\dm:j(u)+)\/ |f — u|dx
Q Q Q
and M () is the set of minimizers of the functional E; (-, A). The same proof works for an open

set Q C RY in a more general framework, [3]. The main contribution of [13] was to solve the
non-convex L? problem

min  J(u) + )\/ (f(z) — u(x))?dx (24)
nCQ, o
u(z)=1x(z)
by the convex L' problem
: A _ d 25
i 7@+ [ 1£() - uta)lde, (25)

when f(x) = 1, (z). Note that Theorem 6 guarantees that

1{x€Q:u,\ >~}
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is a minimizer of (24) for a.e. v € [0,1] whenever uy is a minimizer of (25). However, the
convex problem (25) is not completely satisfactory because of the following reasons. Firstly,
Theorem 6 guarantees a minimizer of (10) only when the observed image f is binary. Secondly,
it is not clear for which « € [0, 1] values the solution 1{;eq.u, >} Of (10) is meaningful when uy
is a minimizer of (25). Thirdly, the L! part in (25) is neither differentiable nor strictly convex.
In this sense, the form of (24) is preferred as long as an exact solution can be found with at
most the same complexity as (25). With the same process as what was observed in the previous
section, we can modify (24) to have a form of (9) that can find a minimizer of (10) even if the
observed image f is not binary. Note that the L? part of (9) is not only differentiable, but also
strictly convex.
For f =1q,, (24) is equivalent to

min {j(u)—i—/\/g(f(x) —u(x))2da:—)\/Q <u(m) - %)Zdﬂc},

$CQ,
u(z)=1x(z)

which becomes the following convex problem:

min {j(u)+2)\/Q(%—f(x))u(x)dx}. (26)

3CQ,
u(z)=1s(z)

Theorem 7 below states the connection between (25) and (24) in the reverse order in the
sense that (25) can be solved using (26) efficiently.

Theorem 7. If the observed image f(z) is the characteristic function of a bounded domain
Q1 C Q, then for any A > 0, the unique minimizer w* of

min {j(w) + /Q (w(x) +)\h(a:))2dx}, (27)

where
1 1

h(w) = 3~ I(@) = 5lo\, (@) — 310, (o),

provides 1¢,+~0y and l¢,->0} as the minimizers of the convexr L' minimization problem (25).
Moreover, (25) has a unique minimizer if and only if {w* = 0} has measure 0.

Proof. This is a corollary of Theorem 4. O

We will now discuss an open question arisen in [13], i.e., if it is possible to find a solution of
(25) that has more than two values when the given input data f is a characteristic function. This
is equivalent to if there exists a unique solution of (24) since it can be easily seen from Theorem 6
that there exists a solution of (25) taking more than two values if and only if there exist two
distinct sets 1,39 C € such that ¥; C 39 # Q and 1x, and 1y, are two distinct solutions of
(24). The difficulty of this question in the non-strict convex setting lies in characterizing the
set of minimizers with an arbitrary binary input and one can ask the same question in [14],
[3]. The answer to the open question is that it is indeed possible to find such a solution, which
can be seen as a corollary of the following proposition. Below, Proposition 5 solves a particular
case of the strictly convex formulation (27) that plays a very important role of confirming that
a chosen function is indeed a minimizer of (25) in Corollary 1 and Corollary 2 and eventually
constructing solutions with more than two values.

Proposition 5. Let Q = (0,3). Let ¥ = (0,1) U (2,2) and f = 1. Then, for A =2 and

2

1 1
hzilg\zfﬁlg m Q,
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the solution s of (27) is
1 1
s=35kon ~3lesy

Proof. Let s be the solution of (27) with A =2 and h = %19\2 — %12. Note that s is unique
and —1 < s <1in Q.
On (1,2), we define
si(r)=sup q(r).

q is affine,
qg<s a.e.

Then, s; is convex and s > s1 a.e. in (1,3). We set y = min, ¢ 3y s1(r) and

1= lim s1(r), B2 = lm s1(r).

r—1+ rd-
Let
s"=sla\1,2) + 511,z
Note that
$1(15) =es Vi = (81— + (B2 - ) =184l (1.5).
and

3

/1§(s(r)+2h(r))2dr:/12(s(r)+1)2drz/lé(sl(r)ﬂ)?dr:/l (s1(r) + 2h(r))2dr-

Let I C © be the set of points of approximate continuity of s and

wjw

3
lo€ 1N (0,1] and loo € IN [53)

For any € > 0, we may choose 1 < Iz <l3 <l4in I N(1, %) such that
s(l2) < Br < s(lh) +¢, [s(l2) =] <e, [s(l3) =] <e, s(l3) < B2 < s(la) +¢
Then,
|81 = s(l)[ + [s(l1) — s(l2)| = B1 — s(l2) > p1 —7 — €,
and
1B2 = s(la)| + [s(la) — s(I3)| = B2 — s(l3) > B2 — 7 — ¢,
which implies that

(lo) = Bl + (B1 — ) + (B2 — ) + [s(loo) — B2
s(lo) — (s(lh) + &)l + [(s(lh) +€) = Ba| + (B1 — )
+ (B2 =) + [(s(la) + €) = Ba| + [s(loo) — (s(la) + €)| (28)
< s(lo) = s(l)] +s(l1) =+ s(la) — v + [s(la) — s(loo)| + 4e

s
<

3
< Is(lo) = s(l)| + Z |s(li+1) — s(li)| + [s(la) — s(loo)| + 6e.

We can also choose 0 < t1 < -+ < tp41 < 3, t; € I such that

1(s*)'1(Q) =ess V s*<Z|s tit1) (ti)] +e
ki—1 m
=Y Is*(tiyr) — " (t)| + Z 5" (tiga) — s" () + Y 15" (tiga) — " ()| + €,
i=1 i=ky i=kot1
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where £, <1 < tg41 < tp, < % < tpyt1. For 1 < pp < tpyq41 <t < p2 < % and py,p2 € 1
such that
Is1(p1) — Bil <e and |[si(p2) — B2| <,

we have
k1—1
(s™)'1(2) < Z |s(tiv1) — s(ts)| + [s(tk,) — s1(p1)| + (B —7) + (B2 =)
+[s1(p2) = s(tkor) |+ D Is(tiva) — s(ti)] +e
i=ko+1
k1—1
< Is(tig) = s(ta)| + [s(te) = Bl + (B — ) + (B2 =)

i=1

+[5(tkyr1) = Bal + D Is(tipr) — s(t:)] + 3e.

i=ko+1

By (28), we obtain
[(s7)1(2) < Is"1(2) + 9.

Since € > 0 is arbitrary, |(s*)'|(©2) < |¢'|(R2) and

/ (% (r) + 2h(r))2dr < / (s(r) + 2h(r))2dr,
Q

Q

that is, s* = s. Hence, s is convex in (1,2). Likewise, s can be proved to be convex in (2,3).

If we change min to max and inf to sup, then it can be easily seen that s is concave in (0, 1)
and in ( %, 2). Therefore, s can have jump discontinuities only at r = 1, %, 2. We will now prove
that s is constant on each of the intervals, (0,1), (1,2), (£,2), (2,3). We will only show that s
is constant on (1, %) since the same proof applies to the other intervals. First of all, let

v= min s(r) and f; = lim s(r), B2 = lim s(r).
re(1,3 r—1+ r—3-

If we define so(r) =7 for r € (1,2), then
3 3 3
/ — = / = —_ = —_ / —_
|s \(LQ) /1 | (r)|dr = B1 4+ B2 — 27 = B1 + B2 — 27 + |(s2) |(1;2>

and

3 3

/f(s(r) +2h(r))*dr = /1 (s(r) +1)%dr > /15(7 +1)2dr = /1 (32(r) 2 ()l

(M5

Now if we set s* = s1q\ (1 3) + s21(1 3), then

3
2
1

1 2 3
|s’|(Q):/O |s'(r)|dr+/ \s’(r)|dr+[$ |s’(r)|dr+/2 /() ldr + Ay + Ay + Ay

-/ )+ / syl + / () ldr + / I )lar

T AL+ (B =) + Az + (B2 —7) + A2
>|(s")'1(%),
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where A; is the size of the jump of s at t, i.e.,

Ay =1 1 — i
e= | st =l s0)
since
U R Rt . T > g T "
A1+(ﬂl ’Y) rligl* S(T) rligh S(T) + rlig{r S(T) rligh 52(7’) - TLI)I?*S (T) T1~I>I{1+S (T)

and, likewise,
Az + (B2 —7) =

lim s*(r) — lim s*(r ‘
7‘—)%_ ( ) r—>%+ ( )

Hence, we obtain

(57 1(€) < |'](€2) and /

(s*(r) 4 2h(r))%dr < / (s(r) 4 2h(r))?dr,
Q

Q

that is, s* = s implying that s is constant on (1, 2). We can now represent the solution s as
aloy +ealag) +eslg ) +ales

for some constants —1 < ¢y, ¢a,c3,¢4 < 1 and

[s"|(Q) + /Q(s(r) + 2h(r))2dr =|cy — ca| + |ca — c3| + |es3 — c4l

1 1
+ (a1 —1)* + 5(02 +1)° + 5(03 —1)® + (ca + 1)?
< i — — _
< _1912121237“431 {|a1 as| + |az — as| + |az — a4

1
+ (a1 —1)*+ (a2 + 1)* +

5 1(&3—1)2+(a4+1)2}.

2
Let us define
1 1
H(al,a27a37a4) = \al —a2|+|a2—a3|+|a3—a4|+(a1 —1)2+5(@2—1—1)2—1—5((13—1)2+(a4+1)2

and set

M :H(Cl,62,63,64) = min H(a17a27a37a4).
—1<ai,a2,a3,a4<1

If a1 < as <1, then

32 5 1 1
H(al,a27a37a4) = <a1 — 5) — Z + i(ag + 4as + 1) —+ |a2 — (l3| + \a3 — a4| + 5(@3 — 1)2 + (a4 + 1)2
> H(ag,az,a3,a4)
2 2
since (a1 — % > (ag — %) . This implies ¢; > c2. In the same way, c3 > c4 can be easily

observed. We will now show that c3 > co. Suppose that cg < co. Together with ¢; > ¢y and
c3 > ¢4, We have
Cc1 > Cy > C3 > cCy.

Note that
1 1
H(er,ca,¢3,¢4) = c1 —ca+ (e1 — 1)% + 5(02 +1)%+ 5(03 — 12+ (ca + 1)
1 1
>cp—cq+(ep —1)? + 5(02 +1)2 + 5(02 —1)%2 4 (cq +1)?

= H(017027027C4)'
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This is a contradiction since

H(Cl7027c3vc4) :M = min

H(ay,az,a3,a4).
—1<ai,a2,a3,a4<1

Therefore, we have obtained ¢; > ¢o and ¢3 > ¢o and ¢3 > ¢4 and

1\2 1 1 1\2 3
M= (e 2)+2<CQ P4 5les+ 1)+ (et 5) +3
1\2 1 1I\N2 5 5
=(a-3) +3d+D+@-a+(ary) +525
It is easy to see that ¢; = §,¢2 = ¢3 = 0,¢4 = —5 and M = 2 and the solution s of (27) with
A=2and g = ilg\x — 31y is

1 1
s=5lon ~35les:

We can now explain the possibility of non-uniqueness of a solution of (25).

Corollary 1. For N > 1, given Q = (0,3) and f = 1y in Q, where

_ 3 N-1
2_((0,1)u(2,2))x(0,3) :
the solution w* of (27) with A =2 and g = $1lg\s, — 31z is

L1 1
W' =5lonxesy-r — gles sy

Moreover, {w* =0} = (1,2) x (0,3)N=1 implies that for t € (0,1),

tly, + (1 —t)1x,

is a solution of (25) taking more than two values, where
¥ =(0,1) x (0,3)V"1, 2, =(0,2) x (0,3)V 1L

Proof. The case N = 1 was proved in Proposition 5. Let w* be the solution of (27) with the
given data with N > 2. We can choose a sequence of C*° functions ¢,, such that

Jm {76+ [ (Gala) + 21} = T67) + [ (@ (@) + 20(a) P

By Proposition 5, we note that for all n,

6+ [ @ala) +20(0) e = [ [[90u@)]+ (00(0) + 20(2)]da

/(0 3N /03 “vd)”(xla Xn-1)| + (n(w1, Xn-1) + Qﬁ(wl))z}dxl}dXN_l

3
/0 {|az1¢n($1aXN71)| + (¢pn(z1, XN_1) + 2%(:61))2} dml}dXN,l

3
|s'[(0,3) —|—/O (s(zq) + 271(%1))2da:1}dXN_1,
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where s is the solution in Proposition 5 with

- 1 1 .
h(z1) = 51(1,g)u(2,3) (z1) — 51(0,1)u(%,2) (z1) in (0,3)
and Xny_1 = (z2,...,zn). Therefore, we obtain that

1 1
= 51(0,1)><(0,3)N*1 - 51(2,3)><(0,3)N*1'

*

w' (1, Xn_1) = s(z1), ie., w

Since {w* = 0} = (1,2) x (0,3)¥~! has positive measure, Theorem 7 implies that (25) with
A =2 and f = 1y has two distinct solutions 1y, and ly,, where

¥ =(0,1) x (0,3)V71, By, =(0,2) x (0,3)N L.

Since (25) is a convex problem,
tly, + (1 —1)1s,

is a solution of (25) taking more than two values for any ¢ € (0,1). O

Corollary 2. Let @ = R and £ = (0,1) U (2,2) and f = 1x. Then, (25) with A = 2 has a
solution t1(g,1) + (1 —t)1(g,2) taking more than two values for t € (0,1).

Proof. In this proof, for an open set A = (a,b), we will use the notation J(-; A) for
J(u; A) = ess Vou

to emphasize the domain A. Let Q = (=%,2) and h = %19\2 — 11y and A = 2. Then, the

unique solution s of (27) with Q@ = Q and h = %19\2 — 11y, is constant on each of the intervals,

(f%, 0),(0,1), (1, %), (%, 2), (2, %), as was seen in Proposition 5. Now, we consider

H(al,ag,ag,a4,a5) :|a1 — a2| + |a2 — a3| + |a3 — a4| + |a4 — a5|
1 1 1 1
+ 5+ 1%+ (a2 —1)° + 5(as+ 1%+ 5 (a1 — 1% + 5(as + 1)%.
For some —1 < ¢y, ¢o, 3, ¢4, c5 < 1, the solution s is

cilicg0) Fealon) T esli g +ealg o +eslias)

where H(cq,¢2,¢3,¢4,C5) = MIN_1<4, a5,a5,a4.a5<1 H(G1, a2, a3,a4,a5). Note that if 1 > a1 > as,
then
H(ay,az,a3,a4,as5) > H(az,az,as,a4,as).

Likewise, if a4 < a5 < 1, then
H(ay,az,a3,a4,a5) > H(a1,as,as,a4,a4).
Hence, we know that ¢; < ¢o and ¢4 > ¢5. It is also easy to see that ¢z < min(cg, ¢s). Then,
H(cy,co,c3,Cq,c5) =2¢9 — 1 — 3+ 2¢4 — C3 — C5

1 1 1 1
+o(a+1)?+ (=1 4+ 5(es+ 1) + 5(04 -1+ 5(05 +1)?

2 2
1 1 1 1
:565 +C% + 5(03 — 1)2 =+ 5(64 + 1)2 + §C§ +2
1 1 1
zic%+c§+§(c§+ci)+(04—03)+§c§—|—323
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implies

ci=cp=c3=cs=c5=0 and H(01,02,03,C4,C5) = 3.
Then, s = 0 is the solution of (27) with Q@ = Q and h = 1 lows — 11s. In other words, s = 0
and s = 1 are solutions of (25) with Q = Q with f = 15 by Theorem 7. Note that

J(0;Q) + A/~ l1s(z) — 0ldz = 2|0 N 2| = 3,
Q
and
J(15;Q) + A[ 15 (z) — 1g(2)|dz = 2|Q\ | = 3.
Q
If § is a minimizer of
min { 7 (u: ) + )\/ L (2) — u(a)|dz ),
u R

then
3=J7(0;Q) +)\/|12 ) —0l|dz < J (3 +)\/|1g ) — 5(x)|dx
< IR+ [ l1s(e) - S(@)lde < TOR) + [ |1s(e) - 0lds =3,
which implies that s = 0 is also a minimizer of (25) with Q@ = R and
+)\/|lg ~ 0dz = 3.

Since
Ju(o,l);R)H/ 15 () — Lo (@)|dz =2 + 2|8\ (0,1)] = 3
R

and
T R) + A / L5 () — (09 (#)|dz = 2 1 2/(0,2) \ 5| = 3,
R

we know that 1(g,1) and 1(g 2y are two distinct solutions of (25) with =R, A =2 and that

t1o,1) + (1 = t)10,2)

is also a solution of (25) with Q = R, A = 2 taking more than two values for any ¢ € (0,1). O

5 Numerical experiments

We will present some numerical computations in this section solving (9) via the algorithm by
Chambolle [11]. We will not pursue an exhaustive numerical investigation on various algorithms
because there have already been many important works in the literature dedicated to the nu-
merical aspects and their applications. Our experiments are simply to confirm visually that we
can solve image segmentation problems fast by using the proposed strictly-convex minimiza-
tion problems. Nevertheless, we would like to draw attention to [12], one of the most recent
algorithms, that guarantees the optimal convergence O(1/N?) for the ROF model. We noticed
that our proposed stopping criterion (30) below produces satisfying results with the algorithm
by Chambolle [11] as fast as with the one in [12] despite the fact that the convergence of the
algorithm in [11] is slower than that of [12], which might indicate that any decent convergent
algorithms should work. This comparison will follow after the presentation with the algorithm
by Chambolle [11]. All the experiments in this section were obtained by repeating the following
steps 3 times with A =5 fixed:
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1. Set the two constants ¢; and co by

1

[N Jop ! (D

1
L= — z)dr and co =
1= o L@ :

2. Having c1, co defined as above, we compute the solution w* of (9) with h replaced by

(c1 = f(2))* = (e2 = f(2))?,
and set X = {w* > 0}.

When setting ¢; and ¢y for the first time, we simply chose ¥ C €2 to be a circular disk in the
center of the domain 2 whose area is about half of the area of 2. And we run the algorithm by
Chambolle [11] to solve (9), which is described by

w1 DYy T(V(div(p") + AR))i
Pii T T (Y (div(pm) + M)

with 7 = 0.1. The usual stopping criterion for this algorithm is

max P}t =Pl < e (29)
for a chosen € > 0. Then,
. A 1,.. . .
wiy=—ghij = (v )i,

is considered to be the unique solution of (9) and ¥ = {(4,7) : w;; > 0} is a solution of (10).
Note, however, that what we really need to find is the region where w* is positive. This leads
to another stopping criterion,

S 1AS,| < e (30)
where \ 1
= {(0,9) s wiy = =Fhig = 5@V > 0}
and

YA, = (2n+1 \ En) U (Zn \ EnJrl)-

In this discrete setting, we choose € = 1 which we would like to consider as exact segmentation
since |X,+1AY,| is an integer for each n and |2,11A%,| < 1 means ¥, 1 = X,. The results
are shown in Figure 1. We want to point out that there should be a discussion about how often
we want to check (30) and we found that checking (30) at every 10" iteration helped compute
the results almost the fastest for all the experiments.

If we compare our algorithm with the alternating minimization algorithm in [3], then it is
clear that our algorithm computes results faster because for each pair (c1,cq), our algorithm
solves a problem of the form (6) once, however, the one in [3] solves the same kind of a prob-
lem many times as an internal step of the alternating minimization algorithm. Moreover, our
stopping criterion (30) helps us find numerical solutions even faster.

For all the experiments, we used either noisy images or non-binary images simply because it
takes about a few milliseconds to obtain the exact segmentation result (e = 1 for (30)) with a
binary image, which is not of much interest. We normalized the input data f to have values in
[0, 1]. So the solution w* of (9) is obtained from this normalized input data. For the visualization
purpose, we presented the normalized view of the solution w*.

Other than that we can compute the solution faster and more efficiently, another advantage
of using (9) for segmentation is that since it is guaranteed to find a true minimizer of (10) by
solving (9) once, it can recognize an object disguised in heavy noise, which we show in Figure 2.
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Figure 1: Left column : Input images with the segmentation results indicated in red, Middle
column : Computed solutions w*, Right column : The set {w* > 0} shown in white. The elapsed
time for each experiment from top to bottom : 1.54 sec, 0.31 sec, 0.06 sec, 1.02 sec. The stoping
criterion was |2, +1AY,| = 0. Images of size 256 x 256 were used. When visualizing the images in
the middle column, we normalized them for better recognition.

In this figure, we also presented two results by considering the alternating minimization method
to solve (19) and (20) iteratively. We note that Theorem 6 and its generalization with 7, in [3]
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are valid only for binary input data, resulting in uncertainty in the final results to some extent
such as how to set the segmentation result from the final solution uw. The level curve u = 0.5
is usually used to denote the segmentation. However, this is not supported by the theory. On
the other hand, our solution {w* > 0} always serves as a correct segmentation result that is a
solution of either (10) or (17). For both results, we tried to compute the results as fast as we can
while trying to obtain the results of the best quality by considering various factors. The most
important issues were the choice of € in (29) and the number of internal alternation between
(19) and (20) for each pair (c1,cz2) and the level of u for the final segmentation, which do not
exist in our models (9) and (21). We used three colors to indicate three different level curves
of the solution u. The yellow, blue, green contours represent the level curves u = 0.4,0.5, 0.6,
respectively. On the left, v = 0.6 seems to be a reasonable segmentation, whereas v = 0.5 seems
to be a reasonable one.

£\ et

Figure 2: Top Row : Extremely noisy input image and the original noiseless image. Middle Row
: Input image with the segmentation result in red, Normalized view of the computed solution w*
using the stopping criterion € = 1 for (30), the set {w* > 0}. The elapsed time was 4.01 seconds.
Bottom Row : The best results that we obtained by (19) and (20) with # = 1, A = 1,7 = 0.1 and
e = 0.001 for (29). The internal alternation between (19) and (20) was repeated 3 times. Yellow
contour u = 0.4, Blue contour v = 0.5, Green contour u = 0.6. The elapsed time for the left and
the right : 4.38 seconds, 7.85 seconds.

In Figure 3, we compared two stopping criteria: a) our stopping criterion (30), b) the
combination of (29) and (30). We chose e = 1 for a). As for b), we chose e = 0.00001 for (29)
and € = 1 for (30). The purpose of this comparison is not to show which one is better, but to
confirm that our proposed stopping criterion (30) alone works very well and can be used for
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exact segmentation when e = 1.

Figure 3: Top Row : Result obtained by the stopping criterion a), Bottom Row : Result
obtained by the stopping criterion b). In the middle column, we show the computed solutions w*
corresponding to the two different criteria: a) and b), where the bottom image looks brighter than
the image above it, which is because we normalized each image for better recognition. Indeed, the
actual function values of the bottom image are less than those of the top image.

In Figure 4, we present an experiment showing that e = 1 for (30) is necessary when the
input image is noisy. In the absence of noise, it has been observed that we can choose € > 1 for
(30), which results in a faster computation. Even in the absence of noise, if the input image to
be segmented is complicated, then it is expected that we use ¢ = 1.

Finally, it was observed that the algorithm by Chambolle [11] and the one in [12], despite
the fact that the latter provides a better convergence rate than the former meaning that the
latter possibly gets us a better result during the same amount of time, presented comparable
results in terms of quality and cost. At this point, we would like to stress again that we do not
pursue the unique solution of (9) when solving it, but are interested in the region where the
unique solution is positive and the stopping criterion (30) does the work. The exact algorithm
in [12] to solve (9) is as follows: we set 79 = 1/8 = 0g, 7 = 1.4 and 2° = 0 = y° = 2" and for

eachn =1,2,... we compute
Ry on(VE,
W ma{L [y + on (VEn) g}
gl _ T T Tn(div(y" )iy — T Ahi

b 1+ 27,
‘,En-i-l — xn-i—l =+ en(xn-i-l _ xn)’
where
B 1 0 _op
T2y Tnt+1l t 0nTn, Ong1 = 0.

We show comparison results in Figure 5 between the algorithm by Chambolle [11] and the
algorithm in [12], where we can notice that they perform almost equally well in terms of quality
and cost. However, the algorithm in [12] did not work for the heavy noisy case shown in Figure 2
in the exactly same setting.

On
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Figure 4: Each column from the left to the right corresponds to the stopping criterion (30) with
e = 10,5,2,1. The comparison is to see how the value of € in (30) affects the final segmentation
with or without noise. We used the same noisy input image from Figure 2 and one of the clean
input images from Figure 1. Top Row from left to right : ¢ = 10 and TE (Time elapsed) = 1.55
seconds, € = 5 and TE = 2.11 seconds, ¢ = 2 and TE = 2.80 seconds, ¢ = 1 (exact segmentation)
and TE = 4.01 seconds. Bottom Row from left to right : ¢ = 10 and TE (Time elapsed) = 0.12
seconds, € = 5 and TE = 0.16 seconds, € = 2 and TE = 0.28 seconds, ¢ = 1 (exact segmentation)
and TE = 0.31 seconds. The segmentation result with € = 5 is already satisfactory in the absence
of noise.

6 Conclusion

We presented strictly-convex minimization formulations for image segmentation and showed
that this idea, well-known in some geometric problems, turned out to be useful indeed for
segmentation as well. Strict convexity helped us find meaningful solutions, i.e., minimal and
maximal solutions, and provided us with an easier and faster way to find global minimizers
related to the two-phase image segmentation. Moreover, we realized that the strictly convex
formulations could do more than this as was discussed in Section 4. In other words, non-
uniqueness of solutions to non-strict convex problems usually hinders us from characterizing
the set of minimizers, which was also discussed in [13] and the strictly convex formulations
confirmed this ambiguity in such a rare case as the one in [13] by writing an equivalent strictly
convex problem to the non-strict convex problem. The same issue can be addressed in [14]
and [3] and the same answer of ours applies to them as well. These concrete examples confirm
the fundamental belief that strict convexity is always preferred. As numerically dealing with
the strictly convex formulations, we found that any decent algorithms as well as the ones with
optimal convergent rate could do the work with our proposed stopping criterion. This provides
another advantage because we do not need to compute the exact solution of a strictly convex
problem, resulting in faster computation than the strictly convex problem itself and, not to
mention, than the related non-strict convex problems. More importantly, whenever 2-level or
multi-level image segmentation algorithms solving (10) or (17) are considered, the strictly convex
method can be implemented easily for more general classes of image segmentation problems.
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Figure 5: Top Row : The four results shown in Figure 1 with the algorithm by Chambolle [11].
The elapsed time from left to right : 1.54 sec, 0.31 sec, 0.06 sec, 1.02 sec. Bottom Row : The
corresponding results with the algorithm in [12] to the ones above them. The elapsed time from

left to right : 2.10 sec, 0.41 sec, 0.06 sec, 0.80 sec.
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