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Abstract

We develop an efficient Eulerian numerical approach to extract invariant sets in a continuous
dynamical system in the extended phase space (the x—¢ space). We extend the idea of ergodic
partition and propose a concept called coherent ergodic partition for visualizing ergodic components
in a continuous flow. Numerically, we first apply the level set method [32] and extend the backward
phase flow method [24] to determine the long time flow map. To compute all required long time
averages of observables along particle trajectories, we propose an Eulerian approach by simply in-
corporating flow maps to iteratively interpolate those short time averages. Numerical experiments
will demonstrate the effectiveness of the approach. As an application of the method, we apply the
approach to the field of geometrical optics for high frequency wave propagation and propose to use
the result from the coherent ergodic partition as a criteria for adaptivity in typical Lagrangian ray
tracing methods.

1 Introduction

Ergodicity is an important concept in understanding dynamical systems [1, 9]. Roughly speaking, the
term ergodic in mathematics is used to describe a dynamical system in which the time-average of all
system states (in the phase space) has similar behavior to their space-average. In physics and statistical
mechanics, it usually links to the ergodic hypothesis of thermodynamics which relates the time spent by
a particle traveling in a certain region with the volume of that particular region [41, 2].

Although ergodic theory has been developed since Boltzmann in the 19th century [20], it has only
come to the serious attention of the computational community recently. Following [29, 30], [25, 26] have
developed a numerical approach to visualize the ergodic partition of discrete dynamical systems based
on the ergodic partition theory. The algorithm first computes the time averages of various observables
defined in the phase space, and then uses these averages to divide the phase space into a family of non-
decomposable invariant sets in each of which all points are accessible from any initial takeoff location in
the set. Roughly speaking, any particle in such an invariant set can arrive everywhere in the set at later
times. To work on a continuous dynamical system, on the other hand, [39] has recently extended the
theory of ergodic partition from [30] to analyze dynamics described by continuous-time nonlinear models
such as fluid dynamics with time-dependent velocity profiles.

In this paper, we further extend that work by introducing a concept of coherent ergodic partition. We
observe that for time-dependent flows, the partition will not necessarily be invariant sets in the phase
space by simply computing the joint level sets of time averages of observables, and so the partition is in
fact not ergodic. Having said that, all particles within the same partitioned component at a given time
(all time averages are equal in the same component) should have very similar behaviors. This concept can
still help us to better understand the structure of a dynamical system. For convenience, we will still call
this partition an ergodic partition. We will further prove that although such ergodic partition depends
on the initial referencing time, but the partition itself is coherent, i.e. the set follows the trajectories
of the particles. This is the reason why we name such partition coherent ergodic partition. In [39], the
authors have studied the so-called coherent swing instability (CSI) phenomenon and have shown that
the corresponding ergodic partition is uniformly bounded. Here we extend the result and conclude that
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the coherent ergodic partition will form an invariant set in the extended phase space. Also, if the flow is
periodic, the evolution of each ergodic component is periodic with the same period as the flow.

To numerically approximate the ergodic partition of a domain M, one needs to compute the long
time averages of a set of functions along particle trajectories. As a result, one has to compute the long
time flow map of the corresponding dynamical system. All those methods we have mentioned above used
a Lagrangian framework to compute the flow map, i.e. they all require to solve a system of ordinary
differential equations (ODE’s). In this work, however, we follow the Eulerian approach proposed in
[21] which bases on the level set method [32] to compute the flow map defined on a fixed Cartesian
mesh. The flow map satisfies a Liouville equation which can be solved by any well-established robust
and high order accurate numerical methods, such as WENO5-TVDRK2 [28, 38, 12]. Based on this
Eulerian formulation, we extend the approach to compute time averages of the observables along particle
trajectories. For periodic flows, we further develop an efficient numerical approach to determine the
required long-time integral based on the backward phase flow method in [24, 22]. Incorporating the level
set method [32], the method can also be easily applied to compute the coherent ergodic partition on
co-dimension one manifolds.

This paper is arranged as follows: In Section 2 we will summarize some definitions and a recently
developed numerical method, which will be useful for the new developments we are proposing in this
work. In Section 3, we will prove a coherent property of the coherent ergodic partition and we will also
develop an efficient Eulerian algorithm to compute the ergodic partition at any initial referencing time.
We will then carefully study the boundary conditions for the Eulerian approach in Section 4. We apply
our proposed algorithm in Section 5 on several interesting and important dynamical systems, including
the CSI, point vortex flow on sphere, double-gyre flow and also an application to geometrical optics for
high frequency asymptotic wave propagation. We will also discuss the relationship between the chaotic
property of the system and the distribution of the ergodic partition in the section.

2 Background

In this section, we will summarize several useful definitions and a recently developed numerical method,
which will be useful for the new developments we are proposing in this work.

2.1 Ergodic partitions of phase space under a measure-preserving flow

In this subsection, we re-state some definitions and main results concerning ergodic partition of phase
space. Let M be a compact metric space, Brq be the Borel o— algebra of M, and p be an associated
probability measure. Then the tuple (M,Baq, 1) compose a probability space.

Definition 2.1 (Measure-preserving flow [39]). A measure-preserving flow of the probability space is a
group of measure-preserving diffeomorphisms ¢, for all t eR such that each ¢y is measure-preserving in
the sense u(¢_(B))=pu(B) for all B € Bp and the following properties are satisfied: ¢o: M — M the
identity and ¢iys =@t 0 Ps.

Definition 2.2 (Partition and measure partition [30]). A family ¢ of disjoint sets whose union is iden-
tically M is called a partition of M. Let A, be an element of ¢ where « is an element of some indexing
set A. The partition ¢ is called measurable if there exists a countable family A of measurable sets B;
such that (i) every B; is a union of elements of ¢, and (ii) for every pair Ay, Ag of elements of (, there
exists B€ A such that A, CB and Ag C B°.

Definition 2.3 (Time average of a function f [39]). Let f be a function defined on a compact metric
space M and ¢1(x) be the underlying flow of a continuous dynamical system defined also on M. If

T
Fr@=Jim 7 [ oo (2.1)

exists a.e. on M, then the function f*(x) is called the time average of [ along the trajectories of the

flow ¢i(x).

Lemma 2.4 (Existence of time average [39]). For every f € C(M) and an arbitrary measure-preserving
flow ¢ (), f* exists almost everywhere in M. We denote ¥ the set of all xg € M such that f*(xq) exists,
then the complimentary set 3¢ is surely of measure zero.
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Theorem 2.5 ([39]). Let f be a continuous function on M, then the family of sets {Aq}acr, where
A= (f*)"Y ), is a measurable partition of ¥ and we denote it by ;.

Since different function f will lead to a different measurable partition of M, we need the following
definition of product operation.

Definition 2.6 (Product of partitions [30]). Let {1 and (o be two measurable partitions of M, Ay and
Ay be elements of (1 and (o, respectively, and also let ¢ be the family of all sets of the form A=A1NAs.
The partition C is also measurable and is called a product of partitions A1 and As, denoted by (= V(s.

We further denote a finite (or countable) product by ¢ =\/;__, ¢; for finite n or co. In [30], the authors
have explained several lemmas and theorems about the theory of ergodic partition. These theories have
then been extended to measure-preserving flows in [39]. Before defining the so-called ergodic given in [39],
we do some notation convention: L!(M) denotes the space of all real-valued, u— integrable functions on

M; C(M) denotes the set of all real-valued, continuous functions on M and S denotes a dense countable
subset of C'(M).

Definition 2.7 (Ergodic partitions [39]). For a measurable partition ¢ of M, let A, be an element of
¢ where « is an element of some indexing set A as a measure space (A,Ba,P). The partition ¢ is called
ergodic under ¢ if

1. for almost every(with respect to ) element A, it is invariant for ¢ and there exists an invariant
probability measure pa, on it such that for every f € L*(M),

1T
lim f/o (foqbt)(x)dt/AafdMAa,

for almost everywhere with respect to pa, on Aa, and

2. for every f€L'Y(M),
IR [/AafduAQ}dP(a»

Roughly speaking, ergodic partition of the phase space M into invariant sets on which ¢, is ergodic.
At this time, one question is naturally put forward: Does the ergodic partition exist for an arbitrary M
and an arbitrary measure-preserving flow ¢;7

Theorem 2.8 (Existence of ergodic partition [39]). Let (. be the product of measurable partitions of ¥
induced by every f€S, i.e.
¢e=\ ¢

fes

then the partition (. together with X is ergodic under ¢.

2.2 The backward phase flow method to compute the long time flow map

The original idea in the phase flow method [4] is based on the Lagrangian ODE ray tracing which might
be problematic for flows in a bounded domain. In a recent paper [24], we have proposed a backward
phase flow method for Eulerian flow map construction which is based on an Eulerian PDE formulation.
This formulation provides a more natural way to handle the boundary condition. Solving the level
set function ¥ forward in time, we obtain the backward flow map. In [24], we have developed an
Eulerian method for the backward flow map construction by applying the phase flow method backward
in time. Mathematically, we obtain the backward flow map from t=T to T —At, ®_as:(x;,p;;T) —
(x(T —A),p(T — At); T — At) for some At>0 by solving the Liouville equation for ¥ forward in time
from t=T — At to t=T. Thus, if the flow is autonomous, the value of the phase flow map (the take off
location of a bicharacteristic) at t=T —2At with a terminate condition (z,p)=(z;,p;) at t=T can be
computed by

D _ont(w4,p5;T) =Pt (P_at(wi,p5;T))
= ®_nr0®_pi(i,p;T) =D (i T).

Since that particular application [24] requires to recompute other physical quantities along with the
backward flow map, we have not studied in details the map size doubling technique to speedup the long
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time flow map computations. Therefore, we have implemented only the simple version of the backward
flow map method which requires ®_ja¢(z;,p;;T) = ®F 5, (2i,p;;T). Also, these two methods are proposed
for autonomous systems in which the velocity model is independent of time. Therefore, At can be chosen
arbitrarily.

In [22], we have recently extended the above approaches for autonomous and periodic flows. The idea
for periodic flows is to develop a map doubling phase flow method for long time flow map computations.
We first construct the solution ¥(x,7,,) by solving the Liouville equation

%}:’ﬂﬂu-vyy(x,t)zo (2.2)
forward in time from ¢ =0 to t=1T,, for some time difference T;,. To determine ¥(x,2T,,), we use the
phase flow property and obtain ¥(x,2T,,) =V (V(x,T;,),Tm) =Y o¥(x,T,,). In general, once we have
obtained the solution W¥(x,2*~!T,,), we can obtain W(x,2*T},) =V (¥ (x,2*"1T,,),2*~'T,,). Finally, if
we take T'=2™T,,, the backward flow map ®(x;2™T,,,0) is given by ®(x;2™T,,,0) =¥ (x,T).

The idea to compute the forward flow map is simple. We can solve the Liouville equation backward
in time from t=T to t=T —T,,. Then we iterate the map k-times to get the overall low map forward
in time from t=0 to t=T=1T,,-2*. Here, we summarize the backward phase flow method for forward
flow map computation given in [22].

Algorithm 1: Computing the forward flow map ®(x;0,2™T,,) for a T,,-periodic flow with T'=2"T,,:

1. Construct ¥(x,(2™—1)T,,) as in [21].
2. For k=1,---,m, interpolate

y = ¥(x,(2" -2 NT,)
\II(Xv(Qm _Qk)Tm) = ‘II(Y7 (2m _2k_1)Tm)'

3. Set ®(x;0,2™T,,) = ¥(x,0).

3 Coherent ergodic partition using the backward phase flow
method

3.1 Coherent ergodic partition

In the original definition of ergodic partition in [30], the authors have only considered discrete dynamical
systems. When generalizing the definitions to time-dependent continuous systems, we consider not only
solutions at certain fixed initial referencing time but should also consider the solution at all other (initial)
times.

Going back to the definitions given above, Definition 2.1 and Definition 2.2 can both be naturally
extended to the periodic flows indeed. However, the extension of Definition 2.7 and Theorem 2.8 to a
continuous dynamical system is straight-forward only if the flow is autonomous, i.e. time-independent.
But if the flow is time-dependent (or even simply periodic), the extension does not always make sense.
In fact, we will see in our examples, the partition corresponding to the product (. =\/ fe Gy generally
depends on the choice of the initial referencing time, which implies that the resulting components due
to the partition are not really invariant. In other words, particles initially at one of these regions might
leave the sub-domain at a later time, and particles initially located outside might enter these regions
too. As a result, it is very difficult to know the partition at an arbitrary initial time. Nevertheless, we
have the following lemma for both autonomous or time-dependent flows.

Lemma 3.1. Let {¢("|T €R} be the partition of a continuous dynamical system at the initial refer-

encing time t=T7, i.e.
=\ ¢,
fes

where (¢ denotes the measurable partition induced by f €S at initial time t=7. Then, components in
{¢(™|m €R} and {(™ |2 €R} have one-to-one correspondence for arbitrary t1, T2 €R.
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Proof. For arbitrary xo € M, let

* A g
fr(wo) = lim 7

[ Gestaar 3)

then f7 (zo) = f7,(#72(20)) due to the boundedness property of each f € C(M). Let A€ (™ and B €(™ be

the components containing x¢ and ¢72 (x¢) respectively, then A and B have the one-to-one correspondence
in this sense: x; € A if and only if ¢72(z1) € B. O

This lemma implies that each component of the partition evolves with the flow system. For periodic
dynamical systems, we further have the following property.

Theorem 3.2. Define {(T|r €R} as in Lemma 3.1. We have (" =T Tm for a periodic dynamical system
with period T,, and arbitrary T €R.

Proof. For arbitrary xg € M, from equation (3.3), we have

1
fr (o) T T—1

T
/ (foo!)(zo)dt

and

* s 1 4 t
fram,, (xo)%ﬂow/ﬁm (fodrir, )(zo)dt.

Let t/ =t+1T,,, then

T4T,, )
£ (o) = Jim / (Fodl =) (zo)dt.

T—oo T =T JoyT,

Since the system is T},-periodic, we have ¢! ~Tm (z4) = ¢t7/+Tm (z9), then

1 T+Ty, ,
£rlao) = Jim 7o [ (fodl g, i

T+Tm

Il
3

1T
T—»ooT—T/TJrT (fodrim, ) (@o)dt,

T
= Jim s [ (odh i, a0,

+Tm
= f:-&-Tm (o)

which implies that (7 =("+Tm, O

With Lemma 3.1 and Theorem 3.2, we can easily partition the extended phase space of a periodic
dynamical system with the partition at an arbitrary initial reference time ¢t=7. In particular, we need
to partition only at one time level at t=ty, then we push forward the boundary of each connected
component along their pathlines up to t=tg+7,,. Since the partition itself is T,,-periodic due to
Theorem 3.2, we extend the partition periodically to obtain the partition for any time. Furthermore, in
the extended phase space (x —t space), boundary of each segmented component will form a tube-liked
surface. In other words, a particle initially located outside this tube will always stay outside the tube,
while a particle initially located within this tube will never leave it. That is why we say the partition for
different initial times are invariant in the extended phase space. For convenience, we call this partition
in the extended phase space the coherent ergodic partition and each component ergodic component, even
though it may differs a bit from the original definition of the term ergodic. For the partition at a certain
fixed time in the phase space, we still call the partition the ergodic partition as before.

However, there is no guarantee that each ergodic component is connected at a given time. As we
will see later in our examples, an ergodic component could be a collection of discrete points, or a union
of several connected components, or even a combination of them. We observe that the topology of the
coherent ergodic partition depends on how chaotic the system is. For instance, an autonomous system
could be much less chaotic than a non-autonomous one. We will give an example in which the system is
so chaotic that we cannot observe any obvious connected component.

However, because the flow map ¢72 for arbitrary 71,72 €R is continuous and is area-preserving, the
connectivity and the measure of each set should be preserved.
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3.2 Relation with the finite time Lyapunov exponent (FTLE) field

Since our coherent ergodic partition tries to extract invariant sets in a dynamical system, it is natural
to expect that the method relates to other coherent structure identifying methods. For instance, we
have observed that our coherent ergodic partition closely relates to the finite time Lyapunov exponent
(FTLE) [18, 15, 16, 37, 17, 21]. FTLE is one of many possible Lagrangian quantities which can be used
to detect the so-called Lagrangian coherent structure (LCS). It measures the rate of separation between
adjacent particles over a finite time interval with an infinitesimal perturbation in the initial location. In
practice, the first step to compute the FTLE is to move particles in the flow for a period of time and
obtain the flow map which takes the initial particle location to it’s arrival location. Then the FTLE is
computed based on the Jacobian of the flow map.

One hint for the relationship is in the Lagrangian property of these concepts. For T — oo, the
FTLE reduces to the traditional Lyapunov exponent which is hyperbolic according to the Oseledec’s
multiplicative ergodic theorem, see also [37]. Such hyperbolic property exists also in our coherent ergodic
partition. As we have proved above, the ergodic partition of different initial referencing time is hyperbolic,
i.e. it’s boundary follows particle trajectories, and therefore coherent.

Numerically, as will also be demonstrated in Section 5, we have found that the shape of our coherent
ergodic components at different t =t coincides very well with the FTLE field a;"; for large enough T'.
In particular, in a region with extremely large FTLE value, the particle trajectory will be very sensitive
to initial perturbation. This implies that a small change in the initial location of the particle will lead
to a very different trajectory. Therefore, the integral F' will be very different and so F' will change
significantly in that particular region. On the other hand, in a region where FTLE is small, particles
will tend to travel as a patch and so the integral F' will have similar value.

This phenomena is definitely not too surprising because both concepts try to identify coherent struc-
tures in the flow. For example, the ergodic quotient in [3] has pointed out explicitly that the computed
quantity closely relates to the coherent structure in flows. The transfer operator approach in [11] has
also detected almost-invariant sets and invariant manifolds which have been shown to connect to the
coherent structures. However, these two works consider only the relationship at a fixed given time.
In this work, however, we are considering the similarity of these solutions in the whole extended phase
space and we emphasize on the hyperbolicity of the structure.

3.3 A numerical approach based on the backward phase flow method

The coherent ergodic partition divides the extended phase space into a family of invariant sets. To
obtain the whole coherent ergodic partition for different time levels, we need to know the partition at
one initial time first. Given any continuous periodic dynamic system, we here present a numerical method
to approximate the ergodic partition at one initial time (e.g. to=0) by computing the time averages of
several functions using an Eulerian method.

Pick several functions {fx|k=1,2,...,m,m € Z} properly from L'(A) and compute the integration of
each fi for each particle, i.e.

Fe(x.t)= / (0 d])(x)dr

where Fi(x,t) denotes the integration of the function fj from 0 to ¢ along the particle trajectory which
passes through x at time ¢. Then we have

dFy
dat = fr(x)
(Fk)t +u-VF} :fk(X). (34)

To solve the above equation for a very long time T for a periodic u, we extend the backward phase flow
method proposed in [22]. The idea is as follows. We first solve equation (3.4) with the initial condition
F(x,0)=0 up to t=T,,, where T}, is the period of the periodic system, or simply an arbitrary constant
for autonomous system. In implementation, this equation can be solved together with the flow map
equation (2.2) in step 1 from Algorithm 1. At t=T,,, the quantity F(x,7},,) denotes the value of the
definite integral fOT’" f(y(r))dr with y(T,,) =x satisfying the ordinary differential equation y’(t) =u(t).

And therefore, we have
T

Fx T = [ " F(6, ())dr. (3.5)
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Now, to obtain F(x,2T,,), we propose here an iterative approach based on the periodic structure of the
flow. In particular, we have

2T,
F(x,2T}) = / F(6%r, (%))dr

- / T (5, )+ / " F (65, (<))

m

Tm
= [ s, nar+ [ 0, 6k, Gonyar

T

= F(x,T;) + f(e7,, (¢, (x))dr

0
= F(XaT7n)+F(¢(1)“m(X)va)~

The first term in the expression is the solution we obtained immediately from solving the partial dif-
ferential equation (3.4). The second term F(¢9, (x),T,,) can be easily determined by using any well
developed monotone interpolation scheme.

For later time t=1T,,2", we have

F(x,Ty2")=F(x,T;n2" ")+ F(¢9, gn1(x),T02" ).

The computational algorithm is as follows:

Algorithm 2 (An Eulerian Method for computing functions F}, for T,,-periodic flows):

1. Discretize the computational domain

= i+ (i — 1) Az, Agp=Tmex”Tmin g9 T,

-1 ’
Ymax — Ymin .
Yj ym1n+(.7 1)Ay7 Ay—ﬁ7 j—1,2,...,J,

T
t=kAt, At=. k=01,..K.

2. Initialize the level set functions

\Ill(xivyjuo):xh
\Ilz(xiayjao):yja
Fk(l‘i,yj,o)zo, ]{3:1,27...,771

3. Solve equations (2.2) and (3.4) up to t=T,, to get ¢7, (x) and Fj(x,Tp,).

4. Obtain Fy,(¢9, (x),Tm) from Fj, (x,T,,) by interpolation. For T,-periodic flows,

Fr(x,2T) = Fi (%, Tpn) + Fi (6, (%), Trn).

5. Repeat step 4 until t=t., =T,,2" to get Fi(X,tes).

Remark 1. Theorem 3. 2 guarantees that ; F i (X,tes) converges to (fi)§ as n— oco. In our numerical
experiments, we find that - Fj(x,tcs) approx1mates (fr)§ extremely well even when n=4 or 5.

Remark 2. Once we have obtained F(x,te;), various clustering algorithms can be applied to
perform the segmentation, such as the EM algorithm based on the Gaussian mixture model [14, 5, 33],
the total variation (TV) regularization approaches [36, 6, 8], or a combination of these statistical and
PDE approaches [23, 27]. In this paper, we following the approach in [27].
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4 Comments on the boundary condition for the Eulerian com-
putations

Numerically, velocity field might be available only in certain bounded computational domain. We have
proposed the following boundary condition for the Eulerian approach in [21] for ¢ > to,

(x,1)|xean = P(x,t0) |xean =%
if n-u<0 where n is the outward normal of the boundary, and
n- Vo' (x,t)|xeo0 =0

fori=1,---,d if n-u>0. The first constraint imposes the inflow condition for which all incoming infor-
mation will carry the location where the corresponding characteristics enter the computational domain.
Consider an interior grid point (z;,y;,tx) on a characteristic hitting the computational boundary at
t € [to,tx) when tracing backward in time. The corresponding value of ¥(x;,y;,tx) will contain the pre-
cise location where the particle entered the domain.

On the boundary with n-u >0, information is out-going from the interior and no boundary condition
is required. For the ease of numerical implementations, we have simply imposed in [21] a non-reflective
boundary condition so that no information on this portion of the boundary will interfere with function
values at the interior.

In practice, because of the above boundary condition, the value ¥ at a grid point on the initial time
level t=ty might represent either the take-off location of the particle or the location on the boundary
0f) where the particle entered the computational domain. This might be problematic in applications,
such as the artificial FTLE ridge [21]. In this paper, we propose two numerical strategies to further take
care of the influence due to the boundedness of the computational domain.

The first approach is to further incorporate a function 7 satisfying

Ti+u-VT =0 (4.6)
with the initial condition T (z,y,to) =to and the boundary condition
T (x,t)|xeo0 =1

for n-u<0 and t>ty. Following the argument as before, even though there is no need to impose any
boundary condition for the part where n-u > 0, we still impose the same boundary condition for the ease
of numerical implementations. Solution to (4.6) satisfies D7 /Dt=0 which implies that T is constant
along characteristics. If a characteristic does not touch the boundary 9 x [tg,00), T is given by the
initial condition which is ¢g. If a characteristic enters the domain on the boundary 92 at the time ¢t =¢*,
then the value 7 will be t*. Therefore, solution to (4.6) in fact can be used to distinguish whether ¥
represents the take-off location of the particle (if 7 =t¢¢) or whether ¥ records the location on 0§ where
the characteristic enters the domain (if 7 >tp). For instance, in [21] when we want to get rid of the
artificial FTLE ridge, we could solve (4.6) together with the level set equations for the flow map. If
T >tp at the FTLE ridge, we will then ignore the solution.

The above approach in fact gives the exact time when the characteristic has entered the domain. This
might not be necessary in practice if we just want to identify certain part of the domain which has been
influenced by the boundary of the computational domain. A more direct approach relies on ¥ itself. We
have noticed that ¥ at a time ¢ >ty cannot represent a take-off location in the interior of ) if ¥ e 9.
This gives a very convenient tool to label a subdomain in {2 where there is no one-to-one correspondence
between a point on t =ty and (x,t) jointed by a characteristic staying inside € for all time between to
and t.

This is important in the current application when computing the quantity F' since equation (3.5)
holds only if (bOTm makes sense. Numerically, because the computational domain is always bounded, one
might not be able to determine a backward flow map d)OTm joining any point on t=T,, to the initial
referencing time ¢t =0. Therefore, (3.5) might not be correctly interpreted by solving equation (3.4) with
the initial condition F'(x,0)=0 and the boundary condition F'(x,0)|xesn =0. In particular, the solution
actually denotes

T
F(x,T) = / F(6F, (x))dr

*
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where t* is the time when the characteristic has entered the domain. Because there is no information
from the Eulerian flow map where the ray traveled before entering to the domain, we cannot use the
computed F(x,T,,) for ergodic partition. Therefore we will simply identify those regions by checking if
W € 9N. If so, we will ignore the partition from those subdomains.

5 Numerical examples

5.1 Coherent swing instability (CSI)

In this example we follow [39] to characterize the coherent swing instability (CSI) phenomenon by
considering the following planar dynamical system

“_,

a7

dw b

= Pm— N;sin(;]eijchOS(th)‘Fé)v

where e;; = %COS(% +71), =24/ |bint|\sin%j|, Pm=0.009, b=0.01, N =20, b;,; = 1.For a complete
description of the system and parameters, we refer interested readers to [39].

The above system is quasi-periodic. However, we here consider the situation when J=1 and ¢; =1
under which the system is periodic with period T, = 522—7; Numerically, according to Algorithm 2, we
solve all the level set equations up to T,, where we use only one single function f=sin(2J) following [39].
Then we interpolate our results 4 times (i.e. m=4 in Algorithm 2) to obtain corresponding F'(te,,x)

with t., = 35—1” which approximates t., f* at the initial referencing time ¢ty =0. In summary, we obtain
_ 27

the flow map for a small period T,,, = & and then apply the backward phase flow method for long time
propagation.

0.04

0.03 )
0.02 X
0.01 X
0 .
-0.01 .
-0.02 )
-0.03 !

-0.04

0 . . I 0 05 1 15 2 25 3
(a) (b)

Figure 1: (Section 5.1) Ergodic partition of the phase space at tp =0 in the measure-preserving flow
defined by this system. (a) Some regions are influenced by the boundary. (b) Solution after the boundary
treatment in the Eulerian flow map construction.

It can be seen from Figure 1(a) that some regions are influenced by the Eulerian computation due
to the presence of the boundary condition. The results from [39] are based on Lagrangian tracing where
numerical integration of the planar system is performed with the 4-th order explicit symplectic integrator
and thus they do not need boundary conditions. On the other hand, we use an Eulerian formulation where
boundary conditions are necessary for solving the PDE’s. As discussed in Section 4, numerical solution
from certain subdomain is seriously influenced by the boundary condition in the Eulerian approach. We
will therefore only trust the partition when ¢(x,t) ¢ 9. Figure 1(b) shows the result where those regions
influenced by the boundary condition have been ticked out and it is consistent with those given in [39].
Like [39], the background (blue) color region implies that each trajectory from it diverges as time passes.

However, Figure 1(b) only shows the ergodic partition at one initial time ¢, =0, we still need to put
forward the solution along the particle trajectories up to t =T, in order to obtain the ergodic partition
at all intermediate times, i.e. the coherent ergodic partition which is shown in Figure 2 (a). It seems
that the ergodic partition keeps the same for all intermediate times. In other words, the subregions
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Figure 2: (Section 5.1) (a) The coherent ergodic partition within one period. (b) Several particle trajec-
tories.

partitioned (the subregion where no CSI phenomenon happens) are invariant sets. In Figure 2 (b), we
have plotted several particle trajectories within the red region where no CSI phenomenon has happened.
These trajectories are almost closed curves which coincides with the observation that the red region
seems like an invariant set.

5.2 Point vortex flow on a sphere

0.1
0.2
0.3
0.4
05
0.6

-0.7

-0.8

-0.9

Figure 3: (Section 5.2) Ergodic partition on a sphere for the point vortex flow using f(z,y,z) ==, front
and back.

It is also relatively straight-forward to compute the ergodic partition on a codimension one manifold
in the proposed framework. Instead of triangulating the surface in a typical Lagrangian method, we
following the level set approach as in [21] to implicitly represent the orientable and closed manifold by
the zero level set of a level set function.
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In this example, we consider an advection motion in a field of the two point vortices on a sphere of
radius 1 centered at the origin [31]. The velocity of a particle on the manifold satisfies the motion

with two point vortices placed at x; =(—1,0,0) and x3=(0,—1,0). We follow the same Eulerian idea
proposed earlier [21] to represent the sphere in R® implicitly using the level set function ¢(z,y,z)=
/22 +1y2+ 22 —1. The first step is to extend the velocity field from the sphere to the whole computational
domain, or at least a small computational tube near the sphere. We choose here the natural extension
such that the velocity at a grid point is the same as that at it’s Lo-projection onto the sphere. Then the
flow map is computed on the uniform Cartesian mesh without explicitly triangulating the surface. To
compute the integral of an observable along a particle, we can simply extend equation (3.4) naturally
from the manifold to the whole computational domain. To have a numerically stable solution, at each
timestep t =t*, we also solve the same equation like the flow map extension, i.e. we solve the following
equation for several time marching steps

F,+sgn(¢)(n-V)E=0

for some artificial time 7 up to 7* and the initial condition F(X,Tzo) = F(x,t*), and then replace the
solution F(x,t*) by F(x,7*). This extension technique has been used very commonly in the level set
community [32].

Figure 3 shows the ergodic partition on the surface computed using the proposed backward phase flow
method at t=2048 on an underlying uniform mesh of size Ax=Ay=Az=23/128. We first compute the
flow map at ¢ =7}, =2~ and then iterate the map 15 times to obtain the final flow map at t =T, -2'°. We
have also plotted the location of the point vortices in small red circles. The sphere is clearly partitioned
into 3 subregions with the point vortices located at the triple junctions of the partition.

5.3 Double-gyre flow

This example is taken from [37] to describe a periodically varying double-gyre. The flow is modeled by
the following stream-function
P(z,y,t) = Asin[mg(z,t)]sin(ry), (5.7)

where

g(z.t) = at)z® +b(t)z,
a(t) = esin(wt),
b(t) = 1—2esin(wt). (5.8)

In this example, we follow [37] and use A=0.1, w=27/10. We discretize the domain [0,2] x [0,1] using
513 grid points in the a-direction and 257 grid points in the y-direction. This gives Ax=Ay=1/256.
Using the backward phase flow method, we first solve the level set equations from ¢t =ty =0 to t =T, =10
and then iterate the flow maps 5 times to get F(xX,tc;) for te, =T;,2°=320. In Figure 4(a), we have
shown the quantity ﬁF(x,i’)QO) using f(x)=cos(27y) with no perturbation, i.e. €=0.0. The flow is
autonomous and therefore the theories from [30, 39] can be directly applied. We have also plotted several
particle trajectories in Figure 4(b), and these solutions match well with the solution in (a). We further
remark that the ergodic partition in Figure 4(a) is invariant in the phase space because the underlying
flow is autonomous.

To see the effect of the perturbation in the mixing, we use the same set of parameters as in [37, 21] by
increasing € to 0.1. We obtain 535 F'(x,320) with f = cos(27y) and the solution is shown in Figure 5. The
quantitative behavior of the solution is now changed significantly. For instance, the whole computational
domain is now roughly partitioned into several regions including two circular regions centered near
(0.5,0.5) and (1.5,0.5), two arrow regions slightly below and slightly above these two circular regions
respectively, and also the background region which contains many isolated dots. Within each of these
regions, the averaged value of F' shows similar quantity. To better distinguish these regions, we use
four independent test functions fi =cos(2my), fo=cos(127x)cos(27y), f3=sin(2my), and fy=7F, and
segment these R? data into several clusters with the geometrical constraint in R? (Figure 6). For grid
points within the same cluster, we color it using the same gray-level intensity, i.e. each group is colored
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Figure 4: (Section 5.3 with e=0.0) (a) Contour plot of tF(x,tem) with f(x)=cos(2my). (b) Several
particle trajectories following the time-independent flow.

in the same intensity. Our method can nicely classified the domain into various subregions according to
F=(F,,F,, F5,F,) denoting the averaged value of the integrals with respect to the test functions f; to
fa, respectively.

However, since the dynamical system is time-dependent, as we said before, the result from the ergodic
partition depends on the initial referencing time. In Figure 7(a), we show the evolution of the four
connected components in Figure 6 from ¢t =0 to ¢ =10, i.e. the coherent ergodic partition of the flow. To
better demonstrate the property of the coherent ergodic partition, we have plotted in Figure 7(b-d) several
particle trajectories in the x —¢ domain(extended phase space) and showed that these trajectories will
not penetrate any of these partition boundaries. For instance, in Figure 7(b), two particles initially locate
inside the circular regions will remain inside the circular tube for all time between 0 and 10. Figure 7(c)
and (d) show several other particle trajectories within the arrow-like region and the background region.
All these rays will stay within the same class for all time. In other words, Figure 7(b-d) shows that the
coherent ergodic partition of periodic dynamical systems for all different times form an invariant set in
the extended phase space. Furthermore, from Figure 7(a) we can see that the slices of t =0 and ¢ =10 are
the same which indicates that the ergodic partitions at t=0 and ¢ =10 are the same. This is consistent
with our Theorem 3.2 by letting 7=0 and 7;,, = 10.

Even though the evolution of these boundaries are periodic and the trajectory itself in the x—t
space cannot leave the partition regions, the trajectory of each individual particle itself is not necessarily
periodic. To better demonstrate this, we have plotted in Figure 8 the location of those particles in Figure
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Figure 5: (Section 5.3 with e=0.1) = F(x,t.;) with f(x)=cos(27y).

1
tEl‘

Figure 6: (Section 5.3 with e=0.1) Ergodic partition at t=0 with F = (Fy, F5, F3, Fy) using t., = 320.

7 at constant multiples of the period T;,, =10. If the motion of a particle is periodic with period T},, we
should see only one single location in the graph for each individual initial location. However, as we can
see, particles tend to reach everywhere in each connected segment.

Figure 9 shows the result of ergodic partition of the double-gyre flow with e=0.1 at initial time
to=2.5. According to Lemma 3.1, this partition at t=2.5 should be the evolution of the partition at
t =0 after 2.5 temporal units and we have confirmed it by comparing it to the ¢ =2.5 slice of Figure 7(a).
Figure 10 is the evolution of the clusters in Figure 9 from ¢t =2.5 to t =12.5. We can see that the coherent
ergodic partition from ¢ =2.5 to t =12.5 is exactly the coherent ergodic partition from ¢t=0 to t=10 by
cutting the part from ¢ =0 to t=2.5 and put it on the remaining part from ¢ =2.5 to ¢t =10. This verifies
that to know the coherent ergodic partition for all initial times, we only need to do the partition for one
arbitrary initial time ¢ =ty and then put forward the partition along the pathlines up to t =tg+1p,.

Here, we also comment on the use of the ergodic partition as a tool for measuring the level of chaos
in a dynamical system. In Figure 11 we have shown the quantity tF(x,tem) using f(x)=cos(27my) for
different magnitudes of the perturbation from € =0.003 to a very large magnitude of disturbance e=1.2.
For large value of ¢, we hardly see any large connected component. This implies that for almost any
initial location at t=0, a tiny perturbation in the location will lead to a very different trajectory in the
x —t space. This gives us a hint that the coherent ergodic partition can be used as a tool to quantify how
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Figure 7: (Section 5.3 with e=0.1) (a) The evolution of the clusters in Figure 6 from t=0 to t=10. (b)
Two particles initially located at (1.3945,0.39453) and (0.59375,0.59766) will stay in the two circular
tubes. (c¢) Two particles initially located at (1.3945,0.84375) and (0.59375,0.14453) will stay in the
two arrow-like tubes. (d) Three particles initially located at (1.793,0.14453), (0.19531,0.89453) and
(0.99609,0.14453) will stay outside four tubes.

chaotic a system is. The larger the region containing disconnected dots, the more chaotic the system is.
If there is no obvious connected components, the system is very chaotic.

Finally, we shown in Figure 12 the forward FTLE on the level t=0 with T =320, i.e. 03?°(x,0).
One can compare it with Figure 5. For the region when FTLE is large (the background region), small
perturbation in the initial condition will lead to a very different trajectory and so the corresponding
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Figure 8: (Section 5.3 with e=0.1) Locations of particles at various times which are constant multiples
of the period T, =10. The boundaries of different partitions are plotted in blue.

Figure 9: (Section 5.3 with e=0.1) Ergodic partition of the double-gyre flow with e=0.1 at t=2.5.

integral F' along trajectories will therefore be very different. This explains the dots in the background
region in Figure 5. For those two triangular regions, FTLE are small and so the particle trajectories
are insensitive to initial perturbations. Therefore the corresponding trajectory integral F' have similar
values.

5.4 Application to geometrical optics

Geometrical optics is an important class of asymptotic approximation to high frequency wave propa-
gation. In the high frequency regime when w— 0o, we approximate the phase function by the eikonal
equation

1
VT |=-.
c
To obtain the multivalued solution to the traveltime field T in two dimensions, we reformulate the

problem in the phase space by solving the eikonal equation using the Lagrangian formulation by the
method of characteristics [7],

d

d—gtc = csinf,

d

d—i = ccosf,

de

— = ¢ysinf —c, cosh. (5.9)

dt



G. You and S. Leung 16

Figure 11: (Section 5.3) - F(X,te;) with f(x)=cos(27y) of the double-gyre flow with (a) e=0.003, (b)

tea

€=0.05, (¢) e=0.8 and (dj e=1.2.

Unfortunately, this type of methods inherit the intrinsic shortcoming of other Lagrangian methods, rays
emitting from even one single point (with different departure angles) could be very complex and compli-
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Figure 12: (Section 5.3 with e=0.1) Forward FTLE 03%°(x,0).

cated, and hence, it is very unlikely that we can obtain a uniform resolution in the desired computational
domain. One resolution of this is to dynamically add and remove rays (characteristics) as computation
proceeds. Various adaptive ray tracing algorithms have been proposed to obtain a better resolved mul-
tivalued solution [40]. However, all these adaptive algorithms depend on certain quantity as a measure
for inserting rays. For inhomogeneous velocity model, it is very usual to observe that the geometrical
spreading increases exponentially in the distance from the source. It is therefore natural to consider the
so-called Lyapunov exponent as a criteria for adaptivity [19].

In this section, we propose to use the coherent ergodic partition as another quantity to study the
ray spreading by applying the ergodic partition theory and the corresponding algorithm we introduced
above. We will try to couple these emitted rays into clusters. Characteristics classified into the same
cluster should have very close behaviors. Therefore, theoretically in the adaptive method, one can simply
refine the angle space near the boundaries of these clusters.

In many applications [10, 13, 35, 34], the traveltimes of interest are carried by the so-called sub-
horizontal rays where one assumes rays are oriented in the positive y-direction. Therefore, we can use
depth as the running parameter so that we have a reduced system

le_gyc = tanf,

o ¢y Ca

— = ~tanf— —. 1
& anf—— (5.10)

In this example, we consider ¢=140.2sin(0.57y)sin(37(x+0.55)) and so the flow is periodic in the
y-direction with period y,, =4.

Since the velocity field is now y-dependent in the x — 6 space, we first solve the above reduced ray
tracing system up to y =v,, and then compute the value of

Ym
F(x70ayM)é 0 f°¢y(xa9)dy

to form our coherent ergodic clusters. In the left subfigure of Figure 13, we solve this reduced ray system
up to y =8 with initial take-off angle ranging from —1 to 1. We can see clearly that rays already form
clusters. On the right, we have shown the quantity %F (2,0,8) and f=sinz. If we focus on the cross
section £ =0 which corresponds to the rays emitting from the origin with different departure angles, we
observe that there exists three subintervals 6 € [—0.4625,—0.18125], [0.0625,0.125] and [0.1375,0.21875]
which share the same color. This suggests that rays emitting from one of these subintervals may travel
as a patch in the y-direction, as demonstrated in Figure 14.

However, rays from other subintervals in the #-direction may not form clusters. For instance, rays
emitted from the origin with departure angles in [—0.1,—0.05] or [0.4,0.45] are very complex. As seen in
Figure 15(a), the quantity ﬁF (0,0,y,,) changes rapidly inside these regions. If we consider rays with
initial take-off angle inside these subintervals, we would expect these trajectories behave significantly
different, as plotted in Figure 15(b) and (c). This demonstrates that the coherent ergodic partition
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Figure 13: (Section 5.4) (Left) Rays emitting from the origin with different angles; (Right) The result of
%F(x,G,S) and f=sinx.

provides a nice indicator for implementing an adaptive ray tracing. In particular, in the region where
the quantity yimF (zs,0,ym) changes rapidly, we could locally insert more take-off rays from the point
source T =1x.

Another nice property of this Eulerian formulation is that we have already obtained the coherent
ergodic partition for all rays shooting from any point source on the y =0 level. For example, to look at the
partition from another source at x =z, one only needs to extract the previous solution = F(zy,6,1,).
For example, we consider the cross section of I’ along x5 = —0.12 which corresponds to raysmemitted from
the point (x,y) =(—0.12,0) with different departure angles. Rays emitted from (—0.12,0) with departure
angle 0 €[—0.45,—0.4]U[0.05,0.1] are very complex. As seen in Figure 16(a), y%nF(O,G,ym) changes
rapidly inside these regions. If we consider rays with initial take-off angle inside these subintervals, we
would expect these trajectories behave significantly different, as plotted in Figure 16(b) and (c).
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