Creating Walk-through Images from Traffic Video Sequence
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Abstract—In this paper, we present a novel scheme which can let users experience the feel of navigating into traffic scenes. Constructing 3D scene models from video for this process is difficult, due to the complex traffic conditions such as moving background and changing foreground objects. We develop the Tour Into the Traffic Video scheme (TITV) including mainly 4 stages: foreground traffic elements segmentation, background scene inpainting, scene models construction and walkthrough images rendering. For the first stage, we improved the Fast Two Cycle (FTC) level set method based on narrow band superpixels to automatically extract foreground traffic elements in the video sequence. A competition term based on maximum a posteriori is also integrated into the FTC level set framework. After the segmentation stage, the optical flows in occlusion foreground regions are inpainted by BP neutral networks and Gaussian regression process to keep their continuity. Gaussian Mixture Model is applied to inpaint the background since the pixels are corresponded by inpainted optical flows. Control points on road edges are specified to construct our TITV scene models. The 3D scene structure is constructed for each frame based on the control points. Foreground models such as vehicles and traffic signs are projected onto the background scene models. Users can change their viewpoints according to their own interpretations. Panoramic mode and non-photorealistic mode can also be switched. A database is constructed to represent the connection relationships of traffic elements for each frame. The touring trajectory is shown on the maps since we have GPS coordinates. Comprehensive user studies and comparisons well demonstrate the effectiveness of the proposed framework for giving user touring experience.

Index Terms—level set segmentation, maximum a posteriori, superpixel, optical flow, Gaussian regression, Gaussian mixture model, scene model, new view point.
1 Introduction

Maps with street photos have facilitated everyone’s life. Google street view [1] [2] was embedded in google maps since 2006. With Google street view, users can tour into the spherical panoramic scenes by clicking on the. Microsoft company developed street slide [3] in 2010, which can let users switch between immersive panoramas and multi-perspective “strip” panoramas. Similar applications include Microsoft Phtosynth[4], QuickTime VR[5] of Apple Company. These applications are based on discrete photos captured from fixed view points of streets.

Autonomous driving systems will play an important role in the future traffic. When developing unmanned cars, it is expensive and time consuming to test the algorithms on real traffic road. Street photos based on the maps can be used for indoor test. In order for the unmanned cars to move freely, new viewpoint images generation becomes an important question.

New view point image generation are classified into 3 groups: 1) Depth-map based. In [6], Chen el. al. corresponded original images by depth maps to synthesize new viewpoint images. Their method is accelerated by a quadtree decomposition and a view-independent visible priority. Zitnick et. al. [7] used a color segmentation-based stereo algorithm to generate high-quality photoconsistent correspondences across all camera views. Mattes for areas near depth discontinuities are then extracted to reduce artifacts during view synthesis. 2)Single image based. Saxena et al. [8] generate 3D scene structure based on single still image and generated new view point images according to different projections angles based on texture mapping. Tour Into the Picture (TIP) [9] proposed by Horry et al. is an image-based method for generating a sequence of walk-through images from a single reference image. Kang et. al. [10] used vanishing line instead of vanishing point, and extend the concept of TIP to image sequence. 3) Multi-images based. Tanimota el al. [11]constructed the scheme of free-viewpoint television (FTV) based on the concept of ray space which captured by camera arrays.

Traffic video sequence captured from cameras mounted on moving cars contains much useful information of the world. The background of the video changes from frame to frame. The foreground objects, e.g. vehicles change their locations and shapes as well. We propose our Tour Into the Traffic Video (TITV) scheme to the traffic video sequence,
which mainly include 4 successive stages: foreground traffic elements segmentation, background scene inpainting, scene models construction and walkthrough images generation.

In the first stage, we use powerful level set method [12]-[14] to locate the contours of foreground objects for its many advantages, such as the automatic handling of topological changes. In the background inpainting stage, optical flows in occluded foreground regions are inpainted by background regions of adjacent frames. Back-propagation (BP) neural networks[33] and Gaussian regression[32][22] are used to inpaint the optical flow. Gaussian mixture model is then applied to inpaint the occluded pixels in the moving foreground regions by the predicted optical flow. In the scene models construction stage, the inpainted background images are projected to the background models according to the control points. The scene model is mainly composed of road plane, left wall plane and right wall plane. We adopt RGBA data structure for the extracted foreground images. The constructed foreground models are assumed to stand vertically in the scene model, e.g. vehicles on the road plane and traffic signs on the sky. Scene models for each frame are corresponded by the specified control points. After the scene model construction stage, we can render the walkthrough images. Special effects can be generated by non-photorealistic rendering[35][36]. We have two scene model modes: traditional model and panoramic model. Users can switch between these two modes according to their own need.

The main contributions of this work are summarized as follows:

1) A superpixel based switching method and MAP approach is seamlessly integrated into the fast two-cycle (FTC) level set segmentation method.
2) An optical flow inpainting algorithm is proposed using BP neutral networks and Gaussian process regression. Gaussian Mixture models are used for the further image inpainting.
3) A novel TITV system is developed to give users touring experience of traffic scenes. Our scene model is also fit for panoramic traffic images. Special effects can be generated by non-photorealistic rendering. A database to represent the attachment relationship of traffic elements is also developed.
Fig. (1) shows our TITV flow diagram. The input data to our system are traffic image sequence (including panoramic images) with GPS coordinates. After foreground objects segmentation and background image inpainting stages, scene models can be constructed. Users can select their viewpoint and touring speed by steering wheel or joystick. The touring trajectory is then displayed on the map.

2 Related Works

2.1 level-set based image segmentation

One related research direction to our work is level-set based foreground traffic elements segmentation. The goal of foreground segmentation is to extract the foreground vehicles and traffic signs in the traffic video sequence using spatial-temporal information. These foreground objects can further generate the foreground models in our TITV system.
Many approaches update the level-set function globally over the entire grid such as the Chan-Vese (CV) image segmentation model [15]. In order to reduce the computational cost for level-set methods, the level-set function is reinitialized by solving a Hamilton-Jacobi PDE for a fixed number of steps at every iteration of the evolving level-set function in [16]. In [17], the evolution of CV model is separated into two different cycles. Gi bou et al. draw a connection between level set algorithm and k-Means plus nonlinear diffusion preprocessing. Their method retains spatial coherence on initial data characteristic of curve evolution techniques. Shi et al. [18] proposed the fast two-cycle (FTC) level set method without solving PDEs. With that method, the evolution of level set curve is realized by switching mechanism between two linked lists of pixels. The curve evolution process is composed of two different cycles: one cycle for the data dependent term and a second cycle for the smoothness regularization.

The data structure of the FTC level set method is quite simple and consists of:

(a) an integer array $\Phi(x)$ for the level-set function;
(b) an integer array $F$ for the speed function;
(c) two lists of grid points adjacent to the evolving curve $C : L_{in}$ and $L_{out}$.

$L_{in}$ and $L_{out}$ for the object region $\Omega$ are defined as follows:

$L_{in} = \{x | \Phi(x) < 0 \text{ and } \exists y \in N_4(x) \text{ such that } \Phi(y) > 0\},$
$L_{out} = \{x | \Phi(x) > 0 \text{ and } \exists y \in N_4(x) \text{ such that } \Phi(y) < 0\}$

(1)

$\text{switchIn}(\cdot)$ and $\text{switchOut}(\cdot)$ functions are defined for curve evolution. Both the functions are determined by the speed function $F$. $\text{switchIn}(\cdot)$ function is applied if the pixels in $L_{out}$ have larger probability belong to foreground than background, while $\text{switchOut}(\cdot)$ function is applied if the pixels in $L_{in}$ have larger probability belong to background than foreground. These two functions are implemented continuously until the stopping condition is satisfied.

2.2 Background Scene Inpainting based on Optical Flow

Background images without moving foreground objects are the precondition for background model construction. Many research works are based on static background inpainting. Hsu et. al. [19] applied a hierarchical block-based technique to construct
mosaics from video sequences with moving objects. They estimated the global motion and exclude the moving objects from the video mosaic. Kang et. al. [10] used camera calibration to correspond pixels from successive image sequences. The corresponded pixels can be considered as a stochastic process, thus Gaussian Mixture Models can be applied to predict background pixels. However, this method fits for the condition where a camera rotating in a fixed scene periodically and precise camera calibration is demanded. Wexler et. al. [20] proposed methods to fill in the missing portions in video by sampling spatio-temporal patches from available parts of the video, while enforcing global spatio-temporal consistency between all patches in and around the hole. Their method is also designed for static background videos.

Optical flow is useful information to correspond pixels of adjacent video frames. Since the optical fields of moving foregrounds differ from backgrounds, we apply optical flow inpainting method for the occluded foregrounds. Acker et. al. [21] proposed method to reconstruct optical flow at positions indicated by confidence measures using inpainting. Kim et. al[22] use Gaussian process regression to represent the motion tendency as a stochastic vector field. In our experiment, we combined BP neutral networks and Gaussian Process Regression to inpaint optical flows, and then use Gaussian Mixture Models to complete the occluded foreground regions since the pixels are corresponded by inpainted optical flows.

2.3 Scene Model Construction and Rendering

Saxena et al. [8] proposed methods for each super pixel in the image, markov random field is applied to judge the plane parameters to construct 3D scene model. Hoiem et.al. [23] use support vector machine (SVM) to cluster superpixels into constellations. Based on superpixel constellations, they further infer ground and sky regions to recover precise geometry.

Horry et. al. [9] proposed the concept of Tour Into the Picture (TIP) scheme according to the vanishing point of an image, which is to construct a simplified 3D scene model composing of left wall, right wall, back wall, sky and plane. By navigating a 3D scene model constructed from the image, TIP provides convincing 3D effects. Similar methods were described in [39][41]. Kang et al. modified the TIP scheme based on vanishing line [24], and extend it to video sequence[10]. However, this method fits for 2 limited
conditions: 1) a static camera 2) a camera rotates periodically. Faced with these limitations, we proposed our TITV model which deals with successive image sequences captured by a camera arranged on a moving vehicle.

Adelson et. al. [25] proposed the plenoptic function to model the world from a certain view point. That is, a 7-dimensional function composed of observing angle, viewpoint, time and the wavelength of light. The plenoptic function can be used to project 3D scene model to new viewpoint image plane.

3 Foreground Segmentation based on Level-set Method

Fig. 2. shows the flow diagram of our level set based foreground detection process. The detection process mainly includes 2 stages. The first stage is the narrow band two-cycle level set segmentation based on superpixel feature pools. The second stage is a refining process using maximum a posteriori (MAP) estimation. The segmentation result of each frame is used to update feature pools for the next frame. This method can be used to extract foreground traffic elements including moving vehicles, traffic signs and traffic lights.

3.1 FTC level set based on narrow band perception of background

Motivated by Mumford-Shah functional and the level set function based on it[17][26], we define an energy functional as follows:

$$E = \mu \int_{\Omega} |\nabla H(\Phi)| d\Omega - \lambda_1 \sum_{m=1}^{M} p(f(x) | \Omega_m) H(\Phi) d\Omega - \lambda_2 \sum_{b=1}^{\beta} \int_{\Omega} p(f(x) | \Omega_b)(1 - H(\Phi)) d\Omega$$

(2)
where $E_d$ is the data fidelity term that represents the likelihood of the current scene, $E_s$ is for smoothness regularization and is proportional to the length of all curves. $f(x)$ is the feature vector defined at pixel location $x$. $H$ is the Heaviside distribution. Assuming there are $M$ object regions. $\Omega_m$ is the $m$-th foreground region, $\Omega_b$ is the $m$-th narrow band background region around $\Omega_m$ with width of $\omega_{NB}$. $\Omega_b$ is defined by:

$$\Omega_b = \{ x \in \Omega_m \mid \min_{y \in \Omega_m} \| x - y \| \leq \omega_{NB} \}. \tag{3}$$

The region competition term [38] between foreground and background is defined by:

$$F_d = \log \frac{p(f(x) \mid \Omega_m)}{p(f(x) \mid \Omega_b)} \quad \text{s.t.} \quad f(x) = \omega_1 \bullet f_c(x) + \omega_2 \bullet f_r(x) \tag{4}$$

$f(x)$ is composed of 2 parts: color feature $f_c(x)$ and texture feature $f_r(x)$. $\omega_1$ and $\omega_2$ are the weight coefficients to obtain a balance between the two features.

The color feature distribution can be measured either based on superpixels or K-Means cluster in CIE-LAB color space, as shown in Fig. 3(c). We choose superpixel based color distribution. The superpixels are segmented using Mori’s method [27]. Fig. 3(a) shows the image segmentation results into superpixels of 32, 64, 256 size pixels (approximately). We choose 64 pixel size to generate superpixel feature pools for foreground and background region:

$$\text{Color}_{fg} = \{ \text{SP}_r \mid r = 1, \ldots, N_m \}, \text{Color}_{bg} = \{ \text{SP}_r \mid r = 1, \ldots, N_b \} \tag{5}$$

where $N_m$ and $N_b$ are the superpixel numbers in foreground and narrow band background regions respectively.

Kmeans clustering of superpixel histograms are applied to obtain the texture feature pools:

$$\text{Texture}_{fg} = \{ M_{fg} \{ i \} \mid i = 1, \ldots, K_m \}, \text{Texture}_{bg} = \{ M_{bg} \{ i \} \mid i = 1, \ldots, K_b \} \tag{6}$$

$M_{fg} \{ i \}$ is the $i$-th mean center of foreground texture pool, $M_{bg} \{ i \}$ is the $i$-th mean center of narrow band background texture pool. $K_m$ and $K_b$ are cluster numbers respectively.
The initial curve is extracted from the target-background saliency map according to user stroke (Fig. 3(b))[40]. The saliency map is measured by Bhattacharyya distance of histograms.

Figure 3: Superpixels and narrow band perception of background. (a) images segmented into superpixels of different sizes. (b) the computed saliency map of superpixels according to the stroke. (c) foreground and narrow band background based on CIE-LAB color space and superpixels.

For color feature part, we have definitions as:

\[
p(f_c(x) \mid \Omega_m) = \sup_{SP(i) \in \Omega_m} \{ p(f_c(x) \mid SP(i)) \}, \quad p(f_c(x) \mid \Omega_b) = \sup_{SP(i) \in \Omega_b} \{ p(f_c(x) \mid SP(i)) \}
\]

(7)

where \( p(f_c(x) \mid SP(i)) \) denotes the color distribution based on the \( i \)-th superpixel, according to its color mean and variance.

For texture feature part, we defined:

\[
p(f_r(x) \mid \Omega_m) = \sup_{M_{S_m(i)} \in \text{Texture}_{fr}} \exp(\{ r_{S_m(i)} \}), \quad p(f_r(x) \mid \Omega_b) = \sup_{M_{S_b(i)} \in \text{Texture}_{bg}} \exp(\{ r_{S_b(i)} \})
\]

(8)

where \( f_r(x) \) is \( N_T \times N_T \) block centered at \( x \). \( r_{S_m(i)} \) is the average correlation coefficient between \( f_r(x) \) and the \( i \)-th cluster center of \( \text{Texture}_{fr} \). \( r_{S_b(i)} \) is that between \( f_r(x) \) and the \( i \)-th cluster center of \( \text{Texture}_{bg} \).

The average correlation coefficient is computed by:
where $N$ is the dimension of histogram.

So (4) can be rewritten as:

$$F_d = \frac{\omega_1 \cdot \sup_{SP(i) \in \text{Color}_a} \{ p(f_c(x) | SP[i]) \} + \omega_2 \cdot \sup_{M_{a(i)} \in \text{Texture}_{a(i)}} \exp(r_{M_{a(i)}})}{\omega_1 \cdot \sup_{SP(i) \in \text{Color}_a} \{ p(f_c(x) | SP[i]) \} + \omega_2 \cdot \sup_{M_{a(i)} \in \text{Texture}_{a(i)}} \exp(r_{M_{a(i)}})}$$

We define two lists of neighboring pixels $L_{in}$ and $L_{out}$. Besides the inside and outside neighboring pixels contained in $L_{in}$ and $L_{out}$, we call those pixels inside $C_1$ but not in $L_{in}$ as interior pixels and those pixels outside $C_1$ but not in $L_{out}$ as exterior pixels.

$$\Phi(x) = \begin{cases} 3 & \text{if } x \text{ is an exterior pixel} \\ 1 & \text{if } x \in L_{out} \\ 0 & \text{if } x \text{ is an ambiguous pixel} \\ -1 & \text{if } x \in L_{in} \\ -3 & \text{if } x \text{ is an interior pixel} \end{cases}$$

Figure 4: Indication of the Level-set $\Phi$ matrix. (a) the evolution of the boundary pixels from $t$ to $t + 1$. 3 and -3 denote the exterior pixels and interior pixels respectively. 1 and -1 denote the pixels in $L_{out}$ and $L_{in}$. 0 is the ambiguous pixel. (b) 3D visualization of $\Phi$ at time $t$.

We also allow 0 to exist between $L_{in}$ and $L_{out}$, in case the pixels in $L_{in}$ and $L_{out}$ are close in color and texture. We call these pixels ambiguous pixels. The ambiguous pixels
can be assigned weights according to fuzzy math [28]. The \textit{switchIn()} and \textit{switchOut()} are modified in that the ambiguous pixels are used as a buffer if a pixel switch from $L_{out}$ to $L_{in}$ (or from $L_{in}$ to $L_{out}$). Fig. 4. visualizes $\Phi$ matrix in 2D and 3D.

The switching mechanism is determined by the sign of $F_d$ rather than solving PDE functions. Table I shows the two cycle switching process. The stopping condition is either the following:

(a) $F_d(x) \leq 0 \quad \forall x \in L_{out}$ and $F_d(x) \geq 0 \quad \forall x \in L_{in}$.
(b) A pre-specified maximum iteration number reached.

<table>
<thead>
<tr>
<th>Table I</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two Cycle Switching Process</td>
</tr>
</tbody>
</table>

- **Step 1:**
  - Compute the speed $F_d$ for each pixel in $L_{out}$ and $L_{in}$.
  - For each pixel $x \in L_{out}$ (or $x \in L_{in}$), $\text{switchIn}(x)$ (or $\text{switchOut}(x)$) according to the sign of $F'_d(x)$. $\Phi(x)$ is also updated. $\forall$ pixel $x \in L_{in}$ (or $x \in L_{out}$) satisfy all its neighboring pixels in $\Phi$ are negative (or positive), delete it from $L_{in}$ (or $L_{out}$).
  - Check the stopping condition. If it is satisfied, go to step 2; otherwise continue this step.

- **Step 2:**
  - For each pixel $x \in L_{out}$ and $L_{in}$, Gaussian filter of size $N_G \times N_G$ as $G$ is applied to incorporate boundary smoothness regularization.
  - Check the stopping condition. If it is not satisfied, continue this step.
Table II shows our narrow band superpixel based FTC level set method. Ambiguous pixels were used as buffers for \textit{switchIn()} and \textit{switchOut()} processes.

<table>
<thead>
<tr>
<th>Table II</th>
</tr>
</thead>
<tbody>
<tr>
<td>FTC Level Set based on Narrow Band Superpixels</td>
</tr>
</tbody>
</table>

- **Stage 1: Initialization Stage**
  - Segment each frame into superpixels.
  - Compute the target-background confidence map for the first frame. Initialize \( L_{in}, L_{out}, \Phi \), in the first frame according to the confidence map.
  - Obtain the superpixel based feature pool for the first frame, which are composed of color and texture features:
    \[
    \text{Color}_{t_{fg}} = \{ \text{SP}_{r} | t = 1; r = 1, ..., N_{m} \}, \text{Color}_{t_{bg}} = \{ \text{SP}_{r} | t = 1; r = 1, ..., N_{b} \}
    \]
    \[
    \text{Texture}_{t_{fg}} = \{ \text{M}_{t_{fg}}^{i} | t = 1; i = 1, ..., K_{m} \}, \text{Texture}_{t_{bg}} = \{ \text{M}_{t_{bg}}^{i} | t = 1; i = 1, ..., K_{b} \}
    \]
  - \( F_{d} \) is defined according to (10).

- **Stage 2: Tracking Stage**
  for \( t = 2 \) to the end of the sequence
  - Two cycle switching process(Table I).
  - Save the two linked lists \( L_{out}, L_{in}, \Phi \) for further refine.
  - Update the color feature pool and texture feature pool at time \( t \).
  \end

### 3.2 Maximum A Posteriori Optimization

Due to the complexity of traffic environment, the segmentation results of section 3.1 need to be refined. We further apply the Maximum A Posteriori (MAP) framework introduced by Mansouri[29] to optimize our curves. The MAP method uses Baye’s theorem and assumes conditional independence between image pixels:

\[
\Omega_{m}^{t^{*}} = \arg \max_{\Omega_{m}} p(\Omega_{m}^{t} | I_{t-1}, I_{t}, \Omega_{m}^{t-1})
\]

\[
= \arg \max_{\Omega_{m}} \prod_{x \in D} p(I_{t}(x) | I_{t-1}, \Omega_{m}^{t-1}, \Omega_{m}^{t}) p(I_{t-1} | \Omega_{m}^{t-1}, \Omega_{m}^{t-1})
\]  \hspace{1cm} (12)
where $\Omega_{m}^{f}$ and $\Omega_{m}^{b}$ are $m$-th foreground regions of current frame and previous frame. $I_{t}$ and $I_{t-1}$ denote current frame and previous frame. $D$ is the image domain.

Probability $p(I_{t}(x)|I_{t-1}, \Omega_{m}^{f}, \Omega_{m}^{b})$ is the likelihood of observing a particular color at space-time location $(x,t)$ given current image and both current and next object regions. Prior probability $p(\Omega_{m}^{f} | I_{t-1}, \Omega_{m}^{b})$ models available prior knowledge about object shape and/or motion.

Our second energy functional is thus the following:

$$E_2 = -\int_{\Omega_{m}^{f}} \log p_{t}^{in}(I_{t}(x)|I_{t-1}, \Omega_{m}^{f-1}, \Omega_{m}^{b}) dx - \int_{\Omega_{m}^{b}} \log p_{t}^{NB}(I_{t}(x)|I_{t-1}, \Omega_{m}^{f-1}, \Omega_{m}^{b}) dx$$

$$-\int_{\Omega_{m}^{b}} \log p_{t}^{FB}(I_{t}(x)|I_{t-1}, \Omega_{m}^{f-1}, \Omega_{m}^{b}) dx - \log p(\Omega_{m}^{f} | I_{t-1}, \Omega_{m}^{b})$$

Since we have got a coarse curve in section 3.1, we only use the competition between the first two terms:

$$F_{d} = \log \frac{p_{t}^{in}(I_{t}(x)|I_{t-1}, \Omega_{m}^{f-1}, \Omega_{m}^{b})}{p_{t}^{NB}(I_{t}(x)|I_{t-1}, \Omega_{m}^{f-1}, \Omega_{m}^{b})}$$

where

$$p_{t}^{in}(I_{t}(x)|I_{t-1}, \Omega_{m}^{f-1}, \Omega_{m}^{b}) \approx \sup_{y \in \Omega_{m}^{f-1}} \{\exp(-\|I_{t}(x) - I_{t-1}(y)\|^2 (2\sigma_b^2)) \cdot \exp(-\|x - y\|^2 (2\sigma_v^2))\}$$

$$p_{t}^{L}(I_{t}(x)|I_{t-1}, \Omega_{m}^{f-1}, \Omega_{m}^{b}) \approx \sup_{y \in \Omega_{m}^{f-1}} \{\exp(-\|I_{t}(x) - I_{t-1}(y)\|^2 (2\sigma_b^2)) \cdot \exp(-\|x - y\|^2 (2\sigma_v^2))\}$$

Assuming the non-rigid transformation from $I_{t}$ to $I_{t+1}$ can be expressed with motion field $v$ and an additive white Gaussian noise $b$ [31]:

$$I_{t}(x + v(x)) = I_{t-1}(x) + b(x) \quad \text{s.t. } b \sim N(0; \sigma_b^2), \quad v \sim N(v_{o}(x); \sigma_v^2)$$

where $v_{o}(x)$ is the optical flow between $I_{t-1}$ and $I_{t}$ at position $x$ according to Bruhn’s method [30].
Table III

Boundary Refine Stage

- **Stage 3: Refine Stage**

  for \( t = 2 \) to the end of the sequence

  - Load \( L_{out} \), \( L_{in} \), \( \Phi \) computed from Table II.

  - Compute the corresponding optical flow map from \( I_t \) to \( I_{t-1} \). Obtain \( v_{OP}(x) \) at each pixel location \( x \).

  - \( F_d \) is defined according to (14).

  - Two cycle switching process(Table I).

  \[ D \]

  If we do not rely on the FTC framework, we can use basic greedy algorithm to minimize \( E_2 \). In this condition, we can define:

  \[ p(\mathbf{R}_{t+1} | I_t, I_{t+1}, \mathbf{R}_t) = \exp\{-d(f(s_{n,RC}), f(s_{n+1,RC}))\} \quad \text{s.t.} \quad f(s_{n,RC}) = \sum_{j=1}^{N_{RC}} K\left(\frac{s_{n,RC} - s_{n,j}}{h}\right) \tag{17} \]

  where \( s_{n,RC} \) is the feature vector of the region centroid \( x_{n,RC} \), \( s_{n,j} \) is the feature vector of the pixels located within the foreground region, and \( N_{RC} \) is number of pixels of this region. \( K \) is the Epanechnikov kernel, \( \rho \) is the Bhattacharyya coefficient.

### 3.3 Segmentation Results Evaluation

Our FTC level set algorithms were implemented on a HP Personal Computer with 2.0 GHZ AMD process and 2.0G RAM using MATLAB R14. Four typical image sequences “Red car” (512x512x100), “Black car” (512x512x100), “White car” (512x512x50) and “Traffic sign” (256x256x60) were used in our experiments.

Fig. 5 shows some tracking results based on narrow band superpixel FTC described in §3.1. The blue line and red line denote the two linked lists of contours(\( L_{out} \) and \( L_{in} \)). Fig. 6 compares the tracking results of FTC level set with MAP refine(§3.2), FTC level set with narrow band superpixels, and the orginal FTC level set. The original FTC level set was implemented in gray scale images. We can see more accurate curves were obtained through refined FTC with MAP.
Table IV quantitatively compare our algorithms against Shi’s (original FTC level set) and Mansouri’s level set method. The evaluation is based on the three quantitatively performance measures: Precision, Recall and F-score compared with the ground truth boundary curves. We can see from the table that our propose methods can improve the tracking performance significantly.

Figure 5: Segmentation results of TCL based on narrow band superpixels.
Figure 6: Refined foreground region. (a) Comparison of the tracking results of our narrow band superpixel based FTC (red line) and MAP refined result (green line), and the original FTC based on gray scale image (blue line). We can see more accurate boundaries can be obtained through refined MAP method. (b) Some refined segmentation results based on MAP refined FTC.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shi’s</td>
<td>0.8746</td>
<td>0.7955</td>
<td>0.8332</td>
</tr>
<tr>
<td>Mansouri</td>
<td>0.9029</td>
<td>0.9093</td>
<td>0.9061</td>
</tr>
<tr>
<td>Our FTC</td>
<td>0.9253</td>
<td>0.9300</td>
<td>0.9276</td>
</tr>
<tr>
<td>Our FTC+MAP</td>
<td>0.9424</td>
<td>0.9411</td>
<td>0.9417</td>
</tr>
<tr>
<td>Black car</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shi’s</td>
<td>0.8521</td>
<td>0.7849</td>
<td>0.8161</td>
</tr>
<tr>
<td>Mansouri</td>
<td>0.9104</td>
<td>0.9243</td>
<td>0.9173</td>
</tr>
<tr>
<td>Our FTC</td>
<td>0.9082</td>
<td>0.9200</td>
<td>0.9141</td>
</tr>
<tr>
<td>Our FTC+MAP</td>
<td>0.9217</td>
<td>0.9349</td>
<td>0.9280</td>
</tr>
</tbody>
</table>

4 Background Scene Inpainting by Optical Flow

After the foreground regions of current frame is specified by the methods described in section 3, the pixels in these occlusion regions can be further inpainted by spatial-temporal information from adjacent frames. Our background scene inpainting process is composed of 2 successive parts: (1) optical flow inpainting and (2) background inpainting based on optical flow.
4.1 optical flow inpainting

We computed optical flow from current frame to adjacent frames according to [30]. Fig. 7 (upper part) shows an example of optical flow map between adjacent frames. We can see optical flow discontinuities in magnitude and direction between foreground and background regions. Gaussian process regression and BP neutral networks are applied to inpaint the optical flows in occluded foreground regions. The inpainted flows can be used to correspond the occluded pixels to background regions in adjacent frames.

We assume the optical flows maintain continuity in each separate background region of the traffic scene photo, e.g. sky region and road region. The BP neutral network is used to predict occluded flows row by row, as shown in Fig. 7(lower part). Local extreme flows may exist if we only use the background information for prediction. So we propose using the Gaussian process regression model [22] [32] as an initialization step to predict anchor point (green squares inside the occlusion region).

(1) Gaussian Process Regression as Initialization

We assume each velocity component at the location \( \mathbf{x} \) follows the regression model
\[
\hat{\mathbf{y}} = f(\mathbf{x}) + \varepsilon, \text{ where } \varepsilon \sim N(0, \sigma^2), \text{ i.e., Normal distribution. Each location } \mathbf{x} \text{ has a set of noisy observed velocity vector components: } \mathbf{y}_u \text{ (the velocity component in the } u\text{-axis}), \mathbf{y}_v \text{ (the velocity component in the } v\text{-axis}).
We sample training optical flows from background region of radius $R$ (green circle).

The training data set is defined by $T = \begin{bmatrix} x_1, & \ldots, & x_N \\ y_1, & \ldots, & y_N \end{bmatrix}$. The $N \times N$ covariance matrix $K$ is defined as $[K]_{ij} = \mathbb{K}(x_i, x_j)$, where

$$\mathbb{K}(x, x') = \mathbb{E}[(f(x) - m(x))(f(x') - m(x'))] = \mathbb{E}[f(x)f(x')].$$  \hspace{1cm} (18)

We then define the observation vector $y = [y_1, \ldots, y_N]^T$; $y$ can be shown as a zero mean multivariate Gaussian process with a covariance matrix $K^* = K + \sigma^2 I$. The posterior density for a test point $x^*$, $p(y^* | x^*, T)$ is a univariate normal distribution with the mean $\tilde{y}^*$ and the variance $\text{var}(y^*)$

$$\tilde{y}^* = \mathbf{k}(x^*)^T (K^*)^{-1} y, \quad \text{var}(y^*) = K(x^*, x^*) - \mathbf{k}(x^*)^T (K^*)^{-1} \mathbf{k}(x^*)$$  \hspace{1cm} (19)

s.t. $\mathbf{k}(x) = [K(x,x_1), \ldots, K(x,x_n)]^T$

We use (19) to predict the optical flows for anchor points in each occlusion row, as shown in Fig. 7 (green rectangles inside the occlusion region).

(2) **BP Neutral Network Prediction**

We apply 3-layer BP neutral networks [33] to predict occluded optical flows $y_u$ and $y_v$ respectively for each row, as shown in the right part of Fig. (8). The training dataset is composed of 2 parts: (a) the anchor points computed by Gaussian regression model, and (b) the optical flows in the same row outside the occlusion region.

### 4.2 Background image inpainting based on optical flow

We constructed a Gaussian mixture model to the pixels corresponded by optical flow. For each pixel $x$ on the background image $I_B$, we keep track of its history:

$$\{s_i : s_i = I_B(x,i), 1 \leq i \leq k\}$$  \hspace{1cm} (20)

where $I_B(x,i)$ is the color value at $x$ at the $i$th adjacent frame in the sequence. The recent history of each pixel is modeled by a mixture of $N$ Gaussian distributions and the probability of observing the current pixel value is
\[ p(s_i) = \sum_{j=1}^{N} \omega_{j,i} \eta(j, \mu_{j,i}, \sigma^2_{j,i}) \]  

(21)

where \( N \) is the number of distributions, \( \omega_{j,i} \) is an estimate of the weight of the \( j \)th Gaussian in the mixture at time \( i \), and where \( \eta \) is the corresponding Gaussian probability density function with a mean value \( \mu_{j,i} \) and a variance \( \sigma^2_{j,i} \).

The Gaussian mixture model is updated each time a new adjacent frame is added. If none of the existing distributions match current value, a new distribution is constructed. After the \( k \) reference frames are compared, the distribution with the highest probability will be chosen as the color of the pixel location \( x \).

The road boundaries are specified in advance, so we apply this inpainting method to each separated regions. Fig. 8 shows some inpainting results:

![Inpainting Results](image)

Figure 8: Our background inpainting results. (a),(b) and (c) used the method described in 4.1 and 4.2 for moving foregrounds. (d) is based on the method of 4.3, which deals with static foregrounds, e.g. traffic signs. Foreground mask is used here.

### 4.3 Image inpainting for static foregrounds

The methods described in section 4.1 and 4.2 can be used to inpaint the moving foregrounds such as vehicles. For the static foregrounds like traffic signs and traffic lights, we can use [42] to implement the inpainting based on foreground masks. Fig. 8 (d) shows the inpainting result.
5 Scene Structure and the Touring Experience

5.1 Scene model construction

Figure 9: Background Modeling. (a) The scene model based on the vanishing line. (b) Our traffic scene model based on road boundary benchmarks. (c) Foreground models construction. (d) New viewpoint image rendering.

Foreground images and background images can be separated by previous sections. These images are further used to construct foreground models and background models respectively. We assume the camera is positioned at the origin, the view direction is toward $+z$, the view-up vector is toward $+y$, and the local length of the camera is $f$.

Fig. 9 (a) shows the projection of scene model based on the vanishing line[24], where $A, B, C, D, E, F$ are vertices in the image plane with focal length $f$. The space coordinates are extended into homogeneous coordinates: $A', B', C', D', E', F'$. The fourth element is 0 is the vertex is an ideal point, e.g. $B': (x_b, y_b, f, 0)$, $F': (x_f, y_f, f, 1)$.

Fig. 9 (b) shows our model composed of left wall, right wall, back wall and ground plane according to the control points. The control points can be propagated to each frame. $P_{NL}, P_{FL}, P_{NR}, P_{FR}$ are projected to $P_{NL}', P_{FL}', P_{NR}', P_{FR}'$, where $P_{NL}'$, $P_{FL}'$ are nearest
and farthest left control points while $P_{NR}$, $P_{FR}$ are nearest and farthest right control points respectively.

The homogeneous coordinates of these points are as follows:

\[ P_{FL} : (x_{FL}, y_{FL}, f, w_{FL}) \quad P_{FR} : (x_{FR}, y_{FR}, f, w_{FR}) \]
\[ P_{NL} : (x_{NL}, y_{NL}, f, 1) \quad P_{NR} : (x_{NR}, y_{NR}, f, 1) \]  \hspace{1cm} (22)

where $w_{FL}$ and $w_{FR}$ are fractional values. Vertices of other control points are computed respectively by:

\[ w_{Lj} = 1 - \frac{x_{Li} - x_{NL}}{x_{FL} - x_{NL}} + w_{FL} \cdot \frac{x_{Li} - x_{NL}}{x_{FL} - x_{NL}}, \quad w_{Ri} = 1 - \frac{x_{NR} - x_{RI}}{x_{FR} - x_{FR}} + w_{FR} \cdot \frac{x_{NR} - x_{RI}}{x_{FR} - x_{FR}} \]  \hspace{1cm} (23)

Foreground objects are assumed to stand vertically on the ground plane. RGBA data structure is applied to these foreground objects, where $A$ stands for the transparency ratio. Different objects have different transparency ratio, so we can have a hierarchical structure, as shown in Fig. 9 (c).

After the scene model is constructed, we can use the plenoptic function [25] to project the scene model onto the output image plane based on the viewpoint $(V_x, V_y, V_z)$:

\[ PL = PL(\theta, \phi, \lambda, t, V_x, V_y, V_z) \]  \hspace{1cm} (24)

Figure 10: Foreground modeling. (a) without foreground modeling. (b) foreground modeling without background inpainting. (c) foreground modeling with background inpainting.
The constructed scene structure with foreground is shown in Fig. 10 (c). Fig. 10(a) shows the scene structure without foreground modeling. Fig. 10 (b) shows the scene structure without background inpainting.

5.2 Non-photorealistic Rendering

We applied non-photorealistic rendering to generate cartoon traffic images as a choice for users(Fig. 11). The cartoon images are produced by the methods described in [35][36].

![Figure 11: Non-photorealistic scene structure. (a) original image. (b) cartoon image. (c) cartoon scene model.]

5.3 Attachment relationships of traffic scene

![Figure 12: Attachment relationships of our scene model. (a) Attachment database for scene structure. (b) Hierarchical attachment relationships. (c) Graph model of scene elements corresponded to each frame.]

A database which represents the attachment relationships of each traffic frame is constructed[37], as shown in Fig. The database records the quantity and positions of foregrounds for each frame, number of control points, etc.(Fig. 12 (a)). Fig. 12 (b) shows the hierarchical attachment relationships of our scene model. Fig. 12 (c) shows the graph model of traffic scene elements corresponded by each frame. The symbols have

5.4 Touring experience based on the scene model

Fig. 13. shows our walkthrough images generation process. The scene structure can be changed by human-computer interaction. After the scene structure is specified, we can use steering wheel or joystick to tour into the scene models. The viewpoints and moving speed can be controlled by users.

Figure 13: Walkthrough images generation. (a) upper part: scene model based on single image lower part: scene model based on panoramic image. (b) scene model from different viewpoints. (c) walkthrough images generation.

6 Experiments

Figure 14: Visual effect of different scene models. (a) original image. (b) TIP model. (c) TIP based on vanishing line. (d) our model.
Fig. 14 compares our scene model with TIP and TIP based on vanishing line. Our method can fit for curved road boundaries, thus is more suitable for traffic scene model construction.

Fig. 15 compares the functionality of our system with Microsoft Photosynth(MP), Microsoft Street Slide(MSS), Apple QuickTime VR(AQTVR), Google Street View(GSV) respectively. The diagram demonstrate that our system is more novel in that it has many properties: speed control, viewpoint change, scene structure database, and non-photorealistic rendering.

![Functionality Comparison](image)

Figure 15: The functionality comparison. We compare our system with Microsoft Photosynth(MP), Microsoft Street Slide(MSS), Apple QuickTime VR(AQTVR), Google Street View(GSV). Different scores have following meanings: 1: no such function; 2: function in developing or partial fulfilled; 3: function complete.

We invited people of different ages to judge the novelty and usability of our system with MP, MSS and GSV. The ordinate axis (Fig. 16) indicates the percentage of the corresponding system’s result, which perform best in all the 4 systems. The comparison score is based on different road types: city road, country road and freeway, with or without moving foregrounds. The diagram demonstrates our system performs best on city road and country road.
Figure 16: Satisfactory percentage comparison. The comparison score is based on city road, country road and freeway respectively. * means the road with moving foregrounds.

7 Conclusion and Future Work

In this work, we have propose 3D traffic scene models for users to tour freely, which are constructed by photos captured from cameras arranged on top of a moving car. We developed our own level set method to extract foreground objects. BP neutral networks, Gaussian process regression model and Gaussian mixture model are applied to inpaint the foreground regions by background information of adjacent frames. Our scene model is constructed according to road boundary control points, which can be propagated to each frame. Users can experience the feel of navigating into the traffic scenes after the scene models are constructed. Panoramic scene models and non-photorealistic scene models are also established to give users more free choice. We also developed our database to record scene model structure of each frame.

Our work is not meant to construct a full precise 3D scene model for every pixel of captured traffic pictures. The scene model is roughly composed of left wall, right wall, back wall, ground plane and foreground models. These are enough to give users convincing walkthrough experience. The experiments of foreground segmentation part demonstrate our superpixel based narrow band level set method is effective to extract foregrounds in traffic scene, and even more accurate if use a further MAP refine model.
For the scene model construction part, comprehensive user studies demonstrated the effectiveness of our system.

In the future, support vector machine (SVM) classifier will be applied to form the superpixel constellations to recognize road region and sky region for each frame. The recognized road region will help us to extract road boundary control points automatically. The sky region will be removed to enhance our scene model. We will recover the depth map for each scene structure based on the control points and further user annotations. The recovered depth map will help us to render 3D wireframe walls of scene structure.
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