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Abstract

We present a video compressive sensing framework, termed kt-CSLDS, to accelerate
the image acquisition process of dynamic magnetic resonance imaging (MRI). We are
inspired by a state-of-the-art model for video compressive sensing that utilizes a linear
dynamical system (LDS) to model the motion manifold. Given compressive measure-
ments, the state sequence of an LDS can be first estimated using system identification
techniques. We then reconstruct the observation matrix using a joint structured sparsity
assumption. In particular, we minimize an objective function with a mixture of wavelet
sparsity and joint sparsity within the observation matrix. We derive an efficient convex
optimization algorithm through alternating direction method of multipliers (ADMM),
and provide a theoretical guarantee for global convergence. We demonstrate the per-
formance of our approach for video compressive sensing, in terms of reconstruction
accuracy. We also investigate the impact of various sampling strategies. We apply this
framework to accelerate the acquisition process of dynamic MRI and show it achieves the
best reconstruction accuracy with the least computational time compared with existing
algorithms in the literature.

1 Introduction

Our fascination with detail has lead to sensors of ever increasing capabilities. In many
modalities, the traditional sampling theory associated with Nyquist sampling theorem fails
to deliver high spatio-temporal resolution or at best, delivers this at prohibitive costs.
Compressive sensing [9, 8, 17] has recently arisen as a paradigm to revolutionize the design
of sensors and signal processing [5], and is promised to deliver better sensors. The key
insight of compressive sensing is that one can design a sensing system that only acquires a
few linear measurements and recover the signals via convex optimization or greedy pursuit.
Two assumptions are essential to the success of compressive sensing: a) the signal can be
approximated using sparse representation under a suitable basis or dictionary; b) linear
measurements are suitably incoherent with the basis or dictionary in which the signal is
represented. Compressive sensing enables one to acquire highly undersampled data during
the acquisition process, with the sampling rate way below the Nyquist sampling frequency.
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A prominent application of compressive sensing is to accelerate the acquisition pro-
cess of magnetic resonance imaging (MRI). In fact, the discovery of compressive sensing
was largely motivated by the MRI problem [9], where one wishes to reconstruct an object
based on incomplete Fourier samples. The physical mechanism of MRI [14, 28, 34| requires
scanning in the Fourier space in order to reconstruct an object. The speed of imaging is
fundamentally limited by physical constraints such as gradient amplitude and slew rate, as
well as physiological constraints [31]. Compressive sensing has proven to be very successful
in accelerating the acquisition process of MRI and has opened up many possibilities for
new clinical applications [31, 32]. Dynamic MRI reconstructs a dynamic sequence of images
based on measurements in spatial frequency versus time (k-t) domain, roughly speaking,
video acquired in the Fourier space. As pointed out in [32], dynamic MRI is challenging due
to the time-varying nature of the imaging object and the spatio-temporal tradeoff. More-
over, the discrepancy between the dynamic nature of the moving object and a static scene
assumption for sensing creates a spatio-temporal recovery error [45, 39]. To tackle such a
challenge, we leverage ideas from state-of-the-art video compressive sensing frameworks.

Video compressive sensing is nontrivial due to its high-dimensional representation and
the ephemeral nature of videos. In order to achieve recovery using as few samples as pos-
sible, it requires one to exploit the redundancy in the ambient space and go beyond a
frame-by-frame reconstruction [52]. The general philosophy is to identify a model in which
signal can be represented parsimoniously, and identify the basis or dictionary to sparsify the
signal under the signal model. Several signal models have been employed to perform video
compressive sensing. One early approach considered sparse representation in both spatial
and temporal domains by treating video as a three-dimensional matrix, and employed 3D
wavelet transform to sparsify the video [52]. A later approach took advantage of the small
inter-frame differences together with spatial 2D wavelet transform within each frame, which
was implemented in the compressive coded aperture video camera [35]. Further work along
the video coding ideas sought to reconstruct individual frames based on wavelet sparsity
in the spatial domain, while modeling temporal dependencies between frames using motion
compensation methods, such as lifting based wavelet sparsity [48] and optical flow [44].
Multi-scale recovery algorithms along with various motion compensation mechanisms were
investigated in [38, 45, 39]. Work based on the separation of background and moving objects
were investigated in [10]. Video compressive sensing models based on the entire image typ-
ically involve a dense measurement matrix, which is computationally expensive, therefore
block-based video compressive sensing [20] divided each frame into small blocks in order
to accelerate computation. Dictionary learning-based methods were proposed to identify
task specific basis for compressive sensing reconstruction [41, 13, 42]. Another approach of
exploiting the redundancy was to consider motion manifold and build a global model for
the video cube. The key idea is to project the original video cube onto a motion manifold,
and perform reconstruction within a low-dimensional space. Motion manifold models arise
in many computer vision and machine learning problems, such as dynamical textures mod-
eling [18, 11], human activity tracking [6, 50], video-based face recognition [2], data-driven
motion synthesis [29], video compressive sensing [46], coded strobing photography [49]. A
key promise of the motion manifold model is to obtain a compact representation of high-
dimensional data by exploring the spatio-temporal structures, hence enabling computation
on the low-dimensional manifold.



Prior work on compressively sensed dynamic MRI include k-t SPARSE [33], k-t FO-
CUSS [25], Modified CS [30], MASTeR [4], Subtraction Sparsity [43], and L+S reconstruc-
tion [36]. k-t SPARSE and k-t FOCUSS both use the wavelet transform to model sparsity
in the temporal domain. Modified CS identifies signal support in the first frame to facilitate
reconstruction of the rest video frames using compressive sensing. MASTeR uses motion
adaptive spatio-temporal regularization to perform reconstruction based on compressive k-t
data. Subtraction Sparsity is designed for contrast-enhanced magnetic resonance angiogra-
phy, which subtracts a pre-contrast mask from all post-contrast frames to promote sparsity
in the resulting difference images. L+S reconstruction uses a low rank and sparse matrix
decomposition to separate background and dynamic components.

In this paper, we have chosen to build upon CS-LDS [46], a video compressive sensing
approach for time varying signals modeled as a linear dynamical system (LDS). Encouraged
by its high-fidelity reconstruction quality for a wide arrange of videos and its ability to
achieve high compression rates, we extend the CS-LDS model to the k-t domain. We
propose a novel and efficient algorithm, which we call kt-CSLDS. Our proposed algorithm
takes advantage of the orthonormal property of the Fourier operator and uses a number
of numerical techniques to achieve high computational efficiency. We provide theoretical
guarantee for its global convergence. We use the kt-CSLDS model to accelerate the image
acquisition process of dynamic MRI. Finally, we investigate the impact of sampling strategies
on the reconstruction quality of dynamic MRI.

2 Compressive Sensing Dynamic MRI Model

Learning a low-dimensional signal model based on video data is an important topic in
computer vision, signal processing and machine learning. Linear dynamical systems (LDSs)
are a particularly useful model which builds a compact representation of the spatial and
temporal variations in image sequences. This arises in a range of applications including
object recognition, video segmentation, and video synthesis. We are primarily motivated
by video synthesis, since it aligns perfectly with goal of compressive sensing. Our video
compressive sensing model is largely inspired by CS-LDS [46], which couples compressive
sensing with linear dynamical systems to perform video compressive sensing. Since we are
interested in accelerating the image acquisition process of MRI, we extend the CS-LDS
model from the spatial domain to the Fourier domain.

2.1 Notations

We clarify the notations in this section. A video can be denoted by a 3D tensor Y3 &
R"=*my Xl For ease of notation, we vectorize each frame of the video and represent it using
2D matrices; hence, for the rest of the paper, we represent videos as Y € R"*! where
n = ngn,. We use X € R to denote the state sequence over time, where at each time
t the state vector is x;. We denote the compressive sensed k-t video cube as Z € R™*!,
where m is the number of measurements.

We use different notations for row space and column space of matrices. In particular, for
the observation matrix C' € R™*? we define the row vector and column vector as follows.
We denote each row of C using a row vector c;) := e(;)C, where e; = (0,...,1... ,0)Tisa



row selector with the ith element being 1, i = 1,2,...,n. Similarly, we denote each column
of C using a column vector c; := Cej, where e; = (0,...,1,...,0) is a column selector with
the jth element being 1, j =1,2,...,d.

We use 99 to denote the 2D wavelet transform. We define the following operator to
denote frame-by-frame wavelet transform for each frame of the video cube C' € R"*? as

Ue; = ¥(cj) == Vec(wgcg), (1)

where c? denotes matricization of the 3D tensor c; by collapsing the first two dimension,
resulting in a 2D matrix,

c? = mat(c;), (2)

forj=1,2,...,d.
With such a notation, the frame-by-frame wavelet transform for the entire video cube
can be represented by

| | |
U(C) = VGC(TfJgC%) vec(1|/12c§) vec(1|/12c§) . (3)

2.2 Compressive Sensed Dynamic MRI

We first introduce the signal model for compressive sensing dynamic MRI. Dynamic MRI
imaging typically takes measurements of a moving object y; € R™ in the Fourier space,
which result in a sequence of Fourier measurements z; € R,

Zt:]:yt +£t7 (4)

where & € R” is the measurement noise. Traditional imaging system takes the full Fourier
space samples and reconstructs a video using inverse Fourier transform,

Vi = F lz. (5)

With the traditional imaging sequence, the sampling rate needs to satisfy the Nyquist
sampling theorem, which fundamentally limits the temporal resolution of the dynamic MRI
imaging.

Now with compressive sensing, we take partial measurements in the k-t space and in-
crease the temporal resolution of the imaging acquisition process,

Zi = (IDt]-"yt + ft, (6)

where ®; € R™*™ is the measurement matrix, and z; € R™ represents partial Fourier
measurements. Note ®; is a row selector in the Fourier space, and takes the form of a
subsampled identity matrix. Our goal is recover y; based on measurement matrix and
partial Fourier measurements.
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Figure 1: (A) Illustration of the LDS model for a sample heart video: (top) sequence of
individual frames of a video Y, (middle) observation matrix C, (bottom) state sequence X.
(B) LDS as a good approximation of the original video, where we plot SNR as a function
of d.

2.3 Linear Dynamical Systems

Linear time-invariant dynamical systems (LDS) can be expressed using three components:
1) an observation model that defines the state space and the observation matrix linking
observations to state space, 2) state transition model that captures dynamics on the state
space, and 3) an initial condition.

More specifically, the discrete form of LDS can be expressed as

yi = Oxq + wy wr ~ N(0,Q) (7a)
Xit1 = Axy + 1y Vg ~ ./\/(0, R) (7b)
at each time instant (¢t = 1,2,--- 1), together with the initial condition zy. In the above,

y: € R” represents the observation (in our case, the original video frames), x; € R? are
the hidden states, C' € R"*? is the observation matrix, A € R?*¢ is the transition matrix.
w; € R™ is the process noise, which include excitation driving the stochastic process and
error in the Markov model. v, € R" is the observation noise, modeling inaccuracies in the
LDS model.

We first illustrate the concept of LDS model using a sample video, see Figure 1(A).
With such a model, observations y; can be represented as linear transformation of the state
x4, corrupted by observation noise, whereas the states x; evolve according to a first-order
Markov process corrupted by process noise. The noise terms w; and v; are assumed to be
temporally white, independent of each other, the states and the observations. If the noises
are assumed to be zero-mean Gaussian spatially, then the LDS model corresponds to a first-
order Gaussian Markov random process. We focus on the Gaussian noise case throughout
this paper, with w; ~ N (0,Q) and vy ~ N (0, R).

In the case where d < n, the motion manifold is a good model to reduce the high-
dimensional video cube into a low-dimensional representation. We illustrate such a concept
in Figure 1(B). The key promise of using LDS relies on the assumption that high-dimensional



signal y; € R” can be faithfully represented using low-dimensional state sequence x; € R,
with d < n.

Given Y = (y1,92,...,¥;), we can obtain a d-dimensional LDS approximation of the
original video cube Y through SVD, and measure the accuracy of such an approximation.
When we have an estimate of Y, ¥ = C(d)X (d), the reconstruction SNR of Y is given as

Y 2
SNR =10 loglo A|| HF

— (8)
1Y — Y%

which is a function of d. We obtain reasonably good SNR even at low d, as shown in
Figure 1(B).

2.4 Compressive Measurement Model

Now with compressive measurements in the Fourier space, we have

zy = O, FCxy + wy we ~ N(0,Q) (9a)
Xit1 = Axp + 1y Vg~ N(O, R), (9b)

where F is the multi-dimensional Fourier transform in the image domain Q. &, € R™*" is

the measurement matrix, essentially the row selector which stipulates where we sample in
the k space during the image acquisition process,

100 - 0
001 -0
e
000 -+ 1

Our measurement model is comprised of two components, a time-invariant component
and a time-variant component, as proposed in [46, 47],

«=(5) = (o7) v a

Note that ® is the time-invariant component, which is designed to facilitate estimation
for the state sequence. ®, is the time-variant component to allow innovation during the
acquisition process, due to the ephemeral nature of videos.

The overall architecture of kt-CSLDS is shown in Figure 2, where we take compressive
measurements of the original video signal. Each frame of the video is a high-dimensional
signal is projected to a low-dimensional representation that follows a Markov process.

The design of the measurement model is critical to the success of video compressive
sensing. The time-invariant component needs to satisfy the observability condition for LDS.
In the Fourier domain, the low-frequency content of a video changes marginally, while the
high-frequency content changes more drastically from frame to frame. We therefore sample
the low-frequency content more densely. Note in both kt-FOCUSS and MASTeR, low-
frequency domain is sampled in a similar fashion. The time-variant component is designed
to satisfy the incoherence assumptions for compressive sensing, promoting randomness of
the Fourier samples in the temporal domain. Within each frame, we sample the Fourier
space according to the theoretical results obtained by [26].
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Figure 2: Architecture of the kt-CSLDS model. High-dimensional signal is projected to a
low-dimensional representation that follows a Markov process. The compressive measure-
ments are observations drawn from the high-dimensional signal.

3 Compressive Sensing Reconstruction Algorithm

3.1 Algorithm Flow

The overall architecture of imaging acquisition and video reconstruction process is sum-
marized in Figure 3. Upon acquiring Fourier samples using the aforementioned sampling
strategy, we reconstruct the video frames for dynamic MRI via a two-step procedure.

We first estimate the state sequence X based on the time-invariant samples using system
identification. We then reconstruct the observation matrix C' based on both time-invariant
and time-variant measurements by exploring certain sparsity assumptions. The final video
reconstruction can be obtained by

Y =CX. (11)

Here we set up the general framework for algorithm flow, whose details will be discussed
in the following two sections. In Section 3.2 we discuss two different methods for state se-
quence estimation. In Section 3.3, we derive an efficient numerical algorithm for observation
matrix reconstruction and prove its theoretical convergence.

3.2 State Sequence Estimation
State sequence x; can be estimated based on the time-invariant component,

Z; = @]—"Cxt + wy Wy ~ N(O, Q) (12&)
Xi+1 = AXt + 1 Vg ~ N(O, R) (12b)

Since that Fourier transform is a linear operator, this sub-system is a linear time-invariant
system. Given that there is no input data, the system is driven purely by stochastic noise.
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Figure 3: Architecture of the kt-CSLDS imaging and reconstruction processes. During
the imaging acquisition process of dynamic MRI, compressive samples are obtained in the
Fourier space. We then perform video reconstruction based on the compressive measure-
ments.

Given compressive measurements of video data Z = (21,22, ..+, Zty ..., 2]), We assume
they are generated by the time-invariant LDS described in Eq. (12). Our goal is to determine
the order of the unknown system d, and the forward Kalman filter state sequence X =
(r1,22,...,2¢, ..., o) up to a similarity transformation.

There exist many ways to perform state inference and system identification for the
LDS model. State inference refers to the process of estimating hidden states over time
X = (w1,...,2,...,2;) given the observations Z := (Z1,...,%,...,%) and parameters
0 :={A,C,Q, R}. On the other hand, system identification involves finding the parameters
6 and the distribution over hidden states p(X|Z,6) that maximizes the likelihood of the
observed data Z.

When one uses the recursive formulation as stated in (12), it has a connection to the
Kalman filter. The stochastic LDS models the distribution of outputs p(z1,;), and the
inference problem for LDS aims to estimate the distribution over hidden states p(x¢|z1.).
The inference can be carried out recursively, by combining a forward pass and a backward
pass. The forward pass takes the initial state xy together with a collection of observation
states y1.¢, and computes x; recursively, resulting in the Kalman filter. The backward pass
takes the observations from z; to Ziy1, and corrects the results from the forward pass by
evaluating the influence of future observations, which is also known as the Rauch-Tung-
Striebel (RTS) equation.

3.2.1 Review of System Identification

Generally speaking, there are two types of methods for system identification. One approach
is to obtain parameters # and distribution p(X|Z,6) using maximum likelihood solution
through iterative techniques such as expectation maximization (EM). The EM approach
utilizes the Kalman filter and Kalman smoother, which requires the entire observation
sequences. EM guarantees convergence to a local maximum in the likelihood surface, and is
sensitive to initial condition. Another approach for system identification is to use subspace
methods to obtain solutions, which is known as subspace identification.



In subspace identification, it is desirable to find the minimal model order for the state
space representation under the constraint that the reduced model approximates the output
data. It is well-known that the minimal order is equal to the rank of the block Hankel
matrix, defined as

Z1 ) ot Zl—d+1
zZ2 z3 o Rl—d+2

Ha(z) = | . —_— : . (13)
2d  Rd+1 2l

Therefore, subspace identification methods typically exploit the rank of block Hankel ma-
trix, and relies on matrix decomposition to obtain state sequence estimates X as well as
the realization of the state space model parameterized by {A,C,Q, R}. Algorithm details
vary among different subspace identification methods: a) construction of the block Hankel
matrices differ depending on whether it is covariance driven or data driven, b) the matrix
decomposition methods vary using different user defined weighting matrices in the projec-
tion methods. In several classical subspace identification algorithms, oblique projection is
employed when there exist both output data and input data, which reduces to orthogonal
projection in the case of stochastic identification. These algorithms include principle com-
ponent analysis (PCA), unweighted principle component analysis (UPCA) [3], canonical
variate analysis (CVA) [27], numerical algorithms for subspace identification (N4SID) [37],
and multivariate output error state space (MOESP) [51]. These methods can determine the
order of the system for the state space model, and estimate system matrices {A, C'} up to a
similarity transformation. Note that subspace identification methods mentioned above use
orthogonal projections and can be computationally expensive. It is noteworthy that N4SID
provides asymptotically optimal solution for the forward Kalman filter state sequence X ,
in the sense of maximum likelihood. However, the memory storage and computation re-
quirement of N4SID and other subspace methods are prohibitively expensive for video data.
As pointed out in [18], under mild conditions, one can obtain a closed-form solution for a
canonical model realization. We adopt such a strategy in this paper in favor of its algebraic
simplicity and computational efficiency.

3.2.2 Canonical Model Realization

In stochastic identification, the goal is typically to determine the system matrices 0 =
{A,C,Q, R} up to a similarity transformation. Obtaining {A,C,Q, R} is also called a
realization of the system. The ambiguity of the system identification is well-known, in a
sense that there is no unique choice of system matrices which can generate the same sample
path given suitable initial condition. As long as T € R%*? is invertible, one can generate
the same dynamics by substituting A with TAT—!, C with CT~!, Q with TQT !, and
initial condition zg with T'xg. Given the bilinear product between C' and z;, it immediately
follows that any estimate of the forward Kalman filter state sequence X is accurate only up
to a similarity transformation.

In order to obtain a unique realization for the LDS, one chooses a representative from
these equivalent solutions, which results in the so-called canonical model realization [18].
This can be achieved by imposing additional constraints or imposing regularization on the
solution.



Algorithm 1 State Sequence Estimate with SVD
Input: Fourier measurements Z acquired by time-invariant measurement matrix ® and
system order d
1° Formulate block Hankel matrix H4(2)
2° Perform SVD Hy(z) = UV T
3° Keep the first d eigensystems Uy, X4, Vg
4° Calculate state sequence estimate X = ZdVdT

3.2.3 Canonical Model Realization with Truncated SVD

Corollary 3.1 (Canonical model realization, [18]) Suppose one has access to the full
video data in the spatial domain Y = (y1,Y2,---,Yt,---,Y1). Assuming the observation
matriz C € R™% of the canonical model has orthonormal columns, i.e., CTC = I, then
one can obtain a closed-form solution for the forward Kalman filter state sequence X and
canonical model realization C based on the simplest form of Hankel matriz Hq .

Proof. Once formulating the simplest form of block Hankel matrix Hi(y), we note the
following relationship with state sequence X = (z1,x2,...,2¢,...,2;) and noise term W =
(CU1,(U2, ey Wyl ,wl),

Hi(y) =CX +W.

The estimation for observation matrix C' and state sequence X can be formulated as

C. X = ' — OX]|3.
, arg{gggH?ilJ(y) %

Given the bilinear product between C' and X, one can immediately inspect that the solution
is not unique. Since we have imposed additional constraint C'TC' = I, one can obtain a
canonical model realization. It follows from the fixed rank property of SVD [24] that a
unique closed-form solution can be obtained through the SVD:

Hi(y) =USV' where U'U=I V'V=I

Note the system order d can be determined from the rank of the block Hankel matrix, which
leads to the following

C=U X=xVT, (14)
where both estimates are closed-form solutions. m

The above result sheds light on a simpler path of estimating state sequence X , without
the computational burden of system identification methods. We remark that canonical
model realization based on the simplest form of Hankel matrix [18] essentially does not
exploit the structure of LDS. Once we consider a higher degree Hankel matrix, the structure
and observability of LDS comes into consideration.

Formally, an LDS is said to be observable if, for any possible state sequence, the current
state can be determined in finite time using only the outputs. Less formally, observability
refers to the idea that it is possible to determine the behavior of the entire system based
on merely the system’s outputs. Conversely, an LDS is said to be unobservable if the
current values of some states cannot be determined through output sensors. There exists a
convenient test for observability.

10



Lemma 3.2 (Observability, [7]) For an LDS, equipped with system matrices (C, A) and
state space dimension d, the system is observable if the observability matrix

C
CA
o(C,A) = | CA (15)

i
is full rank.

The rationale for this test is that if O(C, A) is rank d, then each of the d states is viewable
through linear combinations of the system output Y = (y1,92, ..., Yty --, Y1)

Theorem 3.3 Given time-invariant compressive measurements ® and Fourier video data
Z = (21,22, 2ty- -+, 21), suppose the observability matriz O(PFC, A) is full rank, then

there exists a closed-form solution for the forward filter state sequence X .

Proof. Given the video compressive sensing model, we use the time-invariant component
to estimate the state sequence. We formulate the block Hankel matrix based on the Fourier
measurements Hy, and by denoting C = ®FC),

21 22 ... Zl—d+1
B Zo Z3 ... Zl—d42
Ha(z) =1 | . . .
Zd  Zd+1 - -- 2]
?961 ?962 ?xl—d—l—l
CA:El CAJ)Q e CAxl—d—i—l
C’Ad_liﬂl C’Ad_ll’g R C’Ad_liL’l_d_H
C
CA
= . (a:l o ... a:l_d+1)
1 4d-1
= (9(<I>}'C’, A) (:L'1 o ... xl—d—i—l) .

Under the assumption that O(®FC, A) is full-rank, the LDS is observable, according to
Lemma 3.4. Therefore, one can obtain a canonical model realization through the SVD

,Hd(,?) = O((i)}"C, A) (xl To ... xl_d+1) =UxV'. (16)
This leads to the estimate for the state sequence:
X=xv", (17)

as a modified closed-form solution. m
The above result leads to Algorithm 1, where one can estimate the state sequence based
on a very simple procedure using SVD.

11



Algorithm 2 State Sequence Estimate without SVD

Input: video data Z, system order d
1° Formulate simplest block Hankel matrix Hq1,(2) = [21, 22, ..., Zt, ..., Z]
2° Initialize k = 0, CO ¢ R™*4 X0 c R =1, 0>1,0>0,v €(0,1)
while not converged do
3° Set (C, X, M) = (C*, X*, MF)
4° Compute M, + wM¥ 4+ (1 —w)CFX*
5° Compute C, (w) + M X T(XX )
6° Compute X (w) < (Cp(w)"CH(w)T(Cy(w)T M,,)
7° Compute M, (w) < Hi1,(2)
8° Compute residual ratio y(w) < ||[M — C4(w) X1 (w)||r/|M — CX||F
if yv(w) > 1 then
Set w =1 and go to 4°
end if
9° Update (CF+1 XF+L MAY) = (O (w), X1 (w), My (w))
Update k + k+1
if v(w) > 71 then
Set § = max(0,0.25(w — 1)) and w = min(w + J§,)
end if
end while

3.2.4 Canonical Model Realization without SVD

Algorithm 1 exploits the full rank of the block Hankel matrix, which represents the model
complexity. It is well-known the rank of block Hankel matrix can be corrupted when there
is noise in the data. Moreover, it is often desirable in system identification to reduce the
model complexity. In the view of video compressive sensing, it is favorable to obtain a most
compact representation of the video data and perform computation on the corresponding
low-dimensional manifold. We thus extend Algorithm 1 to the low rank case.

We formulate the system identification problem as follows:

O, X = argléli)?HCX ~ M|% st. M =Hy1(2) rank(CX) =d (18)

where a low-rank factorization is sought, resulting in spatial factor C' € R™*? and temporal
factor X € R%!. Such an approach is designed to alleviate possible corruption of noise,
which can increase the rank of block Hankel matrix. We adopt a low-rank factorization
algorithm based on nonlinear successive over-relaxation (SOR) [53]. This results in Algo-
rithm 2, which avoids the computation burden of SVD and obtains estimation for both the
observation matrix C' and state sequence X.

Corollary 3.4 There exists at least a subsequence {(C*, X*, M¥)} generated by Algorithm 2
that satisfies the first-order optimality conditions of (18) in the limit.

Proof. We omit the proof here, since it is an immediate result of Theorem 3.5 in [53]. =
The estimated state sequence by factorizing the Hankel matrix is only accurate up to
a linear transformation. In other words, there is no unique solution for the state sequence

12



estimation. Such an ambiguity poses difficulty for reconstruction of the observation matrix.
This difficulty is resolved by a joint sparsity assumption, as we will describe in the next
session.

3.3 Observation Matrix Reconstruction

Once we have estimated the state sequence X;, the next component of the algorithm is to
reconstruct the observation matrix C.

3.3.1 Joint Structured Sparsity

Rnxd

Denoting observation matrix as C' € , we formulate the reconstruction model as follows:

n d l
. 1 .
min -« > e (@)l + 8> IT(Clejll + > Sllze = @ F(C%y)|l3, (19)
i=1 j=1 t=1

where ¥ denotes the frame-by-frame wavelet transform operator, defined in (3). The first
two regularization terms concern structured sparsity for the observation matrix. The first
term is the joint sparsity regularization, Y i | [le; ¥(C)|l2, which encourages all the columns

U(C) to share a common yet small support. The second term, Z;'l=1 | ¥ (C)ejl|1, demands
U(C)e; to be sparse under wavelet transform, based on the assumption that each frame
of the observation matrix is image-like. The joint sparsity is critical to the success of
reconstruction, due to the ambiguity introduced by the non-uniqueness within the state
sequence estimation.

Computationally one immediately notices the first two terms are non-smooth and both
involve C'. Moreover, the first term operates on the row space of matrix C' while the second
term operates on the column space of matrix C. In addition, the amount of data and the
number of variables are large in our application. For these reasons, it is difficult to solve
the optimization problem by off-the-shell algorithms for ¢; minimization. We propose to
apply the alternating direction method of multipliers (ADMM) [21] in such a way that all
subproblems are easy to solve and can handle a large amount of data in a short time.

3.3.2 Alternating Direction Method of Multipliers

ADMM combines variable splitting techniques with the augmented Lagrangian method
for solving constrained optimization with separable objective functions. It is also referred
to as the alternating direction augmented Lagrangian method by several groups in the
community. Alternating direction methods originated from solving PDEs [19, 40] and were
later extended to solving variational problems associated with PDEs [21]. Recently, there
has been a surge of interest in fast optimization algorithms using ADMM methodology for
solving ¢ and TV regularized problems [23, 1, 22, 54]. A state-of-art algorithm solved for
group sparsity problems, which include joint sparsity [16]. Our new algorithm is based on
ADMM and is optimized for the best computational efficiency.
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Algorithm 3 Joint Structured Sparsity Optimization

Initialize U € R4, V € R4 C € R™¥4, k= 0.

while convergence criteria not met do
U-subproblem:
UMt =argmin 35 aflugll: + e — e P(CY) — A |3
V-subproblem:
VEFHL = arg min S0 Blvill + 2 vy — B(C*)e; — A¥|I3
C-subproblem:
CH! = arg min 5305 ! = e W(C) — k{3 + 3 S5, Vi = T(C)ej — Nb|3

! .
+ 2 llze — @ F(Cxh)|3
Multipliers update:

o aet
/\?"'1 = )\5? — ’V(V?—H — \IJC?—H)
k=k+1

end while

We first introduce additional variables to split the energy between different regulariza-
tion terms, which results in the following constrained optimization,

n d l
. 1 .
min oY Juglz+ B8 Ivili+ > S llze — O F(Cxy)|l5
i=1 j=1 t=1

UV.C (20)
s.t. 11(2) = e(,)\IJ(C’) Vi = \IJ(C’)ej,
where we have introduced variables U and V. The rows of U € R"*? are ug,i=1,2---,n,
and the columns of V € R™*? are v, j =12 ,d.
To apply ADMM, we introduce the augmented Lagrangian of problem (20),
n d l 1
jnin -« D g llz + 8> Ivilli +> Sz — O F(C%y)|l3
o i=1 j=1 t=1 (21)

n d
ap Bu
+ > Z lug) — e ¥ (C) — K(z‘)”% + o Z [v; —¥(C)ej — >‘j||§,
i=1 j=1

where we use L(U, V, C) to denote the augmented Lagrangian, and use K(;) and A; to denote
the scaled Lagrange multipliers. When C' is fixed, minimizing over U and V" are independent.
Therefore, we apply ADMM to (21) in which we alternate between minimizing its objective
function over U,V with fixed C' and minimizing it over C' with fixed U, V', along with the
updates to Aj, r(;. We summarize the algorithm flow in Algorithm 3 and explain in the
next few subsections how to efficiently solve each of its subproblems.

3.3.3 Joint Sparsity

The U-subproblem models the joint sparsity between the different spatial factors within the
observation matrix. Noticing the optimization is independent with respect to each row u;
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of U, we therefore solve for 1 = 1,2,...,n,
k+1 _ . au k k2
u; = arggl(li? allug)|lz + 7”11(2') — e V(CF) — K2 (22)

Lemma 3.5 (Shrinkage for ¢s norm, [16]) For any A\, > 0 and z,y € R", the mini-
maizer to ’
min Ayl + 2y

1$ given by
A A x
y=38(z,—) :=max{|zl]s ——,0} ©® ——, 23
2( N) {” H2 L } ”xH2 ( )

where ® denotes component-wise product and So stands for lo-shrinkage.

One can derive closed-form solution to the U-subproblem (22),

1
u'(?)'l = 52 (e(l)\If(C'k) + I{I(CZ)

=), i=1,2,....n. (24)
",

3.3.4 Wavelet Sparsity

The V-subproblem concerns the wavelet sparsity, and is reduced to a sequence of the same ¢4
minimization problems with different data. Since computation on each column of V' matrix
v; is completely decoupled, we solve for each column independently. For j = 1,2,...,d,

: Bu
Vit = argmin vyl +=-[lv; — U (CMe; — Aj|3. (25)
J

For any A, > 0 and z,y € R™, the minimizer to
. I
min Ally|l: + 5 lly — 213
Y 2
is given by
A A
y=38i(z, ;) := max { || — ;, 0} ©sgn(z). (26)

where ® denotes component-wise product and Sy stands for ¢1-shrinkage.
The closed-form solution to the V-subproblem (25) is

1
V;?+1 _ Sl(\II(Ck)ej + )\;?7 ;)7 j=12...,d (27)

3.3.5 Reconstruction Fidelity

The C-subproblem, as it involves multiple terms and all the input data, is the most time
consuming to solve. Specifically, it is

n d
.o Bu
CFH = argmin TS uli! — e W(C) — k) + 5 D7 IV - w(C)e; — A3
i=1 j=1

z
1 .
+) L O F(Cxy)f3-
t=1
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Once we further write out the fidelity term, and utilizing the linearity property of the
discrete Fourier transform, we have

!
1
ZgHZt O, F(C%y)|l3
Ly d
— §Hzt — q>t]:zcj‘%t,j”%
=1 j=

d
lze — > @1 ;e Feyll3.
1 j=1

Il
N =

o~
Il

This leads to the following equivalent problem:

d
B
Chl = argmin —- Z [Jug '”1 — e U(C) — K{yll5 + o> D IVET —w(C)e; — A3
=1

d
1 N
+Z;m—zmﬂfw3
t=1 j=1

In the C-subproblem, the first term operates in the row space while the second and third
terms operate in the column space of the observation matrix C'; this is undesirable compu-
tationally. However, it is easy to see

d
Z i = ewW(C) = w3 = |UFT = w(C) = YH|F =D uf™ — ¥ (C)e; — w513,
which allows us to rewrite the C-subproblem as follows:

d d
k .al k+1 k Bu k+1 k
C +1:argmcln 5> ZHuj+ —\I/Cj—/ij“§+_2 g ij+ —\I/cj—)\jH%
j=1 j=1

(29)
l 1 d
+) g llze — D &0 T3
=1 j=1
We rewrite the above objective function as
d
o
o> Z(\I/cj)T(\I/cj) - 2(\I/cj)T(u§+1 - /if) + (u?Jrl — ﬁ?)T(u;?H - K}?)
B d
7 Z \I'cj (Yej) — (\I'cj)T(vé‘-H'1 — /\;“) + (V;—H—l — /\?)T(V?—H — /\;“)
l]: . (30)
1 1 N T/A
+§ tz; jz; th](I)t./."C] a:t,j@t}'cj) + 5 ; ;(xmq)t]:cj) (xw/CI)t}"cj/)
=1 j= =1 j#j

d
Z .Z'tj(I)thj Zi + = Zzt Z¢.

1i=1

MN

t
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By taking the first derivative of the objective function and setting it to zero, we derive the
normal equation to problem (29). Note we use ¥ to denote the wavelet operator, and Wf
to denote its adjoint operator. We use ®; to denote the row selector operator, and <I>I to
denote its adjoint operator. Similarly, we use F to denote the Fourier operator, and FT to
denote its adjoint operator. The normal equation is as follows:

iy 0 ... 0 c vig 0 .. 0 c
ap| 0 wiw ... 0 | pgul 0 ¥E ... 0 c2
— | . . . B ) ) }
2 : : : : 2 : : : :
0 0 - UTw/) \¢y 0 0 - Uw/) \¢y
Zt xt 1( )T(I)t]: Zt :ﬁt ljjt 2(q>t]:)T(I)t]: Zt jt,li't,d(q%fﬂq)tf C
1] >, 3 gaztl((I)t}')T@t]: Zt:nt2(<1>t}")T<I>t}' e 3 Bod a(PF)OF | | co
th:tdi:tl(%]-“)@t}“ S Bradio(QF)OF o Y, 87 (O F) 0 F C4
Ut uj™ — wf) Uit — aF) > 201 (P F) 2

W (uj o1 K5) wi(vs 1 A5) > B0 (01 F) 2
=ap : + Bu : + :
\I/T(uffrl ) \I”L(VSJrl ) S (P F) Tz
(31)
We simplify the notation of the normal equation (31) as

C1
C2

LHS | . | =RHS,
Cq

and one can immediately notice that the normal equation (31) is not a diagonal system. In
other words, c;’s are coupled. Solving for linear system (31) directly can be computationally
expensive.

We use the prox-linear method [12] to decouple the system. In stead of solving for
Eqn. (29) directly, we solve for the following problem using the prox-linear method that
decouples all the c;’s:

ch*l = argmin g(c k)T(cj — M+

k12
: i D+ g5lles — <18, (32)

where q(cé‘?) = VcL(U,V,C). This allows us to solve for each c; using block coordinate
descent in the Jacobian fashion,

chtl = ¢k — 5g(ch). (33)
More careful inspection on ¢(c ) reveals
q(cj) = 200! (\I'C» - (u’l‘?*’1 - Iik)) +28uwT (\I'c'? - (V;-H—l - /\é“))
+wa (0, F) @, Fek — Z:pt] D F) 'z
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Algorithm 4 ADMM for Constrained Optimization
Initialize B € R™*? C ¢ R4 k = 0.
while convergence criteria not met do
B-subproblem:
BFH1 mEign L(B,Ck \F)
C-subproblem:
Ch+l mcin L(BFL O \F)
Multiplier update:
Ak-‘rl « H}xin Ak o ’7(Bk+1 _ Ck-l—l)
k=k+1

end while

3.3.6 Theoretical Convergence

We now establish the convergence of Algorithm 2. We first rewrite the objective function
of joint structured sparsity, in the unconstrained optimization form

n d l
. 1 N
min « D e (@)l + 8D 1T(Ceyll + 5 llze = OF(C%4)3,
i=1 j=1 t=1
as the constrained optimization

n d l
. 1 .
min ad lle@¥(B)lla+ 8D II¥(Bejli+ gllze — O F(Cxy)I3
’ i=1 j=1 t=1
st. B—C=0.
We can further group the first two terms in the above constrained optimization together,

min f(B) +9(C)

)

s.t. B—C =0,

with f(B) = a 3711, lleq) ¥(B)||2+8 35, [¥(B)ejll and g(C) = Y1y 3llze— @ (Cxe)13
Consider the augmented Lagrangian function,

L(B.C.N) = f(B) +9(C) + 5|1B - C =A%, (37)

where A € R"*? is the scaled Lagrangian multiplier and g > 0 is a penalty parameter.
With the above reformulation, we can consolidate Algorithm 2 into a simplified version, see
Algorithm 4. Global and linear convergence for generalized ADMM was analyzed in [15] for
constrained convex optimization problems. We extend those theoretical results from vector
case to matrix case below.

Theorem 3.6 (Global Convergence) The sequence {W*} := {B* C* A*} generated by
Algorithm 4 is guaranteed to be bounded. Moreover, if we assume there exists a saddle
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point W* := (B*,C*,A*) to problem (35), and Hessian H, = V?g satisfies the following
condition,
max(ap, Bj)

+v<2, (38)
T,

then the sequence {W*} generated by Algorithm 3 converges to a KK T point of W*,
lim |[W* —W*|% =o0.
k—o00

Proof. First, we assume there exists a saddle point W*, which means (B*, C*, A*) satisfies
the KKT conditions of problem (35):

A € df(B*), A*€dg(C*), B*—C*=0.

Second, we verify that both functions f(-) and g(-) are convex. We have f(B) =
aS i lew®(B)l2+B8 Y0, [ ¥(B)e;|lr and g(C) = Yo, 31|z — ®.F(C%y)|13. Since |- |,
is convex when p > 1, and the fact sum of convex functions is also convex, we can easily
verify that both functions are convex.

Third, based on Theorem 2.3 remark 3 condition (i) in [15], we know that the sequence
{WF} is bounded.

Having obtained these assumptions, it follows from Theorem 2.3 in [15] that {IW*} has
a converging subsequence {Wkl}, whose limit is W* := limg_,o, W*'. Hence we have global
convergence. W

4 Dynamic MRI Reconstruction Quality

4.1 Impact of Sampling Strategies

We now apply our algorithm to accelerate the acquisition process of dynamic MRI. Since
the sampling strategy in the k-space has an impact on the reconstruction quality, we test
three types of sampling strategies following the work of [26].
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Figure 4: Impact of measurement matrix on the state sequence estimate, sampling distri-
bution. Illustrated are four measurement matrices design for the time-invariant component
®, with all compressive sensing cases using 200 samples: (A) measurement matrix cover-
ing all samples in k-space, (B) measurement matrix following distance distribution, (C)
measurement matrix with hyperbolic distribution, (D) measurement matrix with uniform
distribution. Left column shows the measurement matrix, right column shows the estimated
state sequence using Algorithm 1.

We first illustrate the impact of measurement matrix on the state sequence estimate.
Figure 4 shows three measurement matrices that cover all range of frequencies, however
follow different probability distributions:

e distance:
probability of sampling falls over as inverse of squared distance to the k-space center.

e hyperbolic:
probability of sampling falls over as a hyperbolic function in the k-space.

e uniform:
probability of sampling is uniform in the k-space.
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Sampling Strategy = distance SNR = 19.1 dB
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Figure 5: Reconstruction result for dynamic MRI data, based on 10% k-space data. Sam-
pling strategy adopts the distance distribution. Shown are (A) measurement matrix ®; at
t =1, (B) observation matrix C' with d = 4, (C) original video frames y; (D) reconstructed
video frames y;. The reconstruction SNR is 19.1 dB.

Our numerical results indicate the best measurement matrix design is to sample k-space
according to the distance strategy, where one samples the k-space in a density that falls off
as 1 over the squared distance to the center of k-space.

We show the reconstruction quality of dynamic MRI using different sampling strategies.
The cardiac MRI dataset used in this experiment was described in [55]. We obtained
the reconstructed video for real-time MRI of a human heart, whose spatial resolution is
subsampled at 128 x 128 and temporal resolution is 33 ms, with 300 frames in total.

Note we only simulated a single coil with a homogeneous coil sensitivity map. We
simulated k-t data by taking the Fourier transform and performing subsampling. Define
the samples in Fourier space as

Ng Ny

m Ny
Q:{(wf7w§)}k:1C{_7+1>"'777_2 +1>---7_} (39)

assuming a uniform Cartesian grid.
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Sampling Strategy = hyperbolic SNR = 15.3 dB
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Figure 6: Reconstruction result for dynamic MRI data, based on 10% k-space data. Sam-
pling strategy adopts the hyperbolic distribution. Shown are (A) measurement matrix ®; at
t =1, (B) observation matrix C' with d = 4, (C) original video frames y; (D) reconstructed
video frames y;. The reconstruction SNR is 15.3 dB.

We show the reconstruction result for dynamic MRI with 10% k-t data, using the dis-
tance sampling strategy in Figure 5. We construct €2 by subsampling the Fourier space i.i.d.
according to density

n(wy,ws) o (Wi 4 ws + 1)1, (40)

We attain a SNR of 19.1 dB in the reconstruction using the distance sampling strategy.
We show the reconstruction result for the dynamic MRI with 10% k-t data, using the
hyperbolic sampling strategy in Figure 6. We construct €2 by subsampling the Fourier space
i.i.d. according to density
e, ws) o (@F +w] +1)7H2, (41)

We attain a SNR of 15.3 dB in the reconstruction using the hyperbolic sampling strategy.
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Sampling Strategy = uniform SNR = 7.1 dB
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Figure 7: Reconstruction result for dynamic MRI data, based on 10% k-space data. Sam-
pling strategy adopts the uniform distribution. Shown are (A) measurement matrix ®; at
t =1, (B) observation matrix C' with d = 4, (C) original video frames y; (D) reconstructed
video frames y;. The reconstruction SNR is 7.1 dB.

We show the reconstruction result for the dynamic MRI with 10% k-t data, using the
uniform sampling strategy in Figure 7. We construct €2 by subsampling the Fourier space
i.i.d. according to density

(w1, w2) oc 1. (42)
We attain a SNR of 7.1 dB in the reconstruction using the uniform sampling strategy.

4.2 Comparison with Prior Art

We compare kt-CSLDS with prior art in the literature, which includes kt-SPARSE, MAS-
TeR, and L+S. Figure 8 and Figure 9 show the numerical results on two datasets described
in [55]. Both datasets can be downloaded from the paper website provided by the authors.
Our numerical results show that kt-CSLDS achieves excellent reconstruction quality.
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Original

kt-SPARSE

MASTeR

L+S

kt-CSLDS

Figure 8: Comparison of kt-CSLDS with prior art in the literature. Numerical results
are based on one dataset for dynamic heart imaging, with 1.5 mm resolution, 8 mm section
thickness. The original dynamic MRI is acquired at 30 ms acquisition time with 300 frames.
We downsample the heart video to 128 x128 spatial resolution and simulate a single coil
acquisition. We use 10x compression rate for this experiment, and employ the distance
sampling strategy for compressive measurement. (A) Sample frames from the original heart
video. (B) Reconstructed frames based on different video compressive sensing algorithms.
Their respective reconstruction SNRs are as follows: kt-SPARSE (13.0 dB), MASTeR (18.8
dB), L+S (15.8 dB), kt-CSLDS (19.1 dB).
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Original

kt-SPARSE

MASTeR

L+S

kt-CSLDS

Figure 9: Comparison of kt-CSLDS with prior art in the literature. Numerical results are
based on another dataset for dynamic heart imaging, with 2.0 mm resolution, 8 mm section
thickness. The original dynamic MRI is acquired at 22 ms acquisition time with 360 frames.
We downsample the heart video to 128x128 spatial resolution and simulate a single coil
acquisition. We use 10x compression rate for this experiment and employ the distance
sampling strategy for compressive measurement. (A) Sample frames from the original heart
video. (B) Reconstructed frames based on different video compressive sensing algorithms.
Their respective reconstruction SNRs are as follows: kt-SPARSE (14.0 dB), MASTeR (19.4
dB), L+S (16.3 dB), kt-CSLDS (20.3 dB).
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Table 1: Comparison of reconstruction SNR

Model 10x 20 30x 40 50x
kt-SPARSE 13.0dB 11.3dB 10.5dB 99dB 9.5dB
MASTeR 188 dB 14.6dB 12.7dB 11.6dB 11.0dB
L+S 15.8 dB 124 dB 10.7dB 9.7dB 9.3dB
kt-CSLDS 19.1dB 16.3dB 15.0dB 13.3dB 12.8 dB

Table 2: Comparison of computation time

Model 10x 20x 30x 40x 50 %
kt-SPARSE  371.7s 401.9s 455.0s 491.1s 585.2 s
MASTeR 4226 s 430.9s 425.7s 423.6s 433.9s
L+S 1390.2 s 1403.6 s 1402.8 s 1406.4 s 1406.4 s

kt-CSLDS 7.6 s 5.0 s 4.9 s 4.5 448

Table 1 compares the reconstruction SNR of different video compressive sensing models
under various compression rate. Table 2 shows their respective computation time. In
comparison, kt-CSLDS achieves the best reconstruction quality while consuming the least
computational time.

5 Conclusions

In this paper, we built upon video compressive sensing ideas to accelerate the imaging ac-
quisition process of dynamic MRI. We extended CS-LDS model to the Fourier-time space,
resulting in so-called kt-CSLDS. Efficient numerical algorithm was derived based on ADMM.
Theoretical analysis was carried out to ensure global convergence. Numerical results show
that kt-CSLDS achieves favorable reconstruction quality while being computationally effi-
cient, in comparison with state-of-the-art dynamic MRI compressive sensing literature.

LDS provides a compact model for video sequences, which approximates high-dimensional
signal using low-dimensional representation. Therefore, kt-CSLDS benefits from such a
compact representation, since the number of unknowns are much smaller compared with
the original video cube. This explains why our model achieves high-fidelity reconstruction
results given compressive measurements. The computational speed we gain is a result of
both smaller dimensionality of the optimization problem and customized algorithm based
on ADMM.

There are many ways to build upon the current kt-CSLDS framework. Our current
methodology takes all the video data and performs batch process. Future work seeks online
version of the current reconstruction algorithm. Regarding the measurement strategy, we
have shown empirically that the best strategy is to sample the k-space according to the
distance strategy. Such a result is consistent with theory for Fourier compressive sensing
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for static MR imaging [26]. It remains an open theoretical question why such a strategy is
optimal for video compressive sensing.
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