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Abstract

This paper is concerned with a new kind of Riemann solvers for hyperbolic
systems, which can be applied both in the conservative and nonconservative
cases. In particular, the proposed schemes constitute a simple version of
the classical Osher-Solomon Riemann solver, and extend in some sense the
schemes proposed in [19, 20]. The viscosity matrix of the numerical flux is
constructed as a linear combination of functional evaluations of the Jacobian
of the flux at several quadrature points. Some families of functions have been
proposed to this end: Chebyshev polynomials and rational-type functions.
Our schemes have been tested with different initial value Riemann problems
for ideal gas dynamics, magnetohydrodynamics and multilayer shallow wa-
ter equations. The numerical tests indicate that the proposed schemes are
robust, stable and accurate with a satisfactory time step restriction, and
provide an efficient alternative for approximating time-dependent solutions
in which the spectral decomposition is computationally expensive.
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1. Introduction

The Osher-Solomon scheme ([31]) is a nonlinear and complete Riemann
solver which enjoys a number of attractive features: it is robust, entropy-
satisfying, smooth (i.e., differentiable with respect to its arguments) and has
a good behavior when computing slowly-moving shocks. However, it requires
the computation of a path-dependent integral in phase space, which makes
it very complex and computationally expensive. Due to this difficulties,
its practical application has been restricted to certain systems, e.g., the
compressible Euler equations ([36]).

In [19, 20|, the authors proposed a new version of the Osher-Solomon
method in which the integrals in phase space are numerically approximated
by means of a Gauss-Legendre quadrature formula. This leads to a scheme
much simpler than the original one, which is also applicable to general hy-
perbolic systems. In particular, the viscosity matrix of the numerical flux is
defined as a linear combination of the absolute value matrix of the physical
flux evaluated at certain quadrature points. The computation of these ab-
solute value matrices requires the knowledge of the complete eigenstructure
of the system. Thus, for systems in which the eigenstructure is not known
or difficult to compute, the scheme may be computationally expensive.

In this paper we propose an alternative version of the universal Osher-
Solomon scheme in [19, 20|, in which the absolute value matrices are ap-
proximated by means of appropriate functional evaluations of the Jacobian
of the flux evaluated at the quadrature points. The only information these
schemes require is a bound on the maximum speed of propagation. Several
families of approximations have been considered. The first one is based on
Chebyshev polynomials, which provide optimal uniform approximations to
the absolute value function. As an additional feature, the associated Osher-
Solomon schemes admit a free-Jacobian implementation. On the other hand,
it is well-known that the order of approximation to |z| can be greatly im-
proved by using rational functions instead of polynomials. For this reason,
two different families of rational approximations have also been considered,
based on Newman ([29]) and Halley ([7]) functions. This families of func-
tions have also been considered in the recently introduced RVM schemes
(see [12]).

It should be noticed that the proposed approximate Osher-Solomon
schemes can be defined for general conservative and nonconservative sys-
tems. Moreover, they can also be extended to high-order and multidimen-
sions, following the guidelines in [10, 13]. In the conservative case, the
schemes have been applied to a number of initial value Riemann problems



for ideal gas dynamics and magnetohydrodynamics, to observe their behav-
ior with respect to some challenging scenarios in numerical simulations. On
the other hand, the two-layer shallow water equations have been considered
to test the schemes in the nonconservative framework, as they constitute a
representative example including both source and nonconservative coupling
terms. Our numerical tests indicate that the proposed schemes are robust,
running stable and accurate with a satisfactory time step restriction. Com-
parisons with the Osher-Solomon and some other well-known schemes in the
literature (e.g., Roe and HLL) have also been performed.

The paper is organized as follows. In Section 2 we give some basic
concepts needed to review, in Section 3, the classical Osher-Solomon scheme
and its extension proposed by Dumbser and Toro in [19, 20]. The proposed
approximate Osher-Solomon schemes for conservative hyperbolic systems
are then introduced in Section 4. The extension to the nonconservative
framework is done in Section 5. Several applications to the Euler and ideal
magnetohydrodynamics equations are presented in Section 6, while Section
7 is devoted to the two-layer shallow water equations. Some conclusions
are drawn in Section 8. Finally, Appendix A contains some details about
the implementation of the approximate Osher-Solomon schemes based on
Chebyshev approximations, including its free-Jacobian version.

2. Preliminaries
Consider a hyperbolic system of conservation laws
Orw + 0, F(w) = 0, (1)

where w(z,t) takes values on an open convex set O C R and F: O — RV
is a smooth flux function. We are interested in the numerical solution of the
Cauchy problem for (1) by means of finite volume methods of the form

w, w

n n At
P =l — E(FiJrl/Q = Fi_1/2), (2)

where w]' denotes the approximation to the average of the exact solution at
the cell I; = [z;_1/2,%i41/2] at time t" = nAt (the dependence on time will
be dropped unless necessary). We assume that the numerical flux is given
by

Fii12= (w) 5 ( +1)_2Qi+1/2(wi+1—wi)a (3)

where ();11/2 denotes the numerical viscosity matriz, which determines the
numerical diffusion of the scheme.



The condition of hyperbolicity of system (1) states that the Jacobian
matrix of the flux at each state w € O,

oF
A = —
(w) = 5 (w),
can be diagonalized as
A=PDP},

where D = diag(\1,...,An), A; being the eigenvalues of A, and the matrix
P is composed by the associated right eigenvalues of A. As it is usual, we
denote the positive and negative parts of A, respectively, as

At =pPDtP™', A~ =pPD P

where D = diag(\T,...,\%), with A = max(\;,0) and A, = min()\;,0).
It is clear that A = AT + A~. On the other hand, the absolute value of A

is defined as
|A| = AT — A™.

It is interesting to note that Roe’s method ([35]) can be written in the
form (3) with viscosity matrix given by Q;11/2 = |A;11/2|, where A; /5 is a
Roe matrix for the system. Several numerical methods have been developed
by using approximations to \AiH/Q] as viscosity matrices; see, e.g., [15, 17,
23, 36, 37] and the references therein. A general approach to build such kind
of approximations by means of polynomial or rational functions has recently
been introduced in [9] and [12]. In particular, it has been shown that a
number of well-known schemes in the literature can be viewed as particular
cases within this general approach: Roe, Lax-Friedrichs, Rusanov, HLL,
FORCE, etc.

3. The Osher-Solomon scheme

The Osher-Solomon scheme ([31]) is a nonlinear Riemann solver that
possesses a number of interesting features: it is entropy-satisfying, robust,
differentiable and good behaved for slowly-moving shocks. On the contrary,
its implementation is rather cumbersome, computationally expensive, and
only applicable to certain systems.

Let A(w) be the Jacobian of F' evaluated at w, and assume the flux
splitting

F(w) = Ft(w) + F~ (w), (4)



where Bt
+ _
A (w) = S —(w).

The classical Osher-Solomon numerical fluz is then defined as
Fii12 = FF(w) + F~ (wig1).

Let now ® be a path in the phase-space O linking the states w; and w;y1,
ie., ®:[0,1] — O is a Lipschitz continuous function such that ®(0) = w;
and ®(1) = w;+1. Then, we can write

1
P (i) = F(w) = [ A-(@()# (),

from which we deduce

1
Fiaajs = Plw) + [ A(@()9/(s)ds (5)

Similarly, we could also write

1
Fiora = Flwi) = [ A (@(s)¥/(5)ds. (©)

0

Combining (5) and (6), the Osher-Solomon flux can be written as

Wy Wy ! /
Frap = 202 e @)

Notice that the flux splitting (4) is not explicitely needed in formula (7).
The expression (7) for the numerical flux depends on the path ® in phase-
space, so in general it may be difficult to compute. Osher and Solomon ([31])
proposed a way to build, under certain assumptions, a path which makes
possible to perform the integration. Unfortunately, the resulting solver is
rather complex, computationally expensive, and only applicable to certain
systems (see [36] for an application to the compressible Euler equations).
Following [19], a way to circumvent the drawbacks of the Osher-Solomon
solver, maintaining at the same time its good features, is explained in what
follows. First, the simple path consisting in segments is chosen, that is,

O(s) = w; + s(wiy1 —w;), s€[0,1].



Thus (7) can be written as

F(w;) + F(w; 1 1
Fi+1/2 = ( ) 5 ( +1) — 2(/0 ‘A(w@ +8(wi+1 - U)z))‘d8> ('LUi+1 — wz)

(8)

Comparing (7) with (3), the viscosity matrix of the scheme is, in this case,

1
Qit1/2 :/0 |A(w; + s(wip1 — w;))|ds.

To avoid the analytical integration, which may be difficult, the integral can
be evaluated numerically using a Gauss-Legendre quadrature formula. In
this case, the Osher-Solomon flux has the following form:

F(w;) + F(w; 1 g
Fiji2 = () 5 ( +1)_2(Zwk|A(wi+5k(wi+l_wi))’>(wi+1_wi)a
k=1

(9)
where s;, € [0,1] and wy are the weights of the quadrature formula. The
resulting scheme is simple to implement and applicable to general hyperbolic
systems. On the other hand, it needs the full eigenstructure of the system,
which can be computed numerically when it is not known or difficult to
calculate.

4. Approximate Osher-Solomon schemes

With the aim of simplifying the computation of the numerical flux (9),
it would be desiderable to approximate the intermediate matrices

‘A(wi-'_sk(wﬂrl_wi)) , k=1,...,q,

in a simple and efficient way. Two approaches will be considered in this
section, one based on Chebyshev polynomials and another relying on rational
approximations.

Let P(z) be a polynomial approximation to the absolute value function
|z| in the interval [—1, 1], satisfying the stability condition ([9])

2| < P(z) <1, Vazel-1,1] (10)

For a given matrix A, if Apax is the eigenvalue of A with maximum absolute
value (or an upper bound of it), |A| can be approximated as

|A] 2 |Amax| P (| Amax| " A4).



Denote .
A,(Jr)l/g = A(w; + sp(wip1 —w;)), k=1,...,q,

(k)

where A is the Jacobian matrix of F', and let A be the eigenvalue

i+1/2,max
of AE +)1 /2 with maximum absolute value. Then, the polynomial approximate
Osher-Solomon flux is defined as
F(w;) + F w 1 k)
Fi+1/2 = (wi) 9 b (Z kPZ(H/Q) Wit — W;), (11)
where
Bl =1 4 (k)
Pz+1/2 ‘)\z+1/2 max|P<{Az+1/2 max‘ Az+1/2> (12)
In this case, the viscosity matrix is given by Q41,2 = Zzzl kaZ(Jr)l/Q

Remark 1. The advantage of formula (11) with respect to (9) is that in
the latter it is necessary to compute the full eigenstructure of the system,
while in the former only an upper bound on the spectral radius is needed.
O

Notice that the closer the polynomial P(z) is to |z| in the uniform norm,
the more similar the approximate flux (11) will be to the Osher-Solomon
flux (9). This suggests to use accurate polynomial approximations to |z| for
building (11). In particular, Chebyshev approximations will be considered
in the numerical experiments. Specifically, for a given p > 1 we take P(z) =
Top(x), where

Top(x) = % + %Z o ( 11)(2j n 1)T2j(ac), x € [-1,1], (13)

p )jJrl
Jj=1 B

and the Chebyshev polynomials of even degree T;(x) are recursively defined
as

T0($) == 1, TQ(I’) == 21’2 - 1, TQJ'(IL‘) == 2T2(:L‘)T2j,2({[}) - T2j74(a?). (14)

Following [2], the order of approximation of myp(z) to |z| is optimal in
the L>°(—1,1) norm. Moreover, the recursive definition of the polynomi-
als Toi(x) provides an explicit and efficient way to compute 7p(z).

It is worth noting that the implementation of the approximate Osher-
Solomon scheme with Chebyshev polynomials does not require the com-

putation of the matrices p* )

i+1/20 but only of the vectors P(f)1/2(wz+1 w;).

7



Futhermore, the recursive form of the Chebyshev polynomials allows to con-
struct a Jacobian-free implementation of the approximate Osher-Solomon
scheme. The details can be found in Appendix A.

As it is well-known, the order of approximation to |z| can be greatly
improved by using rational functions instead of polynomials. This suggests
to consider rational approximate Osher-Solomon fluxes of the form

F(w;) + F(wit1 1 a ~(k
F‘i+1/2 = ( ) 2 ( + ) - 2<Zka§+)1/2 (wz'-l-l - wi)a (15)
k=1
where Egi)l /2 is defined as in (12), but taking as basis function a rational

approximation R(z) to |x| satisfying the stability condition (10). Following
[12], two different families of rational functions will be considered:

e Given a set of r > 4 distinct points X = {0 < 21 < -+ < z, < 1},
construct the polynomial

r

p(@) = [[ (@ +a0).

k=1

The Newman rational function ([29]) associated to X is defined as

p(x) — p(=7)
p(x) + p(—z)

The rate of approximation of R,(x) to |z| depends on the choice of
nodes X: several possibilities can be found in the literature [5, 6, 29].
Here, we will take xj, = exp(—kr~'/2), which provides an exponential
rate of approximation ([29]).

R.(x) =

e The Halley rational functions H,(x) are recursively defined as ([12])

H,(z)? + 322
3H,(z)? + 22’

It can be proved ([7]) that || H,(z) — |z|||cc = 37".

H,i1(x) = Hp(x) Hy(x) =1.

Both the Chebyshev polynomials 75,(x) and the Newman functions R, (z)
do not satisfy the stability condition (10) strictly, although this can be easily
fixed with a slight modification: see [12] for details. However, in practical
computations there are no appreciable differences between both approaches.
On the other hand, Halley functions H,(x) satisfy (10) by construction. As
long as the functions considered do not cross the origin, no entropy-fix is
needed in the presence of sonic points.



5. Extension to the nonconservative case

The approximate Osher-Solomon schemes introduced in the previous sec-
tions can be extended to the case of nonconservative hyperbolic systems, of
the form

W + A(W)o, W = 0. (16)

Here the matrix A(W) is assumed to be strictly hyperbolic for each state
W belonging to an open convex subset  C RM. The theoretical issues
concerning the definition of weak solutions for (16) can be found in [27],
and will not be treated here. However, it is important to remark that the
definition of the nonconservative product A(W )9, W relies on the choice of
a family of paths ® linking arbitrary states in the phase space §2.
Numerical approximations to the solutions of (16) can be obtained by
means of path-conservative finite volume schemes of the form (see [32] for

details):

At
n+1 n
Wt = - ~(DF i+ D), (17)

= DEWp, 1), D~ and DT being two continuous functions

where Dz+1/2 i

from Q2 to Q satisfying
DEW,W) =0, YW eQ,

and

_ ! oP
D (WO,W1)+D+(WO,W1):/O A(®(s; Wo, W) 22 (5: Wo, Wh) ds (18)

Js

for every Wy, Wy € Q. In particular, the generalized Roe’s scheme ([33]) can
be defined by

D)y = (Aé(Wz-"a ) & [Ae (W, W) (W — W),
where Ag is a Roe linearization ([39]) associated to A and ®. In this case,

the term |Ag (W, W/ ;)| may be interpreted as the viscosity matrix of the
numerical flux. Using Roe’s property, it is possible to write Roe’s fluxes as

1+1/2 /A (s; Wi, i+1))$(5;Wm ii1)ds

1 n n n
ii‘A‘I’(Wia SO)|(Wiy — W),



It is then natural to define the generalized Osher-Solomon fluxes as follows:

1+1/2 /A (s; Wi, i+1))%(5;Wm ii1)ds

! n 0® n n
+ 5 AP (s; Wi W)l 5 - (s Wi, Wity ) ds, - (19)
0 S

or, equivalently,
Dil/Q Aq’(Wina ﬁrl)( H—l Wn)

+ B) ‘A((I)(SSWi ) i+1))‘ 9 (3§Wi ) i—i—l)dsa (20)
0 S

The above expressions can be viewed as generalizations of the Osher-Solomon
flux formula (7) to the nonconservative framework. A similar approach has
also been considered in [20].

Remark 2. It is worth noting that the equivalence between (19) and (20)
relies on the existence of the Roe linearization Ag. In this sense, formula (19)
is more general and could be used in those cases in which a Roe linearization
is not known or difficult to compute. O

As it was pointed out in [32], the proper choice of the family of paths ®
may be difficult or very costly in practice, and usually relies on the physics
of the problem under consideration. For these reasons, it is common in
the literature to consider the simpler family of segments: ®(s; Wy, Wg) =
Wi, 4+ s(Wr — Wp), and this choice will be assumed throughout the rest of
the paper. Doing so, and denoting A; /5 = Ag(W;", W) for the sake of
simplicity, the Osher-Solomon fluxes have the following form:

1 ! n n n n
Dil/g 2<A¢+1/2i/0 AW + s(Wiiy — W, ))’d3>( i — Wi,

which constitutes an extension of formula (8) to the nonconservative setting.
In particular, the integral fol AW +s(W[ | —W/))| ds can be interpreted
as the viscosity term of the numerical flux. Reasoning as in Section 3, this
integral can be approximated by means of a Gauss-Legendre quadrature
formula, which leads to

1 n
Di—&—l/Z <Az+1/2izwk‘“4(+1/2|>( =W, (21)

10



where A
Section 4.

i1 = AW + sp(W], — W})), using a similar notation as in

Remark 3. It is also reasonable to apply the quadrature formula directly
o (19), in which case the corresponding flux has the form

z+1/2 (Zwk "42+1/2i ‘Az+1/2’)>( i1 — W) (22)

Notice that this formula does not depend explicitely on any Roe linearization
Ag (see Remark 2). On the contrary, the resulting scheme is not strictly
path-conservative, as condition (18) only holds approximately. a

Once formula (21) has been derived, approximate Osher-Solomon schemes
for the nonconservative system (16) can be constructed in a natural way, fol-
lowing the guidelines in Section 4. Specifically, the numerical fluxes for a
polynomial Osher-Solomon scheme will have the form

Dzj—:i-l/Q < z+1/2izwk z+1/2> i — W),

where P(z) is a polynomial approximation to |z| satisfying the stability

condition (10), and Pl(Jr)1 /2

Solomon schemes are obtained when the polynomial P(x) is substituted by
a rational function R(x).

Consider now the particular case of a hyperbolic system of conservation
laws with source terms and nonconservative products, that is,

is defined in (12). In a similar way, rational Osher-

Oyw + 0 F(w) + B(w)d,w = G(w)0, H, (23)

where w(z,t) € O (O being an open convex subset of RV), F: O — RV is a
smooth flux function, B: O — My (R) is a smooth matricial function, and
G: O — RN and H: R — R are given functions. System (23) can be written
in the form (16) considering the trivial equation d;H = 0 and defining

W = (Z) eQ=0xRcCRV*  AW)= (A(Ow) _G;)(w)> :

where A(w) = aw( w) + B(w). In this case, a Roe linearization A;; /5 can

be built as ([33])
A, -G,
Ait12 = < 51/2 O+1/2> .

11



where A; 1/ = Liy1/2 + Bit1/2, Lit1/2 being a Roe matrix for the flux F
in the usual sense, that is, £, o(w} —w}') = F(w}, ;) — F(w}); B/ is
a matrix verifying

1
BHl/z(w?H—wm:( | Bt + st - ?))ds)wz@l—wm,

while G /2 is a vector that satisfies

G ja(Hia = ) = ( / Gl + s(utyy — wi)ds ) (Hopr ~ ).
Assuming that A(w) is nonsingular, it is straightforward to check that

LA(W)| = (‘Ag@\ —!A(w)!A(()w)lc:(w)> |

This allows to develop (21) and express DE i+1/2 in terms of A; /9, Bit1/2
and Gjq/p. After this process, and coming back to the original variable w,
the Osher-Solomon scheme for solving (23) can be written as

n n At
Wit =Wy — E(D;tl/2 + D9, (24)

with numerical fluxes given by

1
Do = 5 (Fluh) = P+ Bupappluths = ) = Gugaal s — H)

k k k
+ Zwmﬁﬁlm( Py = wf = (A8 )G (Higy — Hy >))7 (25)
k=1
where A(+)1/2 = A(wj + sp(wi; —wy')), and similarly for G(Jr)l/2

Finally, approximate polynormal Osher-Solomon schemes for (23) are

| in (25) are substituted by P®  The

obtained when the matrices |A i1 /2"

i+1/2
resulting fluxes read

]' n n n n
Dz:il/Q B <F(wi+1) — F(w]) + B’i+1/2(wi+1 —w;') — Gz+1/2( i+1 — H;)

k k
izwk z+1/2 H—l (A£+)1/2) 1G£+)1/2( i+1 — H))) (26)

In a similar way, approximate rational Osher-Solomon schemes are defined

k
by changing P(Jr)l/2 by R(Jr)l/2 (26).

12



Remark 4. For a system of conservation laws (that is, B =0 and G = 0),
the scheme (24) can be written in the form (2) by simply taking Fj ;/, =
D;r1/2 + F(wy') or, equivalently, Fj /o = _D;-1/2 + F(w}, ), which in turn
coincides with formula (9). 0

6. Applications to the Euler and ideal magnetohydrodynamics
equations

This section is devoted to test the performances of the approximate
Osher-Solomon schemes introduced in the previous sections. In particular,
we will consider to some challenging problems related to the Euler and ideal
magnetohydrodynamics equations.

The ideal magnetohydrodynamics (MHD) system of equations has the
following form:

'8tp =-V- (PV),
O(pv) = -V - (pVVT + (P + ;B2>I - BBT>,
0B =V x (v xB),

OE =-V- <<71P+1pq2>v—(VXB) ><B>,
N —

2

where p represents the mass density, v = (vz, vy, v,)" and B = (B, By, B.)"
are the velocity and magnetic fields, and FE is the total energy. If ¢ and B
denote the magnitudes of the velocity and magnetic fields, the total energy
can be expressed as

1 1
E = ~pg® + ~B?
5PT + 587+ pe,

where the specific internal energy ¢ is related to the hydrostatic pressure P
through the equation of state P = (y—1)pe, v being the adiabatic constant.
The total pressure P* is then defined as P + Py;, where Py = %BQ is the
magnetic pressure. In addition to the equations, the magnetic field satisfies
the divergence-free condition

V-B=0. (28)

Notice that if B = 0 then system (27) reduces to the Euler equations for
ideal gases.

13



Let us define (by,by,b.) = (B, By, B.)/\/p, b*> = b2 + b2 + b2, and the
acoustic sound speed a = \/vP/p. The Alfven, fast and slow waves are,
respectively,

1
Ca=|bz|, c}o= 5((12 + b2 £ /(a2 + b2)% — 4a2b2).

The eight characteristic velocities are then given by

Al=u—cf, d=u—Cq AN3=U—Cs, N =01,

As=1u, dg=u-+tcs, Ar=u+cq, Ag=u-+cy.

The characteristic fields associated to A1 g, Azg, A27 and Ayg5 are called,
respectively, the fast, slow, Alfven and entropy waves. The spectral structure
of system (27) is further analyzed in [4, 34].

6.1. One-dimensional tests

The one-dimensional MHD system (27) can be written in the form (1)
with

p PUz
PV pv2 + P* — B2
PUy pUzvy — By By
| pvs _ pUgvz — By B,
B, Vg By — vy By
B, v B, —v. B,
E V(B + P*) — By(vy By + vy By + v, B;)

(29)
In this case, the divergence-free condition (28) reduces to B, = constant.
On the other hand, the Euler equations are simply obtained by putting
B, = By = B, =0 in (29).

In this section we will compare the results obtained with the following
schemes:

e The Roe scheme based on the Roe matrices for ideal MHD introduced
in [8].

e The Osher-Solomon scheme (9) proposed by Dumbser and Toro in [19],
in which the eigendecomposition is computed numerically.

e The polynomial aproximate Osher-Solomon scheme (11), using Chey-
shev polynomials of order 2p = 4.

14



e The rational aproximate Osher-Solomon scheme (15) based on the
Newman function R4(x).

e The rational aproximate Osher-Solomon schemes (15) based on the
Halley functions H,(z), for r = 1,2, 3.

The above schemes will be denoted as OS, OS-Cheb-4, OS-Newman-4, and
OS-Halley-r, respectively.

With respect to the high-order schemes, the third-order PHM ([28])
method has been considered, combined with a TVD Runge-Kutta method
of the same order for time stepping. It is worth noticing that, in the ex-
periments performed, PHM produces less oscillations near discontinuities
than third-order WENO schemes, probably due to the local character of
hyperbolic reconstructions.

6.1.1. Stationary contact discontinuity

The purpose of this test, first proposed in [21], is to study the effect of the
numerical diffusion in the approximation of a stationary contact discontinu-
ity. This effect, known as numerical heat conduction, may cause incorrect
heating across the discontinuity; see [18] for a discussion on this topic.

The initial conditions for the Euler equations are given by

(1,0,1) for z < 0.5,

y Uy P) =
G ) {(2, 0,1) for z > 0.5,

with v = 1.4. The solution consists in a stationary contact wave located at
x = 0.5. The problem has been solved in the domain [0, 1] with 200 cells
and CFL=0.5 until a final time ¢ = 4.

Figure 1 shows the approximations to the density component. Notice
that, by design, both Roe and Osher-Solomon methods compute the solution
exactly in this case. For the sake of comparison, the results obtained with
the HLL solver has also been included. Regarding the first order schemes,
OS-Newman-4 gives the best approximation to the solution, followed by OS-
Halley-2, OS-Cheb-4 and OS-Halley-1; HLL provides a worse resolution of
the discontinuity, as it is much more diffusive than any of the other schemes.
This situation is mantained when third-order versions of the schemes are
considered. This is more clearly seen in Figure 2, where a zoom of the top
of the discontinuity is shown.

Finally, Figure 3 shows the efficiency curves for both the first and third
order solvers. These curves show, in logarithmic scale, the CPU time ver-
sus the L' error with respect to the exact solution for four meshes with
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Figure 1: Test 6.1.1: Stationary contact discontinuity. Left: first order. Right: third
order.
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Figure 2: Test 6.1.1: Stationary contact discontinuity. Zoom of the third-order solution.

increasing number of cells (100, 200, 400, and 800). For the first order
solvers, OS-Newman-4 is by far the most efficient for this problem, followed
by OS-Cheb-4, OS-Halley-2, OS-Halley-1 and HLL. The situation is a little
bit different when going to third order: OS-Newman-4 is again the most
efficient solver, followed by OS-Cheb-4, HLL, OS-Halley-2 and OS-Halley-1.
In particular, this test shows that the choice of an appropriate first-order
solver is important even when it is going to be used as a building block for
higher-order schemes.
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6.1.2. Owverheating error
The following initial conditions for the Euler equations are considered:

7’U ?P =
(P, 2, P) (1,-1,1073) for z > 0.5,

{(1, 1,1073)  for = < 0.5,
with v = 5/3. This test was proposed in [21]; see also [18]. The solution
consists in two shock waves generated by the initial jump in velocity. These
waves travel in opposite directions from the center of the domain, while the
gas remains at rest between them. It is known that most standard schemes
present a numerical pathology known as overheating, in which the density
error around the shock point induces an excessive increase of the internal
energy. The overheating error is O(1) independently of the discretization.
The solutions have been computed until time ¢ = 0.4 in the interval [0, 1]
using 200 cells and At/Az = 0.1. Figure 4 shows a zoom of the collision
zone. In the first order case, Roe and OS give the best approximations,
followed by OS-Newman-4 (however, although it is not shown in the picture,
it is interesting to remark that OS-Newman-8 provides as good results as
Roe’s method), OS-Halley-3 and OS-Cheb-4. Any of these schemes provide
a much better resolution of the shocks than HLL, which is very diffusive.
With respect to the third-order schemes, some expected oscillations are
observed near the shocks. However, the Roe and Osher-Solomon schemes
produce additional overshoots at the shocks, which are not present in the
other schemes.
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Figure 4: Test 6.1.2: Zoom of the collision of two equal strength shocks. Left: first order.
Right: third order.

6.1.3. Brio-Wu shock tube problem

The following test was proposed in [4] to show the formation of a com-
pound wave consisting of a shock followed by a rarefaction wave. The so-
lution of the problem is composed by five constant states separated by a
left-moving fast rarefaction wave, a slow compound wave, a contact discon-
tinuity, a right-moving slow shock and a right-moving fast rarefaction wave.
The initial conditions for the MHD system are the following:

(1,0,0,0,0.75,1,0,1) for z <0,

,’l),’l),’l),B,B,B,P =
(P, vz ys Vzs Dy Dy, Dy ) {(0_125’0’0,0,0.75,—1,0,0.1) for x > 0,

with v = 2. The problem has been solved until time ¢ = 0.2 in the interval
[—1,1] with a 1000 cell spatial discretization and CFL=0.8. As it can be
seen in Figure 5, in this case there are no appreciable differences between
the solutions computed with Roe, OS-Newman-4, OS-Halley-2, OS-Cheb-4
and OS, both in first and third orders: all the schemes perform equally well.
On the other hand, the first order HLL method provides a worse resolution
of the compound wave, which is however improved in third order. Finally,
Table 1 shows the relative CPU times with respect to the first-order OS
scheme.

6.2. Two-dimensional tests

Consider the two-dimensional MHD system (27), that can be written in
the form
Oyw + 0, F(w) + 0yG(w) = 0, (30)
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order.

Table 1: Test 6.1.3: Relative CPU times with respect to the first-order OS solver.

Method CPU (first order) CPU (third order)
OS 1.00 3.11
0OS-Cheb-4 0.08 0.26
OS-Newman-4 0.28 0.88
OS-Halley-1 0.24 0.73
0S-Halley-2 0.32 1.00
Roe 0.38 1.12
HLL 0.02 0.09

where the state w and the a-flux F(w) are given by (29), and the y-flux

G(w) is defined as

PUy
pUzvy — By By
pvs + P* — BS

puyv, — By B,
Glw) = vyyBx — vxyBy

0

vy B, —v. By

vy(E + P*) — By (v, By + vy By + v, B;)

The detailed spectral decomposition of the system can be found in [34]. To
ensure the stability and accuracy of the numerical schemes, it is essential
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to enforce the divergence-free constraint (28) on the magnetic field. This is
done here using the technique proposed in [3], where a correction is applied
at the end of every time step. Specifically, the magnetic field B is modified as
B¢ = B+ V¢, where ¢ is a solution of the Poisson problem A¢p+V-B =0,
which is computed here with a finite difference method. For high-order
schemes, the correction is performed at the end of each stage of the Runge-
Kutta method used for time stepping.

For high-order schemes, the third-order polynomial reconstruction in-
troduced in [22] has been considered. This is a WENO-type fully two-
dimensional reconstruction operator having a compact stencil, which results
in highly stable numerical schemes. The numerical experiments have been
performed using structured meshes, although they can be designed on gen-
eral nonuniform quadrilateral meshes following the guidelines in [10] and
[22].

6.2.1. Smooth isentropic vortex

The purpose of this test is to analyze the convergence and stability of
the proposed numerical schemes. Specifically, the smooth two-dimensional
convected isentropic vortex for the Euler equations proposed in [24] is con-
sidered. Specifically, the initial condition consists in a linear perturbation
of an homogeneous state, of the form

(P, Vg, vy, P) = (1 +6p, 1 + 6vy, 1+ vy, 1 +6P).

Denoting r? = (x — 5)2 + (y — 5)2, the perturbations of velocity, density and
pressure are given by

dvy _iﬁ 59—y B o B o
<5“y>_27re 2 <$_5>, dp=1+0T)"-1—-1, 6P = (1+6T)"1—1,

being
5T = — (7 — 1)52 61—7“2
8ym2
the temperature perturbation. The values ¢ = 5 and v = 1.4 have been
used.

The problem has been solved in the computational domain O = [0, 10] x
[0,10] with periodic boundary conditions and CFL=0.8. It is clear that
the exact solution of the problem is simply the initial condition convected
with the mean velocity. In Table 2 are shown the L' errors and orders
obtained after one time period at ¢ = 10 with the third-order OS-Cheb-4,
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Figure 6: Test 6.2.1: Density cut in the z-direction, computed with the third-order OS-
Cheb-4 scheme. Left: time ¢ = 10. Right: time ¢ = 100.

OS-Newman-4, OS-Halley-2 and OS schemes, relative to the density com-
ponent. As it can be seen, all the proposed schemes give similar results as
the Osher-Solomon method. We remark again that the advantage of our
schemes is that the eigenstructure of the system need not to be known.

On the other hand, the solution has been calculated at time ¢ = 100,
after ten time periods. Figure 6 shows a cut through the center of the vortex
in the z-direction for the density variable. The solution has been computed
with the third-order OS-Cheb-4 method using 128 cells, although any of the
other schemes gives a similar result. As it can be observed, the dissipation
is very small in this case.

6.2.2. Orszag-Tang vortex

The Orszag-Tang vortex system ([30]) has been widely analyzed in the
literature, as it provides a model of complex flow containing many significant
features of MHD turbulence. Starting from a smooth state, the system
develops complex interactions between different shock waves generated as
the system evolves in the transition to turbulence.

The initial data proposed in [40] has been considered: for (z,y) €
[0,27] x [0, 27], we take

p(x,y,O) :’727 Ux(xayao) = _Sin(y)7 vy(x,y,()) = Sin(x)v
By(z,y,0) = —sin(y), By(z,y,0) =sin(2z), P(z,y,0) =7,

with v = 5/3. Periodic boundary conditions are imposed in the z- and
y-directions. The computations have been done using a 192 x 192 uniform
mesh and CFL=0.8.
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Table 2: Test 6.2.1: Third order results for the density component p at time ¢t = 10.

OS-Cheb-4 OS-Newman-4
N LY error L' order L!error L' order
16 1.47E400 - 1.47E+00 -

32 7.77E-01 0.92 7.95E-01 0.89
64 1.98E-01 1.97 2.03E-01 1.97
128 1.37E-02 3.85 1.39E-02 3.87

OS-Halley-2 Osher-Solomon
N LY error L' order L!error L! order
16 1.46E-+00 - 1.45E+00 -

32 7.81E-01 0.90 7.95E-01 0.87
64 1.95E-01 2.00 1.96E-01 2.02
128  1.33E-02 3.87 1.33E-02 3.88

Figure 7 shows the results obtained with the third-order OS-Cheb-4
scheme at times t = 0.5, ¢ = 2 and t = 3, for the density and pressure compo-
nents (analogous solutions are obtained with the third-order OS-Newman-4,
OS-Halley-2, and OS schemes). The results are in very good agreement with
those presented in [25, 26], which shows that our schemes are robust and
accurate enough to resolve the complicated structure of this vortex system.
Finally, Table 3 shows the relative CPU times with respect to the first-order
OS scheme.

Table 3: Test 6.2.2: Relative CPU times with respect to the first-order OS solver. Final
time: t = 0.2.

Method CPU (first order) CPU (third order)
OS 1.00 5.82
OS-Cheb-4 0.16 1.04
OS-Newman-4 0.38 2.32
OS-Halley-2 0.50 2.79

6.2.3. The rotor problem
In this section we consider the rotor problem proposed in [1]; see also
[38]. Initially, there is a dense rotating disk at the center of the domain,
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Figure 7: Test 6.2.2: Evolution of the Orszag-Tang vortex. Density (left) and pressure
(right) computed at times (from top to bottom) t = 0.5, ¢t = 2 and ¢t = 3. Results obtained
with the third-order OS-Cheb-4 scheme with 192 x 192 cells.

while the ambient fluid remains at rest. These two areas are connected by
means of a taper function, which helps to reduce the initial transient. Since
the centrifugal forces are not balanced, the rotor is not in equilibrium. The
rotating dense fluid will be confined into an oblate shape, due to the action
of the magnetic field.
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The computational domain is [0, 1] x [0, 1] with periodic boundary con-
ditions. Define ro = 0.1, r; = 0.115, f = (r1 —7)/(r1 — 10) and r =
[(z — 0.5)% + (y — 0.5)%]'/?; then, the initial conditions are given by

(10, —(y — 0.5) /ro, (x — 0.5) /19) if r < rg,
(p(x,y), va(x, ), vy(2,y)) = (L +9f, —(y — 0.5)f/r, (x — 0.5)f/r) if ro <7 <71,
(1,0,0) if r >y,

with B, = 2.5/v/4w, B, =0 and P = 0.5. We take v = 5/3.

Figure 8: Test 6.2.3: Density p (top left), pressure P (top right), Mach number |v|/a
(bottom left) and magnetic pressure |B|?/2 (bottom right) computed at time t = 0.295.
Results obtained with the third-order OS-Cheb-4 scheme with 200 x 200 cells.

Figure 8 shows the solutions obtained with the third order OS-Cheb-
4 scheme at time ¢ = 0.295 on a 200 x 200 mesh with CFL= 0.8. The
results are in good agreement with those in [1, 26, 38]. As in the previous
tests, OS-Newman-4 and OS-Halley-2 give similar results as OS-Cheb-4. On
the contrary, the OS scheme fails for this problem around time ¢ ~ 0.187.
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Finally, Figure 9 shows a comparison between the third-order OS-Cheb-4
and HLL methods. As it can be seen, HLL produces less precise results
than OS-Cheb-4, which shows that the choice of the first order solver is
important even when using high-order schemes.

> L L ( —— L L L . R =
o,
025 03 085 04 045 05 055 06 06 07 075 025 03 035 04 045 05 055

Figure 9: Test 6.2.3: Comparison between the solutions obtained with the third-order
HLL (left) and OS-Cheb-4 (right) schemes. Top: density. Bottom: Mach number.

6.2.4. 2d Riemann problem

We consider the two-dimensional Riemann problem proposed in [16],
whose initial data is given in Table 4. The initial condition is chosen so that
the magnetic field is divergence free and the solutions of three of the four one-
dimensional Riemann problems are simple waves. In particular, denoting the
quadrants by Roman numbers as in Table 4, there is a rarefaction wave for
the problem I++II and shocks for II++III and ITI«IV.

The problem has been solved in the computational domain [—1,1] x
[—1,1] until a final time ¢t = 0.2, using a 200 x 200 cartesian mesh, v =
5/3 and CFL=0.8. As in [26], Neumann boundary conditions have been
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Table 4: Test 6.2.4: Initial data for the 2d Riemann problem.

Quadrant p PV Py pU By B, B, E
Lx>0,y>0 0.9308 1.4557 -0.4633 0.0575 0.3501 0.9830 0.3050 5.0838
II: <0,y >0 1.0304 15774 -1.0455 -0.1016 0.3501 0.5078 0.1576 5.7813
III: z <0,y <0 1.0000 1.7500 -1.0000 0.0000 0.5642 0.5078 0.2539 6.0000
IV:x>0,y<0 18887 0.2334 -1.7422 0.0733 0.5642 0.9830 0.4915 12.999

Figure 10: Test 6.2.4: Contours at time ¢ = 0.2 obtained with the third-order OS-Cheb-4
scheme. Left: B;. Right: B,.

considered. Figure 10 shows the contours of B, and B, computed with the
third order OS-Cheb-4 scheme. As it was reported in [16], some schemes have
problems with keeping B, constant across the shock in II«++III. Moreover,
they produce strong distortions in B, and B, behind the rarefaction wave in
I+1II. As it can be observed in Figure 10, our schemes do not suffer from any
of these pathologies, and the obtained results can be directly compared with
those in [16, 26]. The OS-Newman-4, OS-Halley-2 and OS schemes produce
very similar results for the B, component, but there are some differences
with respect to B,. This is shown in Figure 11: in this case the OS scheme
seems to produce the less precise results.

Finally, we compare the quality of the solution of the I+>IV Riemann
problem at x = 0.93, as it is done in [16, 26]. Figure 12 shows a comparison
between the solution of the two-dimensional Riemann problem obtained with
0OS-Cheb-4 at = 0.93 and a one-dimensional reference solution. In this
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Figure 11: Test 6.2.4: Contours for B, computed with several schemes. Top left: OS-
Newman-4. Top right: OS-Halley-2. Bottom left: OS. Bottom right: OS-Cheb-4.

case, OS-Newman-4, OS-Halley-2 and OS give similar results.

7. Applications to the two-layer shallow water system

The equations of a two-layer shallow flow are considered in this section
to test the behavior of the approximate Osher-Solomon schemes in the non-
conservative case, as they constitute a representative model including both
source and nonconservative coupling terms.

The equations governing the one-dimensional flow of two superposed
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Figure 12: Test 6.2.4: Cuts at x = 0.93 and ¢t = 0.2, with y € [-0.6,—0.2]. Solid line:
reference solution. Dots: OS-Cheb-4. Top left: p. Top right: v,. Bottom left: Bi.
Bottom right: B,.

inmiscible layers of shallow water fluids are given by ([14])

(athl + 89c¢11 = 07

2
Oq1 + Oz <}q11 + gﬁ) + gh10x(hy — H) =0,
1

8thQ + amq2 = 07

2
0q2 + 0z (222 + gh%) + gh20, (Thl — H) =0,

where h; are the fluid depths, ¢; = hju; are the discharges (u; being the
velocities), and H(zx) represents the depth function measured from a fixed
level of reference; g is the gravity constant and r = p;/pe is the ratio of
densities (it is assumed that each layer have a constant density p;). Notice
that index j = 1 corresponds to the upper layer and j = 2 to the lower one.
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System (31) can be written in the nonconservative form (23) by taking

) q1
h 0
qi %Jrgh% gh
w = , Fw)y=|™ , G(w) = )
hy (w) o (w) 0
q2 4 9,9 gha
2 4 9y
ho T
and
0 O 0 O
[ 0o 0 gh oo
Bw)=1 49 o 70 o
rgha 0 0 O

Remark 5. It is possible to build a Roe matrix for system (31), although
its eigenstructure is not explicitely known ([33]). Therefore, the implemen-
tation of Roe’s method requires the numerical approximation of eigenvalues
and eigenvectors, which in practice is done using some standard numerical
library. a

To build the approximate Osher-Solomon fluxes (26), it is necessary to
define the elements B; /o and Gj1/o. The matrix B; ;5 is given by ([14])

0 0 0 0

0 0 ghl 1/2 0
Bij10 = 0 0 ’6+ / ol

rghair12 0 0 0

where B b
Phiv1/2 = o T Okl +2 k’lﬂ, k=1,2.

The vector G/ can be taken as

0

hy
G7;+1/2: g 1’0+1/2

ghaiv1/2

Finally, a first order approximation of the maximum wave speed is given

by ([14])
[Ai1/2,max| = [Wig1/2] + Cita/2,
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where

q14+1/2 T 42,i+1/2
hiiv172 + hoiv1/2

Uiy1/2 = » o Ciy1je = \/g(hl,i+1/2 + hoit1)2)-

With respect to the numerical methods, OS-Cheb-4, OS-Newman-4, OS-
Halley-2, OS, and the standard HLL scheme will be compared in this section.
As in Section 6, PHM spatial reconstructions and third-order TVD Runge-
Kutta time stepping will be used for high-order schemes.

7.1. Internal dam break

This test, which have been taken from [11], simulates a dam break in a
two-layer system. The initial conditions are given by

09 ifxz<b
h 0) = ’ h 0O)=1—-h 0
1(,0) {0_1 o> 5. 2(z,0) 1(,0),

and ¢q1(z,0) = g2(x,0) = 0, for = € [0,10]. The ratio of densities has been
taken as r = 0.99. The problem has been solved using a mesh with 200 grid
points until time ¢t = 20, with CFL number 0.9. Open boundary conditions
have been imposed.

Figure 13 compares the results obtained. As it can be seen, in first
order the best results are obtained with the OS-Newman-4 and OS schemes,
followed by OS-Halley-2 and OS-Cheb-4, while HLL is not able to capture
the structure of the interface. On the other hand, in third order all the
schemes perform equally well, being HLL the one that gives the less precise
results.

7.2. Transcritical fluz with shock

The initial condition for this test, previously considered in [12], consists
in an internal dam break over a non-flat bottom, that eventually produces
a stationary transcritical solution with a shock. Specifically, the initial con-
ditions are given by ¢i(x,0) = ¢2(z,0) =0,

0.48 forx <0
hi(z,0) = ’ ha(x,0) = H(x) — h1(z,0),
1(@,0) {0.02 for x > 0, 2(,0) (@) 1(z,0)

and the bottom topography is defined by

1
H(x) =1-— §€_x2, T € [—5,5]
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Figure 13: Test 7.1. Left: heights. Right: velocities. Top: first order . Bottom: third
order.

Open wall boundary conditions have been imposed, and the ratio of densities
has been chosen as r = 0.998.

The numerical solutions have been computed on a mesh with 200 grid
points until time ¢ = 100, with CFL number 0.9. Figure 14 shows the re-
sults obtained, where the reference solution has been calculated using Roe’s
method with 12800 points. As it can be observed, in first order the OS-
Newman-4 and OS schemes provide the best resolution of the interface,
followed by OS-Halley-2 and OS-Cheb-4; on the other hand, HLL is unable
to resolve the complex structure of the interface. Of course, the situation
improves when the third-order versions of the schemes are used. However,
it should be noted that HLL presents a worse resolution near discontinuities
than any of the other schemes considered. This is better seen in Figure 15,
where a closer view of the shock has been plotted. This fact indicates that
the choice of the first order solver to be used as building block in high-order
schemes is important, specially when the solution presents complex features.
Also in Figure 15 it is seen that although the third-order OS-Newman-4 and
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Figure 14: Results for test 7.2. Left: free surface, interface and bottom. Right: velocities.
Top: first order. Bottom: third order
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Figure 15: Closer view of the shock at the interface in test 7.2. Left: first order. Right:
third order.

OS schemes perform similarly, OS presents more pronounced oscillations
near the shock. Finally, the relative CPU times with respect to the first-
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order OS scheme are shown in Table 5.

Table 5: Test 7.2: Relative CPU times with respect to the first-order OS solver.

Method CPU (first order) CPU (third order)
OS 1.00 2.98
OS-Cheb-4 0.15 0.51
OS-Newman-4 0.37 1.17
OS-Halley-2 0.44 1.39
HLL 0.06 0.24

8. Conclusions

We have proposed a new kind of Riemann solvers for conservative and
nonconservative hyperbolic systems, which are based on a simplified version
of the classical Osher-Solomon scheme. The Osher-Solomon solver relies on
the evaluation of the integral of the absolute value matrix of the flux Ja-
cobian through a path linking states in phase space. This integral can be
approximated by an appropriate quadrature formula, as it was also done
in [19, 20]. To avoid the evaluation of the absolute value matrices at the
quadrature points, which would require the computation of the eigenstruc-
ture of the system, we have proposed several ways to approximate them
accurately and efficiently. In particular, Chebyshev polynomial approxi-
mations and two kinds of rational approximations (based on Newman and
Halley functions) have been considered. To construct the associated approx-
imate Osher-Solomon schemes, only a bound on the spectral radius of the
Jacobian is needed. The proposed schemes have been compared with the
Osher-Solomon scheme proposed in [19, 20], Roe and HLL. An additional
feature of our schemes is that no entropy-fix is needed.

Different initial value Riemann problems for ideal gas dynamics, magne-
tohydrodynamics and multilayer shallow water equations have been consid-
ered to test the performances of the approximate Osher-Solomon schemes.
The numerical tests indicate that the proposed schemes are robust, stable
and accurate with a satisfactory time step restriction. In particular, rational-
based methods are found to be superior for problems with a complex inter-
nal wave pattern. Approximate Osher-Solomon schemes thus provide an
efficient alternative when approximating time-dependent solutions in which
the spectral decomposition is complex or computationally expensive.
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Appendix A. Implementation of the OS-Chebyshev scheme

Consider the numerical flux (11) written as

F(w;) + F(w; 1 1 ~(k
Frors = (w;) + F( +1)_2Zwk(P()
k=1

2 i+1/2(wi+1 - wi)). (A-1)

It is clear that the matrices ]Af’l(f)l /2

only the vectors ]Bz(f)l /2(wi+1 — w;) are involved in the flux formula. For the
sake of clarity, the index ¢ will be dropped in what follows, unless necessary.

Then, we focus on the computation of

need not to be computed explicitely, as

PR Aw = DNEIP(ADTTAM) Aw, k=1,...,q,
where Aw = w; 11 —w; and Afff&x is the eigenvalue of A*) = A(w; + sk (wip1—
w;)) with the largest absolute value (see Section 4).
The Chebyshev polynomial P(z) = 7o,(x) is given by (13), so we can
write

p
B A = |A),| (ako £y ajwwl) | (A-2)
j=1
where ‘
2 4 (=1)itt .
ap = —, Q5 = J:L"'7p>

T T r(2j-1)(2j+1)
and the vectors W27 are given by
W = Ty (IANE) |7 AR)) A,
From (14), W can be recursively defined as follows:
o W = Aw.
o W =202 (AW)2Aw — Aw.
o W = gAEL |2 (AW W22 _ ogyl2i=2 i) for j > 2.

The above expressions allow an efficient implementation of the OS-Chebyshev
method. This is the form in which the numerical experiments in Sections 6
and 7 have been performed.

In many cases, the Jacobian matrix A(w) may be difficult or expensive
to compute, so from a practical point of view it is interesting to implement
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the scheme without explicitely calculating the Jacobian. Following [37], the
product of the Jacobian A(w) by a given vector v can be expressed using
the finite difference formulation

which leads to the following approximation:

A(w)%%F(w—l—F(w+€v)—F(w))—F(w)
- ;

where € has to be chosen small relative to the norm of w. Then, the vector
W is now given by

4

k
e M2

—ow =2 _ 24

Wi _ (F(w(k> T F(w® + W) _ pu®)) - F(w(k)))

(A-3)

where w*) = w; + Sgp(wit1 — w;); W2 is redefined in a similar way. Thus,
expressions (A-1), (A-2) and (A-3) provide a free-Jacobian implementation
of the OS-Chebyshev scheme, in which only evaluations of the flux function
F(w) are involved.
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