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Abstract

In some applications, it is reasonable to assume that geodesics (rays) have a consis-
tent orientation so that Maxwell’s equations may be viewed as an evolution equation
in one of the spatial directions. With such applications in mind, we propose a new
Eulerian geometrical-optics method, dubbed the fast Huygens sweeping method, for
computing Green’s functions of Maxwell’s equations in inhomogeneous media in the
high-frequency regime and in the presence of caustics. The first novelty of the fast
Huygens sweeping method is that a new dyadic-tensor type geometrical-optics ansatz is
proposed for Green’s functions which is able to utilize some unique features of Maxwell’s
equations. The second novelty is that the Huygens-Kirchhoff secondary source prin-
ciple is used to integrate many locally valid asymptotic solutions to yield a globally
valid asymptotic solution so that caustics associated with the usual geometrical-optics
ansatz can be treated automatically. The third novelty is that a butterfly algorithm
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is adapted to carry out the matrix-vector products induced by the Huygens-Kirchhoff
integration in O(N logN) operations, where N is the total number of mesh points, and
the proportionality constant depends on the desired accuracy and is independent of
the frequency parameter. To reduce the storage of the resulting traveltime and ampli-
tude tables, we compress each table into a linear combination of tensor-product based
multivariate Chebyshev polynomials so that the information of each table is encoded
into a small number of Chebyshev coefficients.

The new method enjoys the following desired features: (1) it precomputes a set
of local traveltime and amplitude tables; (2) it automatically takes care of caustics;
(3) it constructs Green’s functions of Maxwell’s equations for arbitrary frequencies
and for many point sources; (4) for a specified number of points per wavelength it
constructs each Green’s function in nearly optimal complexity in terms of the total
number of mesh points, where the prefactor of the complexity only depends on the
specified accuracy and is independent of the frequency parameter.

Three-dimensional numerical experiments are presented to demonstrate the perfor-
mance and accuracy of the new method.

1 Introduction

We consider the time-harmonic frequency-domain Maxwell’s equations in a linear,
isotropic and nonmagnetic dielectric medium,

∇×∇×G(r; r′)− k2
0m

2(r)G(r; r′) = Iδ(r − r′), r′, r ∈ Ω,

where the Sommerfeld radiation condition is imposed at infinity, Ω is a volume, m(r)
is the index of refraction, k0 is a large parameter, I is the 3 by 3 identity matrix, δ
is the Dirac-delta function, ∇ is the gradient operator, and the dyad G(r; r′) as a 3
by 3 matrix-valued function mapping a 3-component vector to another 3-component
vector is the electric Green’s function at a point r = (x, y, z)T due to the source at r′ .
Since this equation arises in a variety of applications, ranging from optics, microwaves,
antennas and radars, it is highly desirable to develop efficient and accurate numerical
methods for Maxwell’s equations. When the frequency parameter k0 is large, the
solution of Maxwell’s equations is highly oscillatory so that it is very costly for a direct
method to resolve these oscillations due to so-called numerical dispersion or pollution
errors [3]. Therefore, we seek alternative methods, such as asymptotic methods, to solve
Maxwell’s equations in the high frequency regime. In this paper, we propose a new
Eulerian geometrical-optics method, which we call the fast Huygens sweeping method,
for Maxwell’s equations in the high frequency regime and in the presence of caustics.
The new method consists of three critical elements: a novel Eulerian geometrical-optics
ansatz, the Huygens secondary source principle, and a modified butterfly algorithm for
constructing low-rank matrix approximations, and the resulting algorithm can compute
the Green’s function of Maxwell’s equations in almost linear complexity in terms of the
total number of mesh points when the underlying wave field is sampled with a fixed
number of points per wavelength.
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In [29, 41] we have applied the standard geometrical-optics ansatz to Helmholtz
equations in the process of designing fast Huygens sweeping methods in inhomogeneous
media in the high frequency regime. Unlike the Helmholtz equation which is a scalar
equation, Maxwell’s equations are a system of equations for electric-magnetic fields
with some unique features. It turns out that these features enable us to design a
novel Eulerian geometrical-optics ansatz. This ansatz for the Green’s function consists
of three non-oscillatory functions, a phase (traveltime) function satisfying an eikonal
equation, an amplitude function solving a transport equation, and a polarization dyadic
function satisfying a system of advection equations. Since it is very complicated to
directly compute the polarization dyad by solving the system of advection equations,
we propose a reformulation so that the polarization dyad can be constructed from some
auxiliary quantities which can be computed easily.

As is well known and is illustrated in many contexts [5, 14, 26, 29, 41], classical
geometrical-optics ansatz fails at caustics; moreover, caustics will occur with high prob-
ability for wave propagation in inhomogeneous media [53]. A natural question arises:
how to treat caustics when applying geometrical optics to computing the Green’s func-
tion for Maxwell’s equations in a linear, isotropic and nonmagnetic dielectric medium?
To treat caustics we will use the Huygens secondary source principle. It has been shown
in [2, 33, 47] that the isotropic eikonal equation with a point-source boundary condition
has a locally smooth solution near the point source except at the source point itself (but
the squared eikonal is smooth at the source [29, 28, 41]). This implies that caustics will
not develop right away from the source point in isotropic media, such as isotropic, di-
electric media, which are considered here. Based on this observation and the Huygens
secondary source principle, we can integrate locally valid asymptotic Green’s functions
into a globally valid asymptotic Green’s function by using the Huygens-Kirchhoff inte-
gral so that caustics associated with the usual geometrical-optics ansatz can be treated
automatically.

To go beyond caustics, we assume that geodesics (rays) have a consistent orientation
so that Maxwell’s equations may be viewed as an evolution equation in one of the
spatial directions, and this is a reasonable assumption for many applications such as
lasers [6, 7], nano-optics [35], and electro-magnetic methods for geophysical exploration
[59]. Thus along the consistent orientation, we partition the computational domain
into subdomains or layers satisfying certain properties and then develop a layer-by-
layer sweeping solver for the wave field by the Huygens principle. Specifically, the first
layer is identified as a local neighborhood of the primary source except the source-
point itself, where the asymptotic Green’s function is locally valid. Next, we set up
secondary sources on the boundary of the first layer which is regarded as the first
secondary-source plane, and we further identify the second layer as the region where
asymptotic Green’s functions excited by secondary sources are valid. Then, we apply
the Huygens-Kirchhoff integral identity to carry out an integration along the first
secondary-source plane, so that we can synthesize information from those secondary
sources to construct the globally valid Green’s function for the primary source in the
second layer. Repeating this process, we can sweep through the whole domain to
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obtain the globally valid Green’s function for the primary source, and caustics are
automatically taken care of during this sweeping process.

So the question now is how to implement the above sweeping strategy efficiently. To
tackle this challenging problem, we must surmount several obstacles. The first obstacle
is that the traveltime and amplitude functions for the eikonal and transport equations
with point-source conditions have upwind singularities at the source point, making
it difficult to compute these two functions with high-order accuracy; moreover, the
occurrence of the Laplacian of the traveltime in the transport equation makes solving
the transport equation an even more delicate task. To deal with this obstacle, we use
our newly developed high-order schemes for computing the first-arrival traveltimes and
amplitudes as illustrated in [26, 30, 29, 28].

The second obstacle is how to store many tables of traveltime, amplitude, and
polarization dyad that our sweeping strategy will generate for those specified secondary
sources. This storage issue is critical as we are aiming at solving both 3-D Maxwell’s
equations in the high frequency regime. To reduce data storage, we compress each table
into a linear combination of tensor-product based multivariate Chebyshev polynomials
so that the information of each table is encoded into a small number of Chebyshev
coefficients. Computationally, such compression leads to a significant storage reduction
and efficient memory accesses.

The third obstacle is how to carry out efficiently the dense matrix-vector products
induced by the Huygens-Kirchhoff integration. Let n be the number of mesh points
along each coordinate direction of the computational domain, so that the total number
of mesh points is N = nd in the d-dimensional case. Because we are interested in the
asymptotic solution everywhere in the computational domain, the solution at observa-
tion points (receivers) in the 3-D case corresponds to the result of some matrix-vector
products. In the 3-D case, straightforward implementation of the above matrix-vector
products will lead to O(N

4
3 ) operations for each 2-D plane of receivers, and the total

computation cost will be O(N
5
3 ) as we need to carry out such matrix-vector products

for roughly N
1
3 planes of receivers. Such computational cost is far too high to make our

strategy practical. Therefore, to tackle this difficulty, we adapt to our application the
multilevel matrix decomposition based butterfly algorithm [32, 36, 55, 10, 13, 28, 41].
The resulting butterfly algorithm allows us to carry out the required matrix-vector
products with the total computational cost of O(N logN) complexity, where the pro-
portionality constant depends only on the specified accuracy and is independent of the
frequency parameter k0. Such low-rank rapid matrix-vector products are responsible
for the adjective “fast” in the name “fast Huygens-sweeping method” of our method.

The fast Huygens-sweeping method also has two unique merits which may be at-
tributed to the precomputed tables of traveltime, amplitude, and polarization dyad.
The first merit is that because the traveltime, amplitude, and polarization dyad func-
tions are independent of the frequency parameter, those tables can be used to construct
asymptotic Green’s functions at a given primary source for arbitrary frequencies. The
second merit is that those tables can be used to construct asymptotic Green’s functions
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at many other primary sources for arbitrary frequencies as well. These two merits are
much desired in many applications, such as nano-optics and electro-magnetic methods
for geophysical exploration.

1.1 Related work

The high-order schemes for the eikonal and transport equations that we are using
here were developed in [26, 30, 29], which in turn are based on Lax-Friedrichs sweep-
ing [19, 58, 51, 57, 46], weighted essentially non-oscillatory (WENO) finite difference
approximation [37, 24, 18, 17], and factorization of the upwind source singularities
[38, 56, 16, 26, 30, 27, 29]. To treat the upwind singularity at the point source, an
adaptive method for the eikonal and transport equations has been proposed in [42] as
well. See [5, 14] for reviews on Eulerian geometrical optics.

The idea of compressing a traveltime table into a small number of coefficients in a
certain basis has been used frequently in seismic imaging by the geophysical community.
Here we use the tensor-product based Chebyshev polynomials as the basis to compress
the tables of traveltime, amplitude and polarization dyad, as inspired by the work in
[1].

To construct global asymptotic solutions for the Helmholtz equation or Maxwell’s
equations even in the presence of caustics, there exist three possible approaches in the
literature. The first approach is based on Ludwig’s uniform asymptotic expansions at
caustics [25, 9] which require that the caustic structure be given. The second approach
is based on the Maslov canonical operator theory [31]. Although the Maslov theory is
beautiful, it is not so useful as it requires identifying where caustics occur first before the
theory can be applied; in practice, caustics can occur anywhere along a central ray in an
inhomogeneous medium with a high probability as shown in [53]. The third approach is
based on Gaussian beam methods [11, 39, 45, 54, 22, 49, 48]. Although Gaussian beam
methods can treat caustics automatically along a central ray, the method itself suffers
from expensive beam summation and exponential growth of beam width as analyzed
and illustrated in [22, 43, 44, 20, 21, 34, 48], and such shortcomings sometimes have
hindered applications of Gaussian beam methods to complicated inhomogeneous media.
In addition, Benamou et al. [6, 7] designed an Eulerian geometrical-optics method for
computing high-frequency electromagnetic fields in the vicinity of fold caustics. Our
proposed new method is different from the above approaches.

The origin of the multilevel-matrix decomposition based butterfly algorithm can be
traced back to the work [32], and it has been further developed in [36, 55, 10, 13]. In
this work, we are using the version of the fast butterfly algorithm first developed in [10]
and further analyzed in [13]. In [28, 41], a version of the fast butterfly algorithm was im-
plemented for Helmholtz equations. The significance of the fast butterfly algorithm for
high-frequency wave computation was illustrated in a recent work [15]. Engquist and
Zhao [15] showed that the ε-approximate separability of G(r; r′) = A(r; r′)eik0τ(r;r′)

has k0-dependent lower and upper bounds when r ∈ X and r′ ∈ Y with X ⊂ R3 and
Y ⊂ R3 disjoint and compact. This result has two implications. The first implication is
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that when k0 is fixed, the matrix corresponding to the discretized Green’s function will
have finite ε-numerical ranks no matter how dense the sampling is; consequently, low-
rank structures exist in the corresponding matrix when the wavefield is over-resolved
per wavelength, which is not optimal in practice. The second implication is that when
k0 increases, the ε-numerical rank for the corresponding matrix increases as well so
that no obvious low-rank structure exists when the wavefield is resolved with a fixed
number of points per wavelength. To create low-rank structures in the corresponding
matrix, we have to set up the two sets X and Y in a k0-dependent manner which
is exactly the departure point for fast butterfly algorithms in [10, 28, 41] and in the
current paper.

1.2 Layout

The rest of the paper is organized as follows. In section 2, we present details of
constructing a locally valid dyadic Green’s function. In section 3, we present our fast
Huygens-sweeping method for constructing a globally valid dyadic Green’s function,
along with the details of implementation and the complexity analysis. In section 4, we
study several numerical examples to illustrate the effectiveness of our method.

2 Eulerian geometrical optics for Maxwell’s equa-

tions

2.1 Maxwell’s equations

The time-harmonic frequency-domain Maxwell’s equations in a linear, isotropic, and
non-magnetic dieletric medium bounded by a volume Ω can be written as the following,

∇×H = −iωε0εE + J , (1a)

∇×E = iωµ0H, (1b)

where the electric field E, the magnetic field H, and the current density J are 3-
component vector functions in r = (x, y, z)T , ω is the angular frequency, µ0 is the
magnetic permeability of vacuum, ε0 is the permittivity of vacuum, ε(r) = m2(r) is
the dielectric function of the medium with m(r) being the index of refraction, and
∇ = [∂x, ∂y, ∂z]

T is the gradient operator at point r.
Since the electric field E in Ω satisfies

∇×∇×E(r)− k2
0m

2(r)E(r) = iωµ0J(r), r ∈ Ω, (2)

we have

E(r) = iωµ0

∫
Ω
G(r; r′)J(r′)dr′, (3)
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where the Green’s function G satisfies

∇×∇×G(r; r′)− k2
0m

2(r)G(r; r′) = Iδ(r − r′), r′, r ∈ Ω, (4)

as well as the Sommerfeld radiation condition at infinity. Here the free-space wavenum-
ber k0 = 2π

λ = ω
√
ε0µ0 is a large parameter depending on the angular frequency ω, and

λ is the free-space wavelength. So the question is how to compute the dyadic Green’s
function G.

2.2 Geometrical-optics ansatz for dyadic Green’s func-
tions

We are interested in the dyadic Green’s function G in equation (4) with a primary
source r′ = r0 = (x0, y0, z0)T in the high frequency regime.

In a homogeneous medium, say m(r) = m0, the dyadic Green’s function G has the
following explicit form [12]

G(r; r0) =

(
I +

∇∇
k2

0m
2
0

)(
eik0m0|r−r0|

4π|r − r0|

)
, (5)

which can be expanded to

G(r; r0) =
eik0m0|r−r0|

4π|r − r0|

[
I − r̃r̃T +

i(I − 3r̃r̃T )

k0 m0|r − r0|
− (I − 3r̃r̃T )

k2
0 m

2
0|r − r0|2

]
, (6)

where I is the identity dyad and

r̃ =
r − r0

|r − r0|
.

In the high frequency regime, k0 is considered to be large so that we can drop the last
two terms inside the square brackets of equation (6) and obtain

G(r; r0) ≈ 1

4π|r − r0|
eik0m0|r−r0|(I − r̃r̃T ). (7)

Motivated by this, in an inhomogeneous medium, we are looking for the solution of
the Green’s function G in the form of geometrical-optics (GO) ansatz

G(r; r0) = A(r; r0)eik0τ(r;r0)P (r; r0) +O
(

1

k0

)
≈ A(r; r0)eik0τ(r;r0)P (r; r0), (8)

where A is the amplitude function, τ is the traveltime function, and P is the polariza-
tion dyad which is a 3 by 3 dyad of rank 2.
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Since the Green’s function G is composed of three electric fields, Ej , due to the
current density Jj ,

Jj(r
′; r0) =

δ(r′ − r0)

iωµ0
ej , (9)

where ej is the j-th column of I for j = 1, 2, 3, we study equations for asymptotic
components of each electric field separately. Letting the j-th column of polarization
dyad P be the vector pj , we have by equation (8),

Ej ≈ A(r; r0)eik0τ(r;r0)pj(r; r0).

In the region away from the source r0, plugging the above asymptotic ansatz into
equation (2), we obtain

(ik0)2
(
A∇τ · ∇τpj −Am2pj

)
+

ik0 (2∇τ · ∇Apj + 2A(∇τ · ∇)pj +A∆τpj + 2A(∇ logm · pj)∇τ) +

∆Apj + 2(∇A · ∇)pj +A∆pj + 2A∇(∇ logm · pj) + 2(∇ logm · pj)∇A = 0.

(10)

Meanwhile, since ∇ · (m2Ej) = 0 in the source-free region, we have

ik0(m2A)∇τ · pj +∇(m2A) · pj +m2A∇ · pj = 0. (11)

Equating to zero the coefficients of k2
0 and k0 in equations (10) and (11), we obtain the

eikonal equation for the traveltime function τ ,

|∇τ(r; r0)| = m(r), (12)

and equations for A and pj ,

2(∇τ · ∇A)pj + 2A(∇τ · ∇)pj +A∆τpj + 2A(∇m · pj)
∇τ
m

= 0, (13)

and
∇τ · pj = 0. (14)

By applying the method of characteristics to the eikonal equation (12), the ray
trajectory emanating from the source r0 and passing through r satisfies

ṙ =
∇τ(r; r0)

m(r)
= t(1)(r; r0), (15)

d

ds
[∇τ(r; r0)] = ∇m(r), (16)

where the over-dot means differentiation with respect to the arclength s, and t(1)

denotes the ray tangent and also the arrival direction at r. By equations (14) and
(15), we see that the polarization vector pj along each ray is perpendicular to the ray
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tangent. Assuming further that the polarization vector pj(r; r0) has a constant norm
along r(s), we have

pj ·
(
∇τ
m
· ∇
)
pj = pj · (ṙ · ∇)pj = pj · ṗj = 0. (17)

Therefore, taking dot product of both sides of equation (13) with pj and using equa-
tions (14) and (17), we obtain the transport equation for the amplitude function A,

∇τ(r; r0) · ∇A(r; r0) +
1

2
A(r; r0)∆τ(r; r0) = 0. (18)

It follows that equation (13) can be reduced to

m(r)(∇τ(r; r0) · ∇)pj(r; r0) + (∇m(r) · pj(r; r0))∇τ(r; r0) = 0; (19)

due to equations (14) and (15), this can be further written as

ṗj = −(ṫ(1) · pj)t(1), (20)

indicating that along the ray r(s), ṗj is parallel to the ray tangent t(1).
In a small neighborhood of the primary source r0, m(r) approximately equals m(r0)

so that we expect that the GO ansatz (8) is consistent with the asymptotic ansatz (7)
for a constant index of refraction m(r0). Therefore, we enforce the following initial
conditions at the primary source r0:

lim
r→r0

(
τ(r; r0)

|r − r0|
−m(r0)

)
= 0, (21)

lim
r→r0

(
A(r; r0)− 1

4π|r − r0|

)
= 0, (22)

and
lim
r→r0

(
pj(r; r0)− (I − r̃r̃T )ej

)
= 0, (23)

respectively. In the above limits, r → r0 should be understood in the sense that
r approaches r0 along its ray r(s) as s → 0+. Consequently, imposing these three
source-point conditions, we can solve equation (12) for traveltime τ , equation (18) for
amplitude A, and equations (14), (17) and (19) for polarization vectors pj .

Since coefficients in equations (14), (17), (18), and (19) depend on traveltime τ , we
compute τ first, and then the amplitude A and polarization vectors pj . However, the
complicated PDE system of equations (14), (17) and (19) with the boundary condition
(23) make computing pj difficult.

Extending an approach due to Popov and Psencik (Section 2 in [40]), we next
show how to efficiently compute the polarization dyad P by first introducing an easily
computed auxiliary moving frame.
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2.3 Constructing the polarization dyad P

The two properties of pj , the perpendicularity to the ray tangent (14) and the norm
invariance (17) along the ray r(s), imply that we can rewrite the polarization vector
pj as follows:

pj(r; r0) = pj

(
B(1)(r; r0) cosφ(r; r0)−C(1)(r; r0) sinφ(r; r0)

)
, (24)

where pj ≥ 0 is a constant. Here B(1) and C(1) are vectors defined through

B(1)(r; r0) =
t(1)(r; r0)× `

|t(1)(r; r0)× `|
, C(1)(r; r0) = t(1)(r; r0)×B(1)(r; r0), (25)

with the reference vector ` selected according to certain rules which will be detailed
later, so that {t(1),B(1),C(1)} form a moving orthogonal coordinate system along the
ray r(s), and the unknown φ is the rotation angle from B(1) to pj in a counterclockwise
direction in the plane perpendicular to t(1).

Clearly, pj in equation (24) of a constant norm pj is perpendicular to the ray tangent
t(1). To determine the scalar unknown φ(r; r0), we make use of the third property,
equation (20).

Along r(s), the derivative of pj with respect to the arclength s satisfies

ṗj = pj

(
−B(1) sinφ φ̇+ Ḃ(1) cosφ−C(1) cosφ φ̇− Ċ(1) sinφ

)
. (26)

From equation (20), we have ṗj · B(1) = 0 and ṗj · C(1) = 0. Using the following
relations,

B(1) · Ḃ(1) = 0, C(1) · Ċ(1) = 0,

B(1) ·C(1) = 0, B(1) · Ċ(1) = −C(1) · Ḃ(1),

we obtain
φ̇ = C(1) · Ḃ(1). (27)

Using equations (15) and (16), we simplify the above equation and arrive at the
following governing equation for φ,

∇τ
m
· ∇φ = φ̇ =

[
−(t(1) · `)∇ logm+ ˙̀

]
· (t(1) × `)

|t(1) × `|2
. (28)

Since φ(r; r0) at the source r0, say φ(0)(r; r0) = lims→0+ φ(r; r0), varies depending
on ray r(s), we compute the difference Φ(r; r0) = φ(r; r0)−φ(0) instead of φ, satisfying
the same equation (28) with the zero initial condition limr→r0 Φ(r; r0) = 0.

To simplify the problem, we further assume that the vector ` does not change along
each ray r(s) so that Φ is governed by

∇τ · ∇Φ = mΦ̇ =

[
−(t(1) · `)∇m

]
· (t(1) × `)

|t(1) × `|2
. (29)
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To establish the relation between pj and Φ, we derive the following equation. Along
the ray r = r(s), by (15), (21), and the L’hopital’s rule, we have

lim
s→0+

r̃(s) = lim
s→0+

r(s)− r0

|r(s)− r0|
= m(r0) lim

s→0+

r(s)− r0

τ(r(s); r0)

= m(r0) lim
s→0+

ṙ(s)

∇τ(r(s); r0) · ṙ(s)
= lim

s→0+

ṙ(s)

ṙ(s) · ṙ(s)
= lim

s→0+
ṙ(s),

which is the take-off direction of the ray r = r(s) from r0, denoted by t(0)(r; r0).
Since the take-off direction t(0) varies depending on rays and does not change along

each ray r(s), i.e. ṫ(0) = 0, we have

(∇τ · ∇)t(0) = 0, (30)

with the initial condition

lim
r→r0

[
t(0)(r; r0)− r̃

]
= lim

s→0+

[
t(0)(r; r0)− r̃

]
= 0. (31)

Once t(0) is found, we have by the initial condition (23)

lim
s→0+

pj(r(s); r0) = lim
s→0+

(I − r̃r̃T )ej = [I − t(0)t(0)T ]ej . (32)

Let vectors B(0) and C(0) be defined through (25) with t(1) replaced by t(0). By
equation (24),

lim
s→0+

pj(r(s); r0) = pj

(
B(0)(r; r0) cosφ(0) −C(0)(r; r0) sinφ(0)

)
. (33)

Thus, by equation (32), we have

[I − t(0)t(0)T ]ej = pj

[
t(0) B(0) C(0)

]
0

cosφ(0)

− sinφ(0)

 . (34)

Therefore, equation (24) becomes

pj = pj

[
t(1) B(1) C(1)

]
0

cos(Φ + φ(0))

− sin(Φ + φ(0))



= pj

[
t(1) B(1) C(1)

]
1 0 0

0 cos Φ sin Φ

0 − sin Φ cos Φ




0

cosφ(0)

− sinφ(0)
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=
[
t(1) B(1) C(1)

]
1 0 0

0 cos Φ sin Φ

0 − sin Φ cos Φ




t(0)T

B(0)T

C(0)T

 [I − t(0)t(0)T ]ej

(35)

so that the polarization dyad P = [p1,p2,p3]T satisfies

P =
[
t(1) B(1) C(1)

]
1 0 0

0 cos Φ sin Φ

0 − sin Φ cos Φ




t(0)T

B(0)T

C(0)T

 [I − t(0)t(0)T ]

=
(
B(1)B(0)T + C(1)C(0)T

)
cos Φ +

(
B(1)C(0)T −C(1)B(0)T

)
sin Φ. (36)

Consequently, the electric Green’s function G takes the following form

G ≈ Aeik0τ
[(

B(1)B(0)T + C(1)C(0)T
)

cos Φ +
(
B(1)C(0)T −C(1)B(0)T

)
sin Φ

]
.

(37)
In summary, to compute G(r; r0) by equation (37), we need to carry out the fol-

lowing steps: first, solve the eikonal equation (12) with the initial condition (21) for
traveltime τ and obtain the arrival direction t(1) by equation (15), and the related two
orthonormal vectors B(1) and C(1); next, solve the transport equation (18) with the
initial condition (22) for amplitude A, and solve equation (30) with the initial condition
(31) for the take-off direction t(0) so as to obtain the two orthonormal vectors B(0)

and C(0); finally, solve equation(29) with the zero initial condition for Φ.

2.4 Rule of choosing the reference vector `

According to the previous subsection, we enforce the following properties on the vector
`: the vector ` is not allowed to be parallel to t(i) so that B(i) and C(i) in equation
(37) are well-defined for i = 0, 1, and the vector ` is not allowed to change along each
ray so that equation (29) holds.

In practice, we choose the vector ` to be some ej for j = 1, 2, 3 by the following
rule: at any point r 6= r0, along the ray traced out from r0 to r:

1. if |t(0)(r; r0) · e1| ≤
√

2/2 and |t(1)(r; r0) · e1| ≤
√

2/2, then `(r; r0) = e1;

2. else if |t(0)(r; r0) · e2| ≤
√

2/2 and |t(1)(r; r0) · e2| ≤
√

2/2, then `(r; r0) = e2;

3. else, `(r; r0) = e3.

Consequently, it is not difficult to check that ` is never parallel to t(0) and t(1) at any
point r. However, two potential problems may occur: first, along different rays, the
vector ` may vary; second, along a certain ray which is very curved, ` may change
from one direction to another so that the vector ` becomes piecewisely discontinuous.
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Therefore, equation (29) holds except at discontinuities so that a difficulty arises for the
computation of Φ. To tackle this difficulty, we propose an effective numerical algorithm
for solving equation (29).

For simplicity, we will use Φ(r) to denote Φ(r; r0) in the following. Suppose that
at a certain stage we need to use the available value of Φ(rj−1) to compute Φ(rj), but
`(rj−1) is different from `(rj) due to one of the two mentioned problems; for instance,
`(rj−1) = e1 and `(rj) = e2. We cannot use Φ(rj−1) directly since the function Φ
depends on the choice of ` and represents different functions for different `; for the
sake of clarity we rewrite it as Φ(r; `) in the following. Our approach is applying a
transformation to obtain Φ(rj−1; e2) from Φ(rj−1; e1), and this can be further used to
compute Φ(rj ; e2).

Assume that {t(ν),B(ν),C(ν)} and {t(ν), B̃(ν), C̃(ν)} are two orthogonal coordinate
systems at rj−1 constructed from equation (25) with ` = e1 and ` = e2, respectively,
for ν = 0, 1. Then, there exist two angles α(0) and α(1) such that

[
t(ν) B(ν) C(ν)

]
=
[
t(ν) B̃(ν) C̃(ν)

]
1 0 0

0 cosα(ν) sinα(ν)

0 − sinα(ν) cosα(ν)

 , (38)

for ν = 0, 1, where α(ν) represents the rotation angle from B̃(ν) to B(ν) in the plane
perpendicular to t(ν).

Since the polarization dyad does not depend on the choice of the vector `, we have
by equations (36) and (38) that

P =
[
t(1) B̃(1) C̃(1)

]


1 0 0

0 cos(Φ(rj−1; e1) + α(1) − α(0)) sin(Φ(rj−1; e1) + α(1) − α(0))

0 − sin(Φ(rj−1; e1) + α(1) − α(0)) cos(Φ(rj−1; e1) + α(1) − α(0))




t(0)T

B̃(0),T

C̃(0),T

 [I − t(0)t(0)T ], (39)

indicating that
Φ(rj−1; e2) = Φ(rj−1; e1) + α(1) − α(0). (40)

Therefore, even though equation (29) does not hold at the discontinuities of ` ac-
cording to the rule of choosing the reference vector `, the above transformation provides
an effective way to change values of ` in a small neighborhood of each discontinuity so
that all discontinuities can be removed. Consequently, our iterative numerical scheme
works everywhere in the computational domain.
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2.5 Locally valid asymptotic solutions

Due to the Laplacian ∆τ in equation (18), we have to compute a third-order accu-
rate traveltime field so that a first-order accurate amplitude field can be obtained [42].
Furthermore, all four unknowns, traveltime, amplitude, take-off direction, and polar-
ization angle, have upwind singularities at the primary source r0 as the distance-like
traveltime is not differentiable at r0. Without special treatment, this upwind singular-
ities can induce large truncation error nearby the source, which can propagate over the
entire computational domain so that high-order methods can be influenced to have at
most first-order accuracy. Therefore, to treat the upwind singularities, we utilize the
factorization ideas in [26, 30, 29, 28] and the references therein to develop high-order
WENO based Lax-Friedrichs schemes for computing τ , A, t(0), and Φ. Consequently,
with the GO large-k0 ansatz (8) at our disposal, we can construct an asymptotic GO
solution for the Green’s function G(r; r0) in the whole computational domain.

However, since the viscosity-solution for the first-arrival traveltime field does not
contain later-arriving traveltimes [26, 30, 29, 28, 23], the constructed asymptotic Green’s
function cannot capture the interference effects due to multivaluedness of the travel-
time field and therefore is only valid before the occurrence of caustics. To get back
the interference effects, we utilize the Huygens secondary source principle as the back-
bone to relay the information carried by locally valid asymptotic solutions, and the
Huygens-Kirchhoff integration formula serves as the relay station.

As the polarization angle Φ depends closely on the ray-dependent vector `, we will
use the `-independent polarization dyad P instead of Φ and will refer to traveltime τ ,
amplitude A, take-off direction t(0), and polarization dyad P as the four GO asymptotic
ingredients in the following.

3 Huygens’ principle based globally valid Green’s

functions

3.1 Huygens-Kirchhoff formula

Consider an exterior region V bounded by two closed surfaces, an inner surface S and
an outer sphere Sr of radius r centered at r0 = (x0, y0, z0)T , both of which enclose the
primary source r0, as shown in Figure 1(a).

By equation (9), the j-th column of the Green’s function G, the electric field Ej

due to the current density Jj = 0 in V , satisfies

∇×∇×Ej(r; r0)− k2
0m

2(r)Ej(r; r0) = 0, r ∈ V, (41)

for j = 1, 2, 3. Thus, for any r′ ∈ V , we have by equation (4)

Ej(r
′; r0) =

∫
V
Ej(r; r0)δ(r − r′)dr,

=

∫
V
Ej(r; r0) ·

[
∇×∇×G(r; r′)− k2

0m
2(r)G(r; r′)

]
dr,
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Figure 1: The schematic view of Huygens’ Principle.

=

∫
V

[
Ej(r; r0) · ∇ ×∇×G(r; r′)−∇×∇×Ej(r; r0) ·G(r; r′)

]
dr

= −
∮
S+Sr

n(r) ·
[
Ej(r; r0)×∇×G(r; r′) +∇×Ej(r; r0)×G(r; r′)

]
dS(r),

(42)

where the Gauss divergence theorem is applied in the last equality, and n(r) denotes
the outward unit-normal vector to the boundary of V . Next, by letting r →∞ and by
virtue of the Sommerfeld radiation condition, the surface integration over Sr vanishes
so that we obtain the Huygens-Kirchhoff formula [12, 52]

Ej(r
′; r0) = −

∮
S
n(r) ·

[
Ej(r; r0)×∇×G(r; r′) +∇×Ej(r; r0)×G(r; r′)

]
dS(r),

(43)
for r′ ∈ Ω, the exterior domain outside the surface S. This formula indicates that
the electric field Ej(r

′; r0) away from S can be determined if Ej(r; r0) and the elec-
tric Green’s function G(r; r′) are available. By using the GO large-k0 ansatz for the
source r′ to approximate G(r; r′), the curl of the electric Green’s function can be
approximated as,

∇×G(r; r′) ≈ ik0∇τ(r; r′)×G(r; r′) + eik0τ(r;r′)∇× [A(r; r′)P (r; r′)]

≈ ik0∇τ(r; r′)×G(r; r′), (44)

where we retain the leading order term only. Furthermore, by using the following
vector relations

c · (a× b) = (c× a) · b,
(a× b) · (c× d) = (a · c)(b · d)− (a · d)(b · c),
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for a, b, c and d ∈ R3, equation (43) becomes

Ej(r
′; r0) ≈ −

∮
S

[
ik0

(
n(r) · ∇τ(r; r′)

)(
Ej(r; r0) ·G(r; r′)

)
−ik0

(
Ej(r; r0) · ∇τ(r; r′)

)(
n(r) ·G(r; r′)

)
+
(
n(r)×∇×Ej(r; r0)

)
·G(r; r′)

]
dS(r). (45)

Apparently, it is numerically expensive to compute ∇τ(r; r′) and G(r; r′) for r ∈ S
excited by sources r′ ∈ Ω since Ω is a manifold of higher dimension than S. However,
we can use the reciprocity to interchange the two arguments r and r′ so that sources
on S are involved instead. Specifically, the reciprocity states that

G(r; r′) = GT (r′; r), (46)

and the arrival direction of the ray from the source r′ to the receiver r is opposite to
the take-off direction of the ray from the source r to the receiver r′, yielding

∇τ(r; r′)

m(r)
= t(1)(r; r′) = −t(0)(r′; r). (47)

Thus, we have

Ej(r
′; r0) ≈

∮
S

[
ik0m(r)

(
n(r) · t(0)(r′; r)

)(
Ej(r; r0) ·GT (r′; r)

)
−ik0m(r)

(
Ej(r; r0) · t(0)(r′; r)

)(
n(r) ·GT (r′; r)

)
−
(
n(r)×∇×Ej(r; r0)

)
·GT (r′; r)

]
dS(r), (48)

for r′ ∈ Ω and for j = 1, 2, 3. This is the Huygens-Kirchhoff formula for a bounded
surface S enclosing the source r0.

To build up the Huygens-Kirchhoff formula for a wave field excited by the primary
source r0 = [x0, y0, z0]T when S is unbounded, such as a plane z = z∗ with z∗ > z0

as shown in Figure 1(b), we take V to be the region bounded by the disk S at z = z∗

centered at (x0, y0, z
∗) of radius r and the half sphere Sr above z = z∗ centered at

(x0, y0, z
∗) of the same radius r. Using the same analysis as for the case of S being

bounded, we obtain the same formula (48), where S becomes the infinite plane z =
z∗, Ω becomes the region above S: z > z∗, and n = [0, 0,−1]T . Consequently, by
equation (48), the (k, j) entry of the Green’s function G(r′; r0), the k-th element of
Ej(r

′; r0), can be expressed as

Gkj(r
′; r0) ≈

∮
S

[
ik0m(r)

(
Gk3(r′; r) t

(0)
1 (r′; r)−Gk1(r′; r) t

(0)
3 (r′; r)

)
G1j(r; r0)

+ik0m(r)
(
Gk3(r′; r) t

(0)
2 (r′; r)−Gk2(r′; r) t

(0)
3 (r′; r)

)
G2j(r; r0)

+Gk1(r′; r)
(
∂xG3j(r; r0)− ∂zG1j(r; r0)

)
+Gk2(r′; r)

(
∂yG3j(r; r0)− ∂zG2j(r; r0)

)]
dS(r), (49)

for k, j = 1, 2, 3, where t
(0)
j denotes the j-th element of the take-off direction t(0).

Formulas for z∗ < z0 can be derived similarly.
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3.2 Huygens principle based sweeping method

Based on the Huygens-Kirchhoff formula (48), we now develop a layer-by-layer sweeping
method to construct the globally valid Green’s function.

Since the viscosity solution based GO large-k0 ansatz (8) is valid in a local neigh-
borhood of r0, regarded as the first layer Ω1, the Green’s function G(r; r0) and its
gradient ∇G(r; r0) are available on the boundary of Ω1, denoted by S1. Then, we set
up secondary source points on S1, and identify a narrow layer where the asymptotic
Green’s function G excited by every selected secondary source point r ∈ S1 is valid.
The method of identifying the narrow layer will be addressed later below. We define
this narrow layer as the second layer Ω2 and denote its boundary by S2. We can
compute the four GO ingredients everywhere in Ω2 at every secondary source point on
S1, so that we can construct the Green’s function G(r′; r) and the take-off direction
t(0)(r′; r) for r′ ∈ Ω2 and r ∈ S1. Consequently, we can apply the Huygens-Kirchhoff
formula (48) on S1 to compute G(r′; r0) for all points r′ ∈ Ω2, and the Green’s func-
tion G(r; r0) and its gradient ∇G(r; r0) become available on S2. Repeating such a
process, we can compute the Green’s function everywhere by sweeping through the
whole domain in a layer-by-layer fashion.

As in [28], the way of dividing the whole domain into layers is based on the first-
arrival traveltime solution for the eikonal equation with a point-source condition. We
first solve the eikonal equation (12) with the boundary condition (21) for the first-
arrival traveltime τ(r; r0) in the whole domain. The first layer Ω1 can be defined as
the local neighborhood of r0 where τ is smooth since the first-arrival solution coincides
with the classic solution wherever it is smooth. Once we have found the first layer
Ω1 and its boundary S1, we set up a few secondary-source points on S1, compute the
first-arrival traveltimes for each individual source point, and determine the common
region where all first-arrival traveltimes are smooth. We regard this common region as
the second layer Ω2 and its boundary as the next secondary-source surface S2. This
process can be repeated so that all such layers cover the whole computational domain.
We remark that this domain-partition process needs to be done only once.

From the boundary conditions (22) and (23), we can see that both the amplitude
and the polarization dyad are singular at the point source so that the asymptotic
Green’s function will lose accuracy nearby the point source. Thus, we have to move
each secondary source surface Sj slightly closer to the primary source so that the
receiver points in the next layer Ωj+1 and the secondary source surface Sj are well-
separated. Therefore, the Huygens-Kirchhoff formula (48) can be applied to compute
G(r′; r0) in the next layer Ωj+1 since the four GO ingredients at sources on Sj are
accurate in Ωj+1. The Green’s function G in those missing portions is actually already
computed by either using the asymptotic GO ansatz for the primary source or using the
Huygens-Kirchhoff formula in the previous layer. In practice, since we are interested in
designing methods with efficiency independent of frequency, we will set a fixed distance
df > 0 to separate the source surface Sj from the receiver region Ωj+1 for all j.
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3.3 Planar-layer based Huygens sweeping

In the following, considering that the wave field under consideration directs along the
positive z direction, we assume that those non-overlapping layers Ωj are cuboids with
infinite lengths in x- and y- directions and all secondary-source surfaces Sj are planar
and perpendicular to the z- direction so that the Huygens-Kirchhoff formula is reduced
to equation (49).

Figure 2: A 2-D sketch of Huygens sweeping method. “large star”: primary source; “small
star”: secondary source; df : specify the distance from a secondary source plane in one layer
to the next layer; Green’s function excited by the large star at “circle”, “squared”, and
“diamond” points is computed by different approaches.

We use Figure 2 to illustrate the sweeping process, where the whole computational
domain, i.e., the dashed rectangle, is partitioned into three layers, the large star is the
primary source, smaller stars are secondary sources selected as mesh points on the same
secondary source plane, and each of the two secondary-source planes is within one layer
and is df > 0 wide away from the next layer. In layer 1, we directly use the asymptotic
GO method to compute the primary-source Green’s function at those circle points
(including the smaller stars) so that the value of the primary-source Green’s function
at those smaller stars (secondary sources) is available. Next, in layer 2, we compute
secondary-source Green’s functions excited by those smaller stars in layer 1 at the
squared points so that the Huygens-Kirchhoff formula (49) can be applied to compute
the primary-source Green’s function at those squared points. Once the primary-source
Green’s function at those smaller stars (secondary sources) in layer 2 is available, a
similar process can be used to compute the primary-source Green’s function at those
diamond points in layer 3. Consequently, the primary-source Green’s function in the
entire computational domain becomes available.

In general, the planar-based Huygens sweeping method can be summarized as fol-
lows.
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Algorithm 1.

• Offline Stage Precomputing asymptotic ingredients.

– Partition the computational domain into layers Ωj and identify secondary
source planes Sj .

– For each secondary source on Sj , compute the table of the four GO ingre-
dients: traveltime, amplitude, take-off direction, and polarization dyad at
each secondary source on a coarse mesh in the layer Ωj+1. In practice, we
only compute those tables for a coarse set of secondary sources since we can
interpolate the coarse tables to generate tables for a dense set of secondary
sources.

– The tables for the coarse set of secondary sources are stored (on a hard drive)
and can be used to construct the wave field for all high frequencies.

• Online Stage Given a free-space wavenumber k0, construct the primary-source
Green’s function layer by layer.

– At all secondary sources on Sj , the tables of the four ingredients, traveltime,
amplitude, take-off direction, and polarization dyad, are loaded from the
hard drive to construct the Green’s function G(r; r0) in the layer Ωj+1.

– For each table, first interpolate the data onto a finer mesh to resolve G and
then compute G(r; r0) by Huygens-Kirchhoff formula (49) with a quadrature
rule.

– If the sampling of secondary sources on the source plane Sj is not dense
enough, we can interpolate the tables from given source locations onto the
region bounded by these source locations. This is feasible because asymp-
totic ingredients are continuous functions of source locations. For instance, if
the four source points sA, sB, sC and sD are vertices of a rectangular region
ABCD of the mesh on Sj , and if tables at these four source points are com-
puted and are already interpolated onto the finer mesh in the corresponding
layer, we can interpolate the four tables to find the table onto the same finer
mesh at any source point inside the rectangular region ABCD.

To implement Algorithm 1, we need to overcome several obstacles. The first sig-
nificant obstacle is how to store many tables of the four ingredients generated by our
Huygens sweeping method as we are dealing with the nine-element electric Green’s
function for the 3-D Maxwell’s equations that involve the computation of four in-
gredients at many secondary sources. The second obstacle is how to carry out the
matrix-vector multiplications induced by the discretization of integrals in the Huygens-
Kirchhoff formula (49), where matrices are dense. We will address the two issues in
the subsequent sections.

3.4 Data tables and compression

To reduce data storage, we will follow the approach in [1, 28, 41] to compress each
data table into a linear combination of tensor-product based multivariate Chebyshev

19



polynomials so that the information in each table is encoded into a small number
of Chebyshev coefficients. In the setting here, there are 14 scalar tables in total to
be compressed, including traveltimes, amplitudes, take-off directions, and polarization
dyads.

To expedite reconstruction of information from those compressed tables, we will
follow the low-rank-matrices based approach in [28] which is equivalent to the Orszag
partial summation method [8].

3.5 Discretization of Huygens-Kirchhoff integral

Computationally, to evaluate the (k, j)-entry of the electric Green’s function G(r′; r0)
by equation (49) for k, j = 1, 2, 3, first we need to truncate the unbounded integration
domain S to a finite, bounded domain S̃ according to the specified computational do-
main for Maxwell’s equations. Fortunately, our method is based on geometrical optics
so that the numerical domain of dependence is mainly determined by outgoing rays,
and the corresponding asymptotic solutions satisfy the Sommerfeld radiation boundary
condition at infinity automatically. Thus, the truncation only affects accuracy of the
solution nearby the boundary of S̃. After truncation, we can discretize the bounded
domain S̃ so that a quadrature rule can be applied to approximate the integral in
equation (49).

In the high frequency regime, the dyadic Green’s function is highly oscillatory
so that we have to specify sufficient mesh points to sample the overall solution. In
principle, the optimal number of sampling points is arguably four to six mesh points
per wavelength in each direction. While it is difficult for direct methods such as finite-
difference or finite-element methods to obtain accurate numerical solutions in the high
frequency regime with such an optimal number of mesh points due to pollution or
dispersion errors [4, 3], geometrical-optics based Eulerian methods only require four
to six mesh points per wavelength to resolve the overall solution in the high frequency
regime and the latter has been verified numerically [28] and in the following examples.

Since, given the index of refraction m and the frequency parameter k0, the smallest
wavelength can be estimated to be λmin = 2π

k0mmax
, where mmax is the largest value of m

in the computational domain, we may estimate the number of waves in each direction in
the bounded computational domain, and we specify 4 to 6 mesh points per wavelength
in each direction accordingly. We remark that because of the scale separation inherent
in the geometrical-optics ansatz, the asymptotic ingredients can be computed on very
coarse meshes as they are independent of the frequency parameter k0. Only when
we construct the overall wave field do we need to specify enough sampling points
accordingly to capture each wave accurately.

Based on the above considerations, we are ready to discretize the integral (49).
Assume that the primary source r0 is given, and the truncated rectangular region S̃ is
discretized into a set of MS = Mx ×My uniform grid points with the same mesh size
h in both x- and y-directions so that the above sampling requirement of four to six
points per wavelength is satisfied. We apply the trapezoidal rule to approximate the
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integral over S̃ and obtain

Gkj(r
′; r0)

≈ h2
Mx∑
m=1

′′
My∑
n=1

′′

[(
Gk3(r′; smn) t

(0)
1 (r′; smn)−Gk1(r′; smn) t

(0)
3 (r′; smn)

)
ik0m(smn) G1j(smn; r0)

+
(
Gk3(r′; smn) t

(0)
2 (r′; smn)−Gk2(r′; smn) t

(0)
3 (r′; smn)

)
ik0m(smn) G2j(smn; r0)

+ Gk1(r′; smn)
(
∂xG3j(smn; r0)− ∂zG1j(smn; r0)

)
+ Gk2(r′; smn)

(
∂yG3j(smn; r0)− ∂zG2j(smn; r0)

)]
, (50)

for k, j = 1, 2, 3, where
∑′′

means that the first and last terms have a factor 1/2.
In the above, partial derivatives of Gkj(smn; r0) are estimated by numerical differen-

tiation since the Green’s function G(r; r0) is already known near the secondary-source
plane S̃; Mx and My are the number of grid points in the x- and y- directions, respec-
tively; {smn} are the MS mesh points (secondary sources) on S̃, and are re-enumerated
as {sm}MS

m=1. According to the partitioning strategy in Section 3.2, we are interested
in evaluating the Green’s function G(r′; r0) in a narrow layer Ω which is about df far
away from the source plane S̃, as shown in Figure 2. Therefore, we evaluate Gkj(r

′; r0)

at those mesh points (receivers) lying in the narrow layer Ω, enumerated as {rn}NR
n=1,

and we obtain
gkj = Uk1 f1j + Uk2 f2j + Uk3 f3j + Uk4 f4j , (51)

for k, j = 1, 2, 3, where

gkj = [Gkj(r1; r0), · · · , Gkj(rNR
; r0)]T ,

Uk1 = [t
(0)
1 (rn; sm) Gk3(rn; sm)− t

(0)
3 (rn; sm) Gk1(rn; sm)]1≤n≤NR,1≤m≤MS

,

Uk2 = [t
(0)
2 (rn; sm) Gk3(rn; sm)− t

(0)
3 (rn; sm) Gk2(rn; sm)]1≤n≤NR,1≤m≤MS

,

Uk3 = [Gk1(rn; sm)]1≤n≤NR,1≤m≤MS
,

Uk4 = [Gk2(rn; sm)]1≤n≤NR,1≤m≤MS
,

f1j = ik0h
2[m(s1) G1j(s1; r0), · · · , m(sMS

) G1j(sMS
; r0)]T ,

f2j = ik0h
2[m(s1) G2j(s1; r0), · · · , m(sMS

) G2j(sMS
; r0)]T ,

f3j = [∂xG3j(s1; r0)− ∂zG1j(s1; r0), · · · , ∂xG3j(sMS
; r0)− ∂zG1j(sMS

; r0)]T ,

f4j = [∂yG3j(s1; r0)− ∂zG2j(s1; r0), · · · , ∂yG3j(sMS
; r0)− ∂zG2j(sMS

; r0)]T .

In the high frequency regime, we have to set up enough secondary sources on S̃
so that the trapezoidal rule yields desired accuracy. Since it is expensive to compute
those data tables, we make use of the fact that the geometrical-optics ingredients are
independent of the frequency parameter and are continuous functions of the source
locations so that we just need to compute those data tables on relatively coarser mesh
which can be further interpolated onto relatively finer meshes if needed.
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Overall, to compute the 3 by 3 matrix-valued Green’s function G at theNR receivers
in the narrow layer Ω, i.e., {gkj}1≤k,j≤3, we need to compute 12 matrices and 12 vectors
Ukq and fqj for 1 ≤ k, j ≤ 3 and 1 ≤ q ≤ 4, and then carry out 36 matrix-vector
multiplications arising in equation (51) with matrices of size NR ×MS and vectors of
sizeMS×1. In practice, NR andMS can be extremely large so that direct multiplication
of complexity O(MSNR) is expensive and impractical. In the next subsection, we will
use a multilevel matrix decomposition based butterfly algorithm [10, 13, 28, 41] to
speed up the multiplications.

3.6 A butterfly algorithm

Equation (51) involves a total of 36 matrix-vector multiplications that can be reformu-
lated as

gkj(r) =

4∑
q=1

∑
s∈Xs

Ukq(r; s)fqj(s), r ∈Xr ⊂ Ωr, (52)

for 1 ≤ k, j ≤ 3. Here, XS and XR are input source points in the domain ΩS and
output receiver points in the domain ΩR, respectively, where ΩS and ΩR are df apart
from each other; fqj(s) is the representative function of fqj in the sense that fqj(sm)
is the m-th element of fqj for 1 ≤ m ≤MS ; Ukq(r; s) is the representative function of
Ukq, taking the following form due to the GO ansatz of G,

Ukq(r; s) = Akq(r; s)eik0τ(r;s), (53)

where the amplitude Akq(r; s) and the traveltime or phase τ(r; s) are available for
r ∈ Ωr and s ∈ Ωs. Based on such decomposition (53), we can adopt the low-rank-
separation-based butterfly algorithm [10, 13, 28] to speed up the 36 matrix-vector
products in equation (52).

Although the 36 products involve 12 matrices and 12 vectors, the 12 matrices share
the same phase function τ so that we are able to tailor the butterfly algorithm to our
specific applications, resulting in rapid computation of the 36 matrix-vector products.

To begin with, we first introduce the multi-dimensional Lagrange basis with respect
to Chebyshev nodes. For a given integer p > 0, the Chebyshev nodes of order p on the
standard one-dimensional box [−1, 1] are defined as

X =

{
xj = cos

(
(j − 1)π

p− 1

)}p
j=1

.

We denote the j-th Lagrange basis function at x ∈ [−1, 1] with nodes X by LX(x;xj),
taking 1 at xj and 0 elsewhere in X, for j = 1, · · · , p. On the standard d-dimensional
box [−1, 1]d, the Chebyshev nodes of order p are d tensor products of X as

Xd = {xj1}
p
j1=1 × · · · × {xjd}

p
jd=1.

Thus, the j = (j1, · · · , jd)-th Lagrange basis function with nodesXd at x = (x1, · · · , xd)T ∈
[−1, 1]d satisfies

LXd(x;xj) = LX(x1;xj1) · · ·LX(xd;xjd),
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where xj = (xj1 , · · · , xjd)T .
For a general one-dimensional interval [a, b], the Chebyshev nodes of order p satisfy

Y =

{
yj =

a+ b

2
+
b− a

2
xj

}p
j=1

,

so that the j-th Lagrange basis function at y ∈ [a, b] is denoted by LY (y; yj). Mean-
while, on a general d-dimensional box [a1, b1] × · · · × [ad, bd], the Chebyshev nodes of
order p become the following tensor products

Y = Y1 × · · · × Yd,

where

Yi = {yji =
ai + bi

2
+
bi − ai

2
xji}

p
ji=1.

Thus, the j-th Lagrange basis function at y = (y1, · · · , yd) is

LY (y;yj) = LY1(y1; yj1) · · ·LYd(yd; yjd).

In the following, we will denote by CB the set of pd d-dimensional Chebyshev nodes
in a d-dimensional box B. Following closely the butterfly algorithm in [28], we present
the algorithm as follows.
Algorithm 2. (The butterfly algorithm)

1. Construct the cluster trees for both receivers and sources. Assume that the
domain of receivers is a cube ΩR = [Lrmin,Lrmax]3, and the domain of sources is
a square Ωs = [Lsmin,Lsmax]2. The domains are discretized such that the number
of sampling points per wavelength is fixed, such as 4 to 6 points per wavelength.
The cluster trees for the receivers and sources are an octree and a quadtree,
respectively.

At the root level (denoted as level 0), the boxes for both the source and receiver
cluster trees are assigned to be the corresponding domain directly. Then the tree
construction goes by dyadically subdividing the boxes: for an octree (quadtree),
each box is equally divided into 8 (4) boxes. The construction reaches and stops at
the leaf level (denoted as level L) where the size of each box is about 2 minimum
wavelengths so that approximately O(p) sampling points are used each dimension
with p the order of the Chebyshev nodes. Hence, except for the leaf level, each
box B of an octree (quadtree) has 8 (4) children boxes, denoted as Bc, and except
for the root level, each box B has a parent box, denoted as Bp. We denote the
resulting two trees as Ts (the source tree) and TR (the receiver tree), respectively.
From now on, we will use the superscript (·)B to denote the dependence on the
box B.

The butterfly algorithm traverses through the two cluster trees in the following
way: for ` = L, · · · , 0, visit level ` in Ts and level L− ` in Tr by considering each
pair {Br, Bs} with Br ∈ Tr and Bs ∈ Ts, l(Bs) = ` and l(Br) = L − `, where
l(B) indicates the level of B in a tree.

23



Moreover, at the root level of the receiver tree and at the leaf level of the source
tree, each pair {Br, Bs} satisfies

w(Br)w(Bs) = (Lrmax − Lrmin)O(2λmin) = O
(

4π(Lrmax − Lrmin)

k0mmax

)
= O

(
1

k0

)
,

where w(B) is the size of box B and mmax is the maximum refractive index. As
moving downward the receiver tree Tr by one level and simultaneously moving
upward the source tree Ts by one level, w(Br) is divided by 2 while w(Bs) is
multiplied by 2 so that w(Br)w(Bs) = O(1/k0) is automatically satisfied. For
the motivation of such conditions on all box pairs {Br, Bs}, please see [10, 28]
for details. In the following, we mean by the equivalent sources the Chebyshev
nodes on a source box Bs and by equivalent points the Chebyshev nodes on a
receiver box Br.

2. The Upward Pass starts at the leaf level (level L) of the source tree Ts and
ends at the level (denotes as Ls), where the size of the boxes w(Bs) ≥ O( 1√

k0
).

Correspondingly, the level of the receiver tree Tr varies from the root level (level
0) to level Lr ≡ L− Ls.
(1) Initialization: For each pair {Br, Bs} with Br traversing all boxes at the

root level of the receiver tree and Bs traversing all boxes at the leaf level of
the source tree, interpolate 12 equivalent densities {f̄Br ,Bs

qj } at the equivalent

sources CBs = {sBs
n }

p2

n=1 in Bs from the given 12 input densities {fqj} at all
sources in XS ∩Bs:

f̄Br ,Bs

qj (sBs
n ) =

∑
s∈Bs∩XS

e−ik0τ(rBr
c ;sBs

n )L2
CBs (s; sBs

n )eik0τ(rBr
c ;s)fqj(s), (54)

for 1 ≤ q ≤ 4 and 1 ≤ j ≤ 3, where rBr
c is the center of the receiver box Br.

(2) For ` from L− 1 to Ls, for each pair {Br, Bs} with Br traversing all boxes
at level L− ` of the receiver tree and Bs traversing all boxes at level ` of the
source tree, interpolate equivalent densities {f̄Br ,Bs

qj } at equivalent sources

CBs = {sBs
n }

p2

n=1 from equivalent densities {f̄B
p
r ,B

c
s

qj } at equivalent sources

CB
c
s = {sB

c
s

m }p
2

m=1 of all children clusters of Bs and the parent cluster of Br:

f̄Br ,Bs

qj (sBs
n ) =

∑
Bc

s

p2∑
m=1

e−ik0τ(rBr
c ;sBs

n )L2
CBs (sB

c
s

m ; sBs
n )eik0τ(rBr

c ;s
Bc
s

m )f̄
Bp

r ,B
c
s

qj (sB
c
s

m ),

(55)
for 1 ≤ q ≤ 4 and 1 ≤ j ≤ 3.

3. Switch at the level where the Upward Pass has ended (level Ls of the source
tree and level Lr of the receiver tree). For each pair {Br, Bs} with Br traversing
all boxes at level Lr of the receiver tree and Bs traversing all boxes at level
Ls of the source tree, compute 9 equivalent fields {ḡBr ,Bs

kj } at equivalent points
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CBr = {rBr
m }

p3

m=1 from equivalent densities {f̄Br ,Bs

qj } at equivalent sources CBs =

{sBs
n }

p2

n=1:

ḡBr ,Bs

kj (rBr
m ) =

4∑
q=1

p2∑
n=1

Ukq(r
Br
m , sBs

n )f̄Br ,Bs

qj (sBs
n ), (56)

for 1 ≤ k, j ≤ 3.

4. The Downward Pass starts at the level Lr of the receiver tree Tr where the
Upward Pass has ended and ends at level L of the receiver tree. Meanwhile,
the level of the source tree varies from level Ls to level 0.

(1). For ` from Lr to L− 2, for each pair {Br, Bs} with Br traversing all boxes
at level `+1 of the receiver tree and Bs traversing all boxes at level L− `−1
of the source tree, interpolate the equivalent fields {ḡBr ,Bs

kj } at equivalent

points {rBr
m }

p3

m=1 from equivalent fields {ḡB
p
r ,B

c
s

kj } at equivalent points CB
p
r =

{rB
p
r

n }
p3

n=1 of the parent level ` of the receiver tree and the children level L− l
of the source tree:

ḡBr ,Bs

kj (rBr
m ) =

∑
Bc

s

eik0τ(rBr
m ;s

Bc
s

c )
p3∑
n=1

L3

CB
p
r
(rBr
m ; rB

p
r

n )e−ik0τ(r
B
p
r

n ;s
Bc
s

c )ḡ
Bp

r ,B
c
s

kj (rB
p
r

n ),

(57)

for 1 ≤ k, j ≤ 3, where s
Bc

s
c is the center of the source box Bc

s.

(2). For each pair {Br, Bs} with Br traversing all boxes at the leaf level of the
receiver tree and Bs traversing all boxes at the root level of the source tree,
interpolate the equivalent fields {ḡBr ,Bs

kj } at r ∈ XR ∩ Br from equivalent

fields {ḡB
p
r ,B

c
s

kj } at equivalent points CB
p
r = {rB

p
r

n }
p3

n=1 of the parent level L−1
of the receiver tree and the children level 1 of the source tree:

ḡBr ,Bs

kj (r) =
∑
Bc

s

eik0τ(r;s
Bc
s

c )
p3∑
n=1

L3

CB
p
r
(r; rB

p
r

n )e−ik0τ(r;s
Bc
s

c )ḡ
Bp

r ,B
c
s

kj (rB
p
r

n ), (58)

for 1 ≤ k, j ≤ 3.

5. Termination. At the leaf level of the receiver tree, for each box Br, sum up
the equivalent fields over all the boxes of the source tree at the root level, and
according to equation (51) compute the representative function gkj of gkj at
r ∈ XR ∩Br:

gkj(r) =
∑
Bs

ḡBr ,Bs

kj (r),

for 1 ≤ k, j ≤ 3.

Assume that the tree level L is even and that there are O(n) = O(2L) points in
each direction. According to the complexity analysis in [28], we can obtain that the
total complexity of Algorithm 2 is

O
(

12p4n5/2 + 36p5n5/2 + 9p4n3 + n3 log n
)
, (59)
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which is much less than the complexity of performing the butterfly algorithm 36 times,
i.e.,

O
(

36p4n5/2 + 36p5n5/2 + 36p4n3 + 36n3 log n
)
.

3.6.1 MATLAB-based parallelized butterfly algorithm

In Algorithm 2, ΩR and ΩS are assumed to be cubed and squared, respectively.
Nevertheless, even if this assumption is not satisfied, we can construct a required output
receiver-point set XR and a required input source-point set XS so that Algorithm 2
can be parallelized.

At first, in the construction of the two cluster trees, if the domain ΩR (ΩS) is not a
cube (square), we will divide it into cuboids (rectangles) of the same dimensions that
are approximately cubic (squared), and we further subdivide those cuboids (rectangles)
until the leaf level is reached. Secondly, the output receiver points XR (the input source
points XS) should contain all vertices of boxes at leaf level of the receiver (source) tree
and are evenly spaced in the receiver (source) domain so that at the leaf level of the
receiver (source) tree, the receiver (source) points in each box Br (Bs) have the same
layout and are of the same number. Therefore, as ` varies from L to 0, at the level
` of the source tree and at the level L − ` of the receiver tree, matrices and vectors
encountered in each of the five summations (54)-(58) have dimensions that do not
depend on the box pair {Br, Bs}, indicating that we can execute the summation for all
box pairs {Br, Bs} in parallel; in our MATLAB implementation, we use the “built-in”
parfor (parallelized for) loop in the level of iterations through box pairs {Br, Bs} so that
if the number of specified MATLAB workers is M , then the involved summations (54)-
(58) for every M box-pairs are executed simultaneously. Consequently, in comparison
with the sequential butterfly algorithm, the parallelized butterfly algorithm reduces
the total complexity from the estimate (59) to

O

(
12p4n5/2 + 36p5n5/2 + 9p4n3 + n3 log n

M

)
= O

(
n3 log n

M

)
.

However, the input source-point set {sm}MS
m=1 (the output receiver-point set {rn}NR

n=1)
may not satisfy the above requirements. To resolve this issue, for 1 ≤ j ≤ 3 and
1 ≤ q ≤ 4 each input data fqj defined on the input source-point set {sm}MS

m=1 can be
used to obtain the required input data by interpolation, resulting in 12 representative
functions fqj for 1 ≤ j ≤ 3 and 1 ≤ q ≤ 4 on the required input source-point set XS .
Next, by inputting the required data to the parallelized butterfly algorithm, we obtain
the required output data, resulting in 9 representative functions gkj for 1 ≤ k, j ≤ 3
and 1 ≤ j ≤ 3 on the required output receiver-point set XR. Finally, from the re-
quired output data on XR, we can interpolate the output data back on the output
receiver-point set {rn}MR

n=1, resulting in the 9 components gkj in equation (51).
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3.7 Complexity analysis

The overall algorithm consists of two stages. The first stage, the offline stage, is
preprocessing in which the four asymptotic ingredients: traveltime, amplitude, take-off
direction, and polarization dyad, are computed and further encoded into a set of data
tables of Chebyshev coefficients. The second stage, the online stage, is postprocessing
in which we construct the global Green’s function for a given primary source r0 and
a given wavenumber k0. Since the two stages are independent of each other and they
can be done on different meshes, we will analyze the two stages separately.

In the following analysis, suppose that the computational domain is partitioned
into P + 1 planar layers and we set up P secondary-source planes. Among the P + 1
layers, we only need to construct the primary-source Green’s function in the P layers
away from the primary source r0.

3.7.1 Offline preprocessing: computing asymptotic ingredients

At first, since the asymptotic ingredients are independent of wavenumber k0, they can
be computed on a very coarse mesh. Secondly, these ingredients are not only continuous
functions of observation points away from the source but also continuous functions of
the source itself. Therefore, on each secondary source plane, the asymptotic ingredients
can be computed at coarsely sampled secondary sources as well. Interpolation can be
used later to generate asymptotic ingredients for densely sampled secondary sources if
necessary.

Suppose that the computational domain is uniformly and coarsely discretized by m3

grid points, amounting to m points in each direction. Since the domain is divided into
P +1 planar layers, each layer has roughly O( m3

P+1) points. On each of the P secondary

source planes, we set up m2 secondary sources and compute for each secondary source
the asymptotic ingredients in a certain layer so that the computational domain is re-
stricted to that layer as well. According to [28], by using the high-order Lax-Friedrichs
sweeping method to solve equations (12), (18), (29) and (30) for the asymptotic ingre-

dients at each secondary source, the computational complexity is O( m3

P+1 logm). Next,
those asymptotic ingredients are compressed into data tables of Chebyshev coefficients,
and the corresponding computational cost is O( m3

P+1 logm). Consequently, the overall

complexity for generating data tables at the whole m2P secondary sources is

O
(

2m3

P + 1
logm · Pm2

)
= O

(
m5 logm

)
.

Although the complexity seems to be high, we can store those compressed data
tables in a hard drive and can re-use them for different frequencies and for different
primary sources. This feature makes our method appealing to many applications.

On the other hand, to construct the global Green’s function, the whole compu-
tational domain is uniformly discretized by n point in each direction. Thus, in each
layer, we need to recover, from the compressed tables of coefficients, 14 asymptotic
ingredients for those specified secondary sources on roughly O( n3

P+1) points, requiring

27



complexity of O( n3

P+1) for each ingredient and for each secondary source; see [28] for
details.

3.7.2 Online postprocessing: constructing global Green’s functions

Given a source point r0 and a free-space wavenumber k0, a fine mesh is required to
capture the highly-oscillatory Green’s function in the computational domain. From
the given refractive index m(r) and k0, we can estimate the smallest wavelength in
the computational domain so that the total number of waves along each direction
can be estimated. In principle, along each direction, sampling roughly 4 to 6 grid
points per wave is considered to be enough to capture the oscillations; certainly, it
does not hurt if more points are taken. Therefore, the number of discretization points
in the computational domain can be chosen to satisfy the above consideration, and it
is assumed to be N = n3, where n is the number of points in each direction.

Once the four asymptotic ingredients are available on the specified mesh inside
each layer, we can construct the Green’s function by the butterfly-algorithm-based
Huygens-Kirchhoff summation (51). Given accuracy ε > 0, according to [10], we may
choose p = pε ≤ O(log2(1

ε )) for the order of Chebyshev nodes in each direction in
the butterfly algorithm so that the algorithm for computing the summation achieves
the accuracy ε in O( N

P+1 logN), where the prefactor depends only on ε and does not
depend on k0. Therefore, the overall complexity for constructing the Green’s function
by the butterfly algorithm in the P layers is O( P

P+1N logN) = O(N logN) for a given
primary source point r0 and a given frequency. If computed in parallel, the complexity
is further reduced to O(N/M logN), where M denotes the number of workers in the
parallelization.

4 Numerical examples

In the following examples, we first compute the four geometric-optics (GO) ingredients:
traveltime, amplitude, take-off direction, and polarization dyad, at the primary source
on a coarse mesh, and this mesh is referred to as the GO coarse mesh. When the
corresponding mesh is used for computing the four GO ingredients at secondary sources,
the GO coarse mesh will be restricted to a neighborhood of each secondary source. At
those secondary sources selected in a secondary source domain, we obtain data tables of
14 functions: traveltime, amplitude, three elements in take-off direction, nine elements
in polarization dyad. As all 14 functions are smooth in a narrow layer away from
the corresponding secondary source planes, we compress the 14 data tables into 14
tables of Chebyshev coefficients. Therefore, for all the numerical experiments, the GO
ingredients are given as the compressed data, and they are recovered onto the finer
mesh by the Chebyshev partial summation method when needed.

Given the refractive index m(r) and the free space wavenumber k0 = ω/c0, the
smallest wavelength λmin can be estimated; accordingly we may estimate the number
of waves in each direction in the bounded computational domain. In principle, 4
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to 6 points per wavelength in each direction are sufficient for the Huygens sweeping
method to construct the Green’s function G accurately. In our numerical settings,
the computational domain is discretized into mesh points with roughly 4 points per
wavelength in each direction.

Unless otherwise stated, all computations were executed in a ten-core 2.5 GHz Intel
Xeon processor with 256 Gbytes of RAM, associated with a bi-processor Intel Xeon E5-
2670V2 node, at the High Performance Computing Center (HPCC) of MSU. All GO
ingredients were computed with C codes using a single core while the Green’s function
was constructed with MATLAB codes and the butterfly algorithm was carried out in
parallel in 10 cores via the parallel computing toolbox of MATLAB.

When the refractive index m(r) is not constant, an exact solution of the Green’s
function G is not available. To validate the accuracy of the Huygens’ sweeping method,
we obtain reference solutions by applying the finite-difference time-domain (FDTD)
method [50] directly on the time-domain Maxwell’s equations. However, due to limited
computing resources, we are only able to compute the FDTD-based solutions at low
frequencies, so that the comparison will be only carried out for low frequencies. In
the FDTD method, to absorb the outgoing rays, two uniaxial perfectly matched layers
(UPMLs) of a fixed width are added to surround the original computational domain in
each direction; in the following, we take the UPMLs with width 0.2 so that the whole
computational domain is then discretized by using roughly 16 points per wavelength
to reduce dispersion error.

Since in the Huygens sweeping method, Green’s functions at different sources are
approximated by the asymptotic GO form (8) with truncation error O(1/k0), we expect
that our Huygens sweeping solutions will agree with the FDTD solutions or exact
solutions, if available, within the expected accuracy O(1/k0) as well.
Example 1: Constant refractive index model. In this example, the Green’s
function is constructed with the following setup.

• The refractive index function is m(r) ≡ 1.

• The computational domain is Ω = [0, 2]× [0, 2]× [0, 2], and the GO coarse mesh
is 51× 51× 51.

• The primary source point is r0 = [1.0, 1.0, 0.2]T .

• One secondary source plane is placed at z = 1.2 and we coarsely sample 51× 51
equally spaced secondary sources on the truncated source domain ΩS = [0, 2] ×
[0, 2] × {z = 1.2}. The corresponding receiver domain is ΩR = [0, 2] × [0, 2] ×
[1.4, 2.0], which is df = 0.2 wide away from the source domain ΩS .

• At each secondary source, numbers of retained Chebyshev coefficients in each of
the 14 tables in x-, y-, z- directions are 31, 31, and 13, respectively.

In this example, the running time for computing the 14 tables of Chebyshev coef-
ficients is around 13 hours. Those data tables can be reused for different free-space
wavenumbers. For different wavenumbers and different values of p, where p is the order
of Chebyshev nodes in each direction used in Algorithm 2, we record running times
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for computing all 9 elements of G(r; r0) in the computational domain Ω, as shown in
Table 1.

Mesh in Ω 49× 49× 49 97× 97× 97 193× 193× 193 257× 257× 257

k0/(2π) 6 12 24 32

λmin 1/6 1/12 1/24 1/32

NW 12× 12× 12 24× 24× 24 48× 48× 48 64× 64× 64

NPW 4 4 4 4

Tall(p = 7) 302.59 928.57 4281.9 4375.2

Tall(p = 9) 336.72 1043.1 4532.2 5141.6

Tall(p = 11) 388.92 1070.7 5613.0 6708.8

Table 1: Constant refractive index model with r0 = [1.0, 1.0, 0.2]T . Tall (unit: s): Total
CPU time for computing all 9 elements of G(r; r0) in Ω; NPW: the number of points per
wavelength; p = 7, 9, 11 Chebyshev nodes are used in each dimension; NW: approximate
number of waves in Ω.

For the constant refractive index model, the exact GO form of Green’s functions
excited by any source r∗ ∈ Ω is available in Ω and given by equation (7) with r0

replaced by r∗ so that exact forms of the four GO ingredients at the source r∗ are
available in Ω as well. Therefore, in equation (51), all 12 matrices Ukq for 1 ≤ k ≤ 3
and 1 ≤ q ≤ 4 can be computed directly via the exact GO form of the Green’s function
and the exact form of take-off direction at the selected secondary sources so that we
can use direct matrix-vector products to obtain the 9 components gkj in the receiver
domain ΩR for 1 ≤ k, j ≤ 3, which are regarded as reference solutions. Thus, by
comparing our butterfly-algorithm based results with those reference solutions, the
butterfly algorithm can be justified.

In Table 2, the fourth row shows the running time TD for computing reference
solutions for all 9 elements of G(r; r0) in ΩR, denoted by Gref , by direct matrix-
vector multiplications at different wavenumbers and by using the exact form of matrices
Ukq in equation (51). In comparison, at the same set of wavenumbers and at different
values of p, we record running times of the butterfly-algorithm based Huygens-Kirchhoff
summation for computing numerical solutions for all 9 elements of G(r; r0) in ΩR,
denoted by Gnum, and compute the following L∞ error

E∞ = ||Gref −Gnum||∞,

to check the accuracy of the butterfly-algorithm-based Huygens-Kirchhoff summation.
We can see from Table 2 that the two different approaches are consistent with each

30



Mesh XR in ΩR 49× 49× 17 97× 97× 33 193× 193× 65 265× 265× 81

k0/(2π) 6 12 24 32

NPW 4 4 4 4

TD 48 3619 6.75E4 2.39E5

TM(p = 7) 276.52 907.87 4169.0 4341.3

E∞ 6.43E-2 7.92E-2 1.16E-1 1.82E-1

TD/TM 0.17 3.98 16.19 55.05

TM(p = 9) 313.53 1030.1 4470.0 5109.3

E∞ 3.13E-2 2.93E-2 5.58E-2 9.97E-2

TD/TM 0.15 3.51 15.10 46.77

TM(p = 11) 366.03 1057.7 5588.8 6673.3

E∞ 6.80E-3 1.01E-2 2.38E-2 6.6E-2

TD/TM 0.13 3.42 12.07 35.81

Table 2: Constant refractive index model. TD (unit: s): Direct matrix-vector products
based on exact forms of Ukq in (51). TM (unit: s): CPU time for the construction of all 9
elements of the Green’s function in the receiver domain ΩR by the butterfly-algorithm based
Huygens-Kirchhoff summation; NPW: the number of points per wavelength; p = 7, 9, 11
Chebyshev nodes are used in each dimension; E∞: the L∞ error between solutions by two
different approaches.

other and the butterfly algorithm speeds up the matrix-vector products dramatically
at high frequencies.

We remark that since TD does not include the running time for numerically com-
puting Ukq, the true running time of computing the primary-source Green’s function
G in ΩR via direct matrix-vector multiplications is much longer than the TD shown
here.

As m(r) is constant, the exact solution of G(r; r0) given by formula (6) can be
used to validate our numerical solutions. Figures 3, 4, and 5 show contour plots
of numerical solutions of real parts of xx-, zx-, and zz- components of the Green’s
function, G11, G31, and G33, at y = 1.0 computed by two different methods: butterfly-
algorithm based Huygens sweeping method with Chebyshev order p = 11 and the
exact solution of form (6) for the free-space wavenumber k0 = 24π. We first use
the direct GO-ansatz method to construct the three components G11, G31 and G33

in Ω/ΩR = [0, 2] × [0, 2] × [0, 1.4], and then use the Huygens sweeping method to
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Figure 3: Constant refractive index model with r0 = [1.0, 1.0, 0.2]T and k0 = 24π. Real
part of the xx-component of G(r; r0) at y = 1 computed by (a): butterfly-algorithm-based
Huygens sweeping method with p = 11; (b): exact solution of form (6). Mesh 97× 97× 97.
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Figure 4: Constant refractive index model with r0 = [1.0, 1.0, 0.2]T and k0 = 24π. Real
part of the zx-component of G(r; r0) at y = 1 computed by (a): butterfly-algorithm-based
Huygens sweeping method with p = 11; (b): exact solution of form (6). Mesh 97× 97× 97.

construct the three components in the receiver domain ΩR = [0, 2]× [0, 2]× [1.4, 2.0] by
the Huygens-Kirchhoff summation (50), as shown in Figures 3(a), 4(a) and 5(a). We
can see from Figures 3, 4, and 5 that our Huygens-principle-based numerical solutions
are consistent with true solutions except around sources.

Figure 6 shows more detailed comparisons of the three components G11, G31 and
G33 at different lines by the two methods when k0 = 24π. We can see that our
numerical solutions agree with true solutions very well except near the source r0. In
particular, in Figure 6(e), the numerical solution for the zz-component G33 by our
method seems to agree poorly with the true solution. However, the reason is that
when x = 1 and y = 1, the leading term of G33 in formula (6) vanishes so that the
second term in formula (6) becomes dominant. Nevertheless, our numerical solutions
still meet the expected accuracy O(1/k0).
Example 2. Gaussian model. This example is set up as the following.
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Figure 5: Constant refractive index model with r0 = [1.0, 1.0, 0.2]T and k0 = 24π. Real part
of the zz-component of G(r; r0) at y = 1 computed by (a): Huygens sweeping method with
p = 11; (b): exact solution of form (6). Mesh 97× 97× 97.

• The refractive index function is

m(r) = m(r) =
3

3− 1.75e−r2/0.64
,

where r =
√

(x− 1)2 + (y − 1)2 + (z − 1)2.

• The computational domain is Ω = [0, 2]× [0, 2]× [0, 2], and the GO coarse mesh
is 51× 51× 51.

• The primary source point is r0 = [1.0, 1.0, 1.0]T .

• One secondary source plane is placed at z = 1.2 and we coarsely sample 51× 51
equally spaced secondary sources on the truncated source domain ΩS = [0, 2] ×
[0, 2] × {z = 1.2}. The corresponding receiver domain is ΩR = [0, 2] × [0, 2] ×
[1.4, 2.0], which is df = 0.2 wide away from the source domain ΩS .

• At each secondary source, the numbers of retained Chebyshev coefficients in each
of the 14 tables in x-, y-, z- directions are 31, 31, and 13, respectively.

The running time for computing the 14 tables of Chebyshev coefficients is around
36 hours. For different wavenumbers k0 and different Chebyshev orders p, we record
running times for computing all 9 elements of the Green’s function in the computational
domain Ω, as shown in Table 3.

Table 4 shows running times of the butterfly-algorithm based Huygens-Kirchhoff
summation for constructing all 9 components of the Green’s function G(r; r0) in ΩR.

For this model, the geometric-optics approximation of the Green function has the
following analytic form

G̃(r; r0) =
1

4πr

√
m(0)

m(r)
eik0

∫ r
0 m(r′)dr′

(
I − r̃r̃T

)
, (60)

where

r̃ =
r − r0

|r − r0|
.
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Mesh in Ω 49× 49× 49 97× 97× 97 193× 193× 193 257× 257× 257

k0/(2π) 5/2 5 10 40/3

λmin 1/6 1/12 1/24 1/32

NW 12× 12× 12 24× 24× 24 48× 48× 48 64× 64× 64

NPW 4 4 4 4

Tall(p = 7) 450.37 906.66 3766.9 4403.4

Tall(p = 9) 501.68 1001.6 4812.5 5219.5

Tall(p = 11) 577.69 1180.0 5797.0 6538.0

Table 3: Gaussian model. Tall (unit: s): Total CPU time for computing all 9 elements of the
Green’s function in Ω; NPW: the number of points per wavelength; p = 7, 9, 11 Chebyshve
nodes are used in each dimension; NW: approximate number of waves in Ω.

The exact solution of the Green’s function G(r; r0) is not available so that we use the
FDTD method to obtain a reference solution.

Figures 7, 8, and 9 show contour plots of numerical solutions of real parts of xx-, zx-
, and zz- components of the Green’s function, G11, G31, and G33, at y = 1.0 computed
by two different methods: butterfly-algorithm based Huygens sweeping method with
order p = 11, and the FDTD method, at the free-space wavenumber k0 = 10π. As
shown in Figures 7(a), 8(a), and 9(a), we first use the direct GO ansatz to construct
the three components G11, G31, and G33 in Ω/ΩR = [0, 2] × [0, 2] × [0, 1.4], and then
use the Huygens sweeping method to construct the three components in the receiver
domain ΩR = [0, 2] × [0, 2] × [1.4, 2.0]. According to the analytic GO form (60), the
traveltime for this model has the following exact solution

τ(r; r0) =

∫ |r−r0|
0

m(r′)dr′,

which is smooth except at the source point r0 so that we can see from Figures 7, 8,
and 9 that the direct GO ansatz solution in Ω/ΩR = [0, 2] × [0, 2] × [0, 1.4] and the
Huygens sweeping solution in ΩR = [0, 2] × [0, 2] × [1.4, 2.0] together form numerical
solutions which are in good agreement with FDTD solutions except around sources.

Figure 10 shows more detailed comparisons of the three components at different
lines by two different methods when k0 = 10π. We can see that our numerical solutions
agree well with the FDTD solution except around the primary source point [1, 1, 0.2]T .
In particular, in Figure 10(e), the direct GO-ansatz solution of the zz-component G33

in z ≤ 1.4 agrees with the FDTD solution poorly, since the leading term of G33 for
x = 1 and y = 1 vanishes so that the second term becomes dominant and is comparable
to the truncation error O(1/k0); in contrast, in the region z > 1.4 where the Huygens
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Mesh XR in ΩR 49× 49× 17 97× 97× 33 193× 193× 65 265× 265× 81

λmin 1/6 1/12 1/24 1/32

NPW 4 4 4 4

TM(p = 7) 321.70 893.49 3742.2 4369.1

TM(p = 9) 462.75 988.4 4787.1 5179.2

TM(p = 11) 538.76 1163.7 5771.3 6503.3

Table 4: Gaussian model. TM (unit: s): CPU time for the construction of all 9 elements in
the Green’s function in ΩR by the butterfly-algorithm based Huygens-Kirchhoff summation;
NPW: the number of points per wavelength; p = 7, 9, 11 Chebyshev nodes are used in each
dimension.

sweeping method applies, the numerical solution matches with the FDTD solution very
well.

Next, we compute the Green’s function G at a different primary source [1.0, 1.0, 0.2]T .
For k0 = 10π, contour plots of numerical solutions for the three components, Gxx, Gzx,
and Gzz at y = 1, are shown in Figures 11, 12, and 13, respectively. We can see that
caustics appear in ΩR = [0, 2] × [0, 2] × [1.4, 2.0] and the Huygens sweeping solutions
match with FDTD solutions very well.

Figure 14 shows more detailed comparison of the three components at different lines
by two different methods when k0 = 10π. We can see that our numerical solutions agree
well with the FDTD solution within the expected accuracy O(1/k0). In particular, in
Figure 14(e), we can see that the two numerical solutions differ by expected trunca-
tion errors O(1/k0) in the region Ω/ΩR, where the direct GO-ansatz solution is used;
nevertheless, in the region z > 1.4 where our Huygens sweeping method applies, the nu-
merical solution matches with the FDTD solution very well. Figure 15 show numerical
solutions at higher wavenumbers k0 = 20π and k0 = 80/3π.
Example 3: Waveguide model. In this example, we have the following setup.

• The refractive index function is

m(r) = m(x, y, z) =
1

1− 0.5e−6((x−1)2+(y−1)2)
.

• The computational domain is Ω = [0, 2] × [0, 2] × [0, 1.6], and the GO mesh is
51× 51× 41.

• The primary source point is [1.0, 1.0, 0.2]T .

• Two secondary source planes are placed at z = 0.6 and z = 1.0, respectively,
according to the domain-partition rule in Section 3.2. We coarsely sample 51×51
equally spaced secondary sources on each of the two truncated source domain
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Ω1
S = [0, 2] × [0, 2] × {z = 0.6} and Ω2

S = [0, 2] × [0, 2] × {z = 1.0}. The cor-
responding two receiver domains are Ω1

R = [0, 2] × [0, 2] × [0.8, 1.2] and Ω2
R =

[0, 2] × [0, 2] × [1.2, 1.6], which are df = 0.2 wide away from Ω1
S and Ω2

S , respec-
tively.

• At each secondary source, numbers of retained Chebyshev coefficients in each of
the 14 tables in x-, y-, z- directions are 31, 31 and 13, respectively.

As the refractive index m does not depend on z, the 14 tables of Chebyshev coef-
ficients are only computed once for the sampled secondary sources on Ω1

S and can be
reused for secondary sources on Ω2

S . The running time of computing the 14 tables is
around 32 hours.

For different wavenumbers k0 and different Chebyshev orders p, we record running
times for computing all 9 elements of the Green’s function in the computational domain
Ω, as shown in Table 5. When λmin = 1

32 with 4 points per wavelength with p = 11,
it took around 3 hours for the paralellized fast Huygens sweeping method to construct
the 9-component Green’s function of 257 × 257 × 205 × 9 = 121.8 millions unknowns
in a 3-D electromagnetic waveguide model, where we have used the Matlab parallel-
computing toolbox to manage 10 cores in parallel; in this case, the total λ-volume is
1, 887, 436.8λ3

min, a large-scale high-frequency problem.

Mesh in Ω 49× 49× 39 97× 97× 77 193× 193× 154 257× 257× 205

k0/(2π) = ω/(2πc0) 3 6 12 16

λmin 1/6 1/12 1/24 1/32

NW 12× 12× 10 24× 24× 20 48× 48× 40 64× 64× 52

NPW 4 4 4 4

Tall(p = 7) 495.50 1506.3 6401.8 7068.2

Tall(p = 9) 561.95 1623.3 7596.1 8208.8

Tall(p = 11) 650.00 1840.4 9224.2 10068.0

Table 5: Waveguide model. Tall (unit: s): Total CPU time for computing all 9 elements in the
Green’s function in Ω; NPW: the number of points per wavelength; p = 7, 9, 11 Chebyshev
nodes are used in each dimension; NW: approximate number of waves in Ω.

Tables 6 and 7 show the running times for constructing all 9 components of the
Green’s function G(r; r0) in the two receiver domains, Ω1

R and Ω2
R, based on the

butterfly-algorithm based summations, respectively. In this example, since caustics
occur much closer to the primary source point and since we have to construct the
Green’s function in two receiver domains Ω1

R and Ω2
R, we execute Algorithm 2 twice

so that the total running times in Table 5 almost double those running times in previous
examples.
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Mesh X1
R in Ω1

R 49× 49× 11 97× 97× 21 193× 193× 41 265× 265× 57

λmin 1/6 1/12 1/24 1/32

NPW 4 4 4 4

T 1
M(p = 7) 237.39 765.70 3373.8 3441.1

T 1
M(p = 9) 270.19 805.48 3718.0 4101.9

T 1
M(p = 11) 314.57 936.63 4938.9 5199.2

Table 6: Waveguide model. T 1
M (unit: s): CPU time for the reconstruction of all 9 elements in

the Green’s function in Ω1
R by the butterfly-algorithm-based Huygens-Kirchhoff summation;

NPW: the number of points per wavelength; p = 7, 9, 11 Chebyshev nodes are used in each
dimension.

Mesh X2
R in Ω2

R 49× 49× 11 97× 97× 21 193× 193× 41 265× 265× 57

λmin 1/6 1/12 1/24 1/32

NPW 4 4 4 4

T 2
M(p = 7) 235.65 728.89 3003.8 3596.9

T 2
M(p = 9) 269.97 803.42 3493.7 4038.1

T 2
M(p = 11) 314.09 892.24 4260.8 4831.8

Table 7: Waveguide model. T 2
M (unit: s): CPU time for the reconstruction of all 9 elements in

the Green’s function in Ω2
R by the butterfly-algorithm-based Huygens-Kirchhoff summation;

NPW: the number of points per wavelength; p = 7, 9, 11 Chebyshev nodes are used in each
dimension.

When k0 = 12π, the total λ-volume is 11, 059λ3 × 9 = 99, 531λ3 with λ = 1
12

being the smallest wavelength. We use the FDTD method to compute a reference
solution to validate our numerical solutions. Figures 16, 17, and 18 show contour plots
of numerical solutions of real parts of xx-, zx-, and zz- components of the Green’s
function, G11, G31, and G33 at y = 1.0, computed by two different methods: the
butterfly-algorithm based Huygens sweeping method with order p = 11, and the FDTD
method. In Figures 16(a), 17(a) and 18(a), we use the Huygens sweeping method
to construct the three components G11, G31 and G33 in the two receiver domains
Ω1
R = [0, 2] × [0, 2] × [0.8, 1.2] and Ω2

R = [0, 2] × [0, 2] × [1.2, 1.6]. In this example,
caustics appear in Ω1

R ∪ Ω2
R, and we can see that our numerical solutions match with

FDTD solutions very well.
Figure 19 shows more detailed comparison of the three components at different lines
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by the two different methods when k0 = 12π. We can see that our numerical solutions
agree well with the FDTD solution within the desired accuracy O(1/k0) except around
the primary source point [1, 1, 0.2]T . Figure 20 show more numerical solutions at higher
wavenumbers k0 = 24π and k0 = 32π.

Next, we compute the Green’s function G at a different primary source [0.8, 1.0, 0.12]T .
For k0 = 12π, contour plots of numerical solutions for the three components, Gxx, Gzx

and Gzz at y = 1, are shown in Figures 21, 22, and 23, respectively. We can see that
the Huygens sweeping solutions match with FDTD solutions very well.

5 Conclusions

We have proposed a new geometrical-optics method, the fast Huygens-sweeping method,
for computing the Green’s functions of Maxwell’s equations in inhomogeneous media
in high frequency regime. The new method utilizes the Huygens-Kirchhoff integral to
integrate many locally valid asymptotic Green’s functions into a globally valid asymp-
totic Green’s functions. To accelerate the Huygens-Kirchhoff integration process, we
have used the butterfly algorithm to speed up the Huygens-Kirchhoff summation. The
new method has nearly optimal complexity in constructing high-frequency waves for a
given source point and a given frequency parameter provided that asymptotic ingre-
dients are precomputed. Numerical examples demonstrate the performance, efficiency,
and accuracy of the new method.

We believe that the proposed methodology can be applied to many different prob-
lems, such as scattering problems and inverse problems, which constitute ongoing
projects.
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Figure 6: Constant refractive index model with r0 = [1.0, 1.0, 0.2]T and k0 = 24π. Real part
of the xx-component of G(r; r0) at (a): line x = 1, y = 1 and (b): line x = 23

24
and y = 1;

real part of the zx-component of G(r; r0) at (c): line x = 1, y = 1 and (d): line x = 23
24

and
y = 1; real part of the zz-component of G(r; r0) at (e): line x = 1 and y = 1 and (f): line
x = 23

24
and y = 1. k0 = 24π and Chebyshev order p = 11. Solid line: exact solution; Circle

line: Huygens sweeping solution.
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Figure 7: Gaussian model with r0 = [1.0, 1.0, 1.0]T and k0 = 10π. Real part of the xx-
component of G(r; r0) at y = 1 computed by (a): fast Huygens sweeping method with
p = 11; (b): FDTD. Mesh in (a): 97× 97× 97; mesh in (b): 401× 401× 401.
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Figure 8: Gaussian model with r0 = [1.0, 1.0, 1.0]T and k0 = 10π. Real part of the zx-
component of G(r; r0) at y = 1 computed by (a): fast Huygens sweeping with p = 11; (b):
FDTD. Mesh in (a): 97× 97× 97; mesh in (b): 401× 401× 401.
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Figure 9: Gaussian model with r0 = [1.0, 1.0, 1.0]T and k0 = 10π. Real part of the zx-
component of G(r; r0) at y = 1 computed by (a): fast Huygens sweeping with p = 11; (b):
FDTD. Mesh in (a): 97× 97× 97; mesh in (b): 401× 401× 401.
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Figure 10: Gaussian model with r0 = [1.0, 1.0, 1.0]T and k0 = 10π. The xx-component of
G(r; r0) at (a): line x = 1, y = 1 and (b): line x = 7

8
and y = 1; the zx-component of

G(r; r0) at (c): line x = 1, y = 1 and (d): line x = 7
8

and y = 1; the zz-component of
G(r; r0) at (e): line x = 1, y = 1 and (f): line x = 7

8
and y = 1. Solid line: FDTD-based

solution; circle line: Huygens sweeping solution.
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Figure 11: Gaussian model with r0 = [1.0, 1.0, 0.2]T and k0 = 10π. Real part of the xx-
component of G(r; r0) at y = 1 computed by (a): fast Huygens sweeping method with
p = 11; (b): FDTD. Mesh in (a): 97× 97× 97; mesh in (b): 401× 401× 401.
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Figure 12: Gaussian model with r0 = [1.0, 1.0, 0.2]T and k0 = 10π. Real part of the zx-
component of G(r; r0) at y = 1 computed by (a): fast Huygens sweeping method with
p = 11; (b): FDTD. Mesh in (a): 97× 97× 97; mesh in (b): 401× 401× 401.
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Figure 13: Gaussian model with r0 = [1.0, 1.0, 0.2]T and k0 = 10π. Real part of the zz-
component of G(r; r0) at y = 1 computed by (a): fast Huygens sweeping method with
p = 11; (b): FDTD. Mesh in (a): 97× 97× 97; mesh in (b): 401× 401× 401.
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Figure 14: Gaussian model with r0 = [1.0, 1.0, 0.2]T and k0 = 10π. Real part of xx-
component of G(r; r0) at (a): line x = 1, y = 1 and (b): line x = 7

8
and y = 1; real part of

zx-component of G(r; r0) at (c): line x = 1, y = 1 and (d): line x = 7
8

and y = 1; real part
of zz-component of G(r; r0) at (e): line x = 1, y = 1 and (f): line x = 7

8
and y = 1. Solid

line: FDTD-based solution; circle line: Huygens sweeping solution.
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Figure 15: Gaussian model with r0 = [1.0, 1.0, 0.2]T . Real parts of (a): xx- and (b): zx-
components of G(r; r0) at y = 1 computed by the Huygens sweeping method with p = 11
at free-space wavenumber k0 = 20π with mesh 193× 193× 193. Real parts of (c): xx- and
(d): zx- components of G(r; r0) at y = 1 computed by the Huygens sweeping method with
p = 11 at free-space wavenumber k0 = 80/3π with mesh 257× 257× 257.
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Figure 16: Waveguide model with r0 = [1.0, 1.0, 0.2]T and k0 = 12π. Real part of the
xx-component of G(r; r0) at y = 1 computed by (a): fast Huygens sweeping method with
p = 11; (b): FDTD. Mesh in (a): 97× 97× 77; mesh in (b): 401× 401× 321.
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Figure 17: Waveguide model with r0 = [1.0, 1.0, 0.2]T and k0 = 12π. Real part of the
zx-component of G(r; r0) at y = 1 computed by (a): fast Huygens sweeping method with
p = 11; (b): FDTD. Mesh in (a): 97× 97× 77; mesh in (b): 401× 401× 321.
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Figure 18: Waveguide model with r0 = [1.0, 1.0, 0.2]T and k0 = 12π. Real part of the
zz-component of G(r; r0) at y = 1 computed by (a): fast Huygens sweeping method with
p = 11; (b): FDTD, at the free space wavenumber k0 = 12π. Mesh in (a): 97 × 97 × 77;
mesh in (b): 401× 401× 321.
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Figure 19: Waveguide model with r0 = [1.0, 1.0, 0.2]T and k0 = 12π. Real part of the xx-
component of G(r; r0) at (a): line x = 1, y = 1 and (b): line x = 9

8
and y = 1; real part of

the zx-component of G(r; r0) at (c): line x = 1, y = 1 and (d): line x = 9
8

and y = 1; real
part of the zz-component of G(r; r0) at (e): line x = 1, y = 1 and (f): line x = 9

8
and y = 1.

Solid line: FDTD-based solution; circle line: Huygens sweeping solution.
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Figure 20: Waveguide model with r0 = [1.0, 1.0, 0.2]T . Real parts of (a): xx- and (b): zx-
components of G(r; r0) at y = 1 computed by the Huygens sweeping method with p = 11
at free-space wavenumber k0 = 24π with mesh 193× 193× 154. Real parts of (c): xx- and
(d): zx- components of G(r; r0) at y = 1 computed by the Huygens sweeping method with
p = 11 at free-space wavenumber k0 = 32π with mesh 257× 257× 205.
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Figure 21: Waveguide model with r0 = [0.8, 1.0, 0.12]T and k0 = 12π. Real part of the
xx-component of G(r; r0) at y = 1 computed by (a): fast Huygens sweeping method with
p = 11; (b): FDTD. Mesh in (a): 97× 97× 77; mesh in (b): 401× 401× 321.
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Figure 22: Waveguide model with r0 = [0.8, 1.0, 0.12]T and k0 = 12π. Real part of the
zx-component of G(r; r0) at y = 1 computed by (a): fast Huygens sweeping method with
p = 11; (b): FDTD. Mesh in (a): 97× 97× 77; mesh in (b): 401× 401× 321.
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Figure 23: Waveguide model with r0 = [0.8, 1.0, 0.12]T and k0 = 12π. Real part of the
zz-component of G(r; r0) at y = 1 computed by (a): fast Huygens sweeping method with
p = 11; (b): FDTD. Mesh in (a): 97× 97× 77; mesh in (b): 401× 401× 321.
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