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Abstract—We propose a new scan waveform ideally suited for high-speed atomic force microscopy. It is an optimization of the Archimedean spiral scan path with respect to the X,Y scanner bandwidth and scan speed. The resulting waveform uses a constant angular velocity spiral in the center and transitions to constant linear velocity toward the periphery of the scan. We compare it with other scan paths and demonstrate that our novel spiral best satisfies the requirements of high-speed atomic force microscopy by utilizing the scan time most efficiently with excellent data density and data distribution. For accurate X,Y, and Z positioning our proposed scan pattern has low angular frequency and low linear velocities that respect the instruments mechanical limits. Using sensor inpainting we show artifact-free high-resolution images taken at two frames per second with a 2.2 μm scan size on a moderately large scanner capable of 40 μm scans.

Index Terms—Actuators, atomic force microscopy (AFM), motion control.

I. INTRODUCTION

ACHIMEDIAN force microscopy (AFM) techniques acquire high-resolution images by scanning a sharp tip over a sample while measuring the interaction between the tip and sample [1]. AFM has the ability to image material surfaces with exquisite resolution [2]. Furthermore, careful probe design facilitates nanoscale measurement of specific physical or chemical properties, such as surface energy [3], [4] or electrostatic [5], [6] and magnetic [7], [8] forces. Therefore, AFM has become one of the most frequently used characterization tools in nanoscience. However, the sequential nature of scanning limits the speed of data acquisition and most instruments take several minutes to obtain a high-quality image. The productivity and use of AFM would increase dramatically if the speed could match the imaging speeds of other scanning microscopes, such as confocal and scanning electron microscopes [9]. The semiconductor industry, which requires detection of nanoscopic defects over large areas, is an important driver for higher scan speeds [10]. More importantly, higher temporal resolution enables the exploration of dynamic chemical and biomolecular processes [11]. This is especially important for dynamic nanoscale phenomena of materials that are sensitive to the radiation associated with light and electron microscopy making AFM the best characterization tool.

Significant engineering effort over the last decade has pushed the speed limits of AFM to a few frames per second [12]–[15]. Most researchers operate within the raster scan paradigm, where the tip is moved in a zig-zag pattern over the sample at a constant speed in the image area. The rationale for the raster pattern is that with regular sampling and constant scanner velocity image rendering is simple because the data points align with the pixels of the image spatially. However, achieving accurate images is challenging because piezoelectric nanopositioners have notoriously nonlinear displacement response and the mechanical resonances of the high-inertia scanner amplify the harmonics of the waveform that are required to create the turnaround region of the raster scan. Working within the raster scan paradigm, most methods to speed up the AFM have focused on the mechanical design. The most common means to build fast scanners is to reduce the size of the scanner and increase stiffness [16]–[22] so that the scanner actuates effectively at higher frequencies but this places strict limitations on the mass of the sample.

Using nonraster scan waveforms with low-frequency components provides an opportunity to increase imaging speed. Lissajous scans have been shown to be advantageous for high-speed scanning because they can cover the entire scan area using a sinusoidal scan pattern of constant amplitude and frequency [23], [24]. Similarly, cycloid [25] and spirograph [26] scans use a single frequency circular scan with a constant offset between adjacent loops. In this paper, we analyze the suitability of spiral scan paths for high-speed scanning. Having constant distance between loops makes Archimedean spirals especially useful. They can be performed either using constant angular velocity (CAV) [27]–[30] or constant linear velocity (CLV) [31], [32]. At least a twofold increase in temporal or spatial resolution is achieved over raster scanning because, when generating an image, almost 100% of the data is used instead of throwing away trace or retrace data. Furthermore, spiral scan patterns require less bandwidth and
are better suited to drive high-inertia nanopositioners for fast scanning. However, most of today’s nonraster scan attempts use sensors to steer the probe over the sample using a closed-loop configuration. This slows down the achievable frame rates. We have shown that ultimate control over the position is not required for accurate imaging. When sensors detect the position, an accurate image can be reconstructed using inpainting algorithms [33]–[36] from data recorded along any arbitrary open-loop path. The technique, which we call sensor inpainting [37], frees AFM from the paradigm of raster scanning and the need for slower closed-loop control of scanner position. We have used sensor inpainting to render images from Archimedean spiral and spirograph scan patterns [26], [37].

In this paper, we analyze Archimedean spiral scan patterns for their suitability for fast scanning. We propose a new Archimedean spiral, which we call the optimal spiral, that combines the benefits of CAV and CLV scans. The proposed spiral scan follows an Archimedean scan path but respects the mechanical limits of the instrument by balancing velocity and angular frequency to obtain the optimum data distribution for accurate high-speed scanning when scan velocity needs to be minimized.

II. DESCRIPTION OF SCAN PATH

A. Tip Velocity and Angular Velocity

Fig. 1(a) shows an example of Archimedean spiral with five loops for the outward path and a fast inward path to return to the starting point at the origin. We describe the outward scan pattern using polar coordinates \( r(t) \) and \( \theta(t) \) as functions of the scan time. The time required to complete the outward scan is \( T \) and \( t_s \) is the dimensionless quantity \( t_s = t/T \)

\[
\begin{align*}
  r &= R f(t_s) \quad (1) \\
  \theta &= 2\pi N f(t_s) \quad (2)
\end{align*}
\]

where \( N \) is the number of loops and \( R \) is the desired radius. To fully scan the circular area, it is required that \( f(0) = 0 \) and \( f(1) = 1 \), but in principle \( f(t_s) \) can be of any arbitrary shape. When eliminating the temporal function one obtains the polar expression of an Archimedean spiral in the form of

\[
  r(\theta) = \frac{R \theta}{2\pi N}. \quad (3)
\]

In an Archimedean spiral, the scan radius \( r \) increases by a constant pitch \( R/N \) for each full revolution, and the maximal scan radius \( R \) is reached exactly after \( N \) full loops. Experimentally, the scan pattern applied to the piezo is achieved by transforming \( r \) and \( \theta \) into Cartesian coordinates [see Fig. 1(b)].

The tip velocity \( v_s \) and angular velocity \( \dot{\theta} \) are given by

\[
\begin{align*}
  v_s(r, \theta) &= \sqrt{(\dot{r}\theta)^2 + \dot{r}^2} \quad (4) \\
  v_s(t_s) &= \frac{RF(1)^2}{T} \quad (5) \\
  \dot{\theta}(t_s) &= \frac{2\pi N f(t_s)}{T} \quad (6)
\end{align*}
\]

We denote the derivative with respect to time \( t \) with a dot and the derivative with respect to \( t_s \) with a prime.

B. Data Density and Data Distribution

The Archimedean spirals analyzed here have different functions for \( f(t_s) \) such that they follow the same scan path, but with different tip velocities. As a consequence, different data point distributions result when using a constant sampling frequency \( F_s \). Fig. 1(a) shows the sampling along the spiral path and the radial distance (RD) and tangential distance (TD) between data points. The general expressions for radial distance (RD) and tangential distance (TD) are given by

\[
\begin{align*}
  RD(r, \theta) &= \frac{2\pi \dot{r}}{\dot{\theta}} \quad (7) \\
  TD(r, \theta) &= \frac{r \dot{\theta}}{F_s}.
\end{align*}
\]

The local data density \( \delta \) is expressed by the inverse of the product of TD and RD and represents the samples per unit area as

\[
\begin{align*}
  \delta(r) &= \frac{1}{TD \cdot RD} = \frac{F_s}{2\pi r \dot{r}} \quad (8) \\
  \delta(t_s) &= \frac{n}{2\pi R^2 f(t_s) f'(t_s)} \quad (9)
\end{align*}
\]

where \( n \) is the number of samples, \( n = F_s T \). Having uniform density throughout the image is ideal for maximizing the information being measured from the sample. Furthermore, it is important to have good homogeneity \( \eta \) of the sample density, i.e., an even distribution of the data points in all directions. The ratio of RD to TD describes such homogeneity by comparing the spacing between data points

\[
\begin{align*}
  \eta(r, \theta) &= \frac{RD}{TD} = \frac{2\pi F_s \dot{r}}{(\dot{\theta})^2 r} \quad (10) \\
  \eta(t_s) &= \frac{n}{2\pi N^2 f(t_s) f'(t_s)}. \quad (11)
\end{align*}
\]

As discussed in earlier work [37] when using isotropic inpainting algorithms such as heat equation, \( \eta = 1 \) results in the best rendering with least artifacts.
By definition Archimedean spirals have constant RD, and the density \( \delta \) and homogeneity \( \eta \) simplify to

\[
\delta(r, \theta) = \frac{NF_s}{Rr\theta}, \quad \eta(r, \theta) = \frac{F_sR}{N\theta}. \tag{12}
\]

III. CLV SPIRAL

An Archimedean spiral with essentially constant velocity along the scan path is the result of \( f(t_s) = \sqrt{t_s} \) [see Fig. 2(a)]. For this case, the tip velocity is given by

\[
v_{s, CLV}(t_s) = \frac{R \sqrt{(2\pi N)^2 t_s + 1}}{2T \sqrt{t_s}} \approx \frac{\pi NR}{T}. \tag{13}
\]

Toward the very center of the image \( v_{s, CLV} \) theoretically approaches infinity. In discrete implementations, however, the velocity decreases [see Fig. 2(a)] because the high frequencies for small \( r \) in the position signal are lost due to the spacing of samples. When \( t_s \gg 1/(2\pi N)^2 \) the velocity rapidly approaches a constant. Similarly, toward the very center of the image, the angular frequency function goes to infinity except for the discrete implementation. To maintain CLV angular frequency more than two orders of magnitudes higher in the center than on the periphery of the image is required [see Fig. 2(b)]. Note that the area under the velocity curve [see Fig. 2(a)] represents the total arc length (\( \approx 0.3 \) mm) while the area under the angular frequency curve [see Fig. 2(b)] corresponds to the number of loops \( N = 85 \). These values remain constant for all spiral scans described here.

The expressions for density \( \delta_{CLV} \) and \( \eta_{CLV} \) are independent of time \( t_s \) and radius \( r \) simplify to

\[
\delta_{CLV} \approx \frac{n}{\pi R^2}, \quad \eta_{CLV} \approx \frac{n}{\pi N^2}. \tag{15}
\]

We imaged a sample of copper evaporated onto annealed gold because the contrast in size between the copper and gold grains creates high information content. This makes this sample an ideal image to test the accuracy of the data collection and rendering when scanning quickly. The sample has complex features of different sizes and the smallest feature resolvable by the tip is \( \approx 25 \) nm. We used a Cypher ES by Oxford Instruments equipped with a piezoelectric scanner having \( 40 \) \( \mu \)m range in \( X \) and \( Y \), \( 4 \) \( \mu \)m range in \( Z \), and low-noise position sensors. While using a contact mode in constant height mode we used a sampling frequency \( F_s \) of \( 50 \) kHz to impose limited bandwidth on the data collection as if we were operating with force feedback and were limited by the \( z \)-feedback loop and tip–sample interaction. This makes the data and analysis most relevant to the majority of AFM performed in constant force mode. The scan is \( 2.2 \) \( \mu \)m in size with \( N = 85 \) loops and collected in 0.5 s producing a scan velocity of \( 600 \) mm/s. Using the Nyquist criterion for information content, the \( \approx 25 \) nm feature size, and \( 50 \) kHz sampling frequency, we calculate that \( v_s \approx 625 \) mm/s should be the scan speed limit for accurate imaging. Constant \( \delta \) and \( \eta \), resulting from theoretical constant velocity \( v_s \) and sampling \( F_s \), produces an ideal dataset with \( n = 25 \) k data points. In the density map, Fig. 2(c), the color represents the number of recorded data points that fall within each pixel. All collected deflection data points are inpainted within a circular image with a diameter of \( 256 \) pixels containing about \( 50k \) pixels. The insets are magnifications of the center (A), middle (B), and periphery (C) of the scan showing that the data density is the same throughout.

Fig. 2. CLV spiral. (a) Velocity as a function of scan time is constant. (b) To maintain constant speed at small radii the angular frequency “blows up” to values exceeding the resonance frequency of the scanner. (c) Theoretical spatial data density distribution showing number of samples per pixel in the rendered image. (d) Scan path, as measured with the sensors, during the CLV spiral scan. Color scale represents velocity of the scanner. (e) A CLV image of copper evaporated onto annealed gold. The relatively slow scan speed and excellent sample density at the outer edge of the image lead to good fidelity of the features. The features in the boxes (A, B, C) are compared with other scan waveforms in Fig. 5.
the scan. At most each pixel contains one data point. The insets show the great homogeneity of the data distribution resulting for CLV scans.

The scan path measured by the sensors on the scanner is shown in Fig. 2(d) and it is slightly oblong from lower left to upper right. The high angular frequencies used in the center of the scan exceed 8 kHz and excite the resonance of the scanner. This increases the radius causing poor sampling in the center of the scan and erratic motion as evidenced by the very fast motion of greater than 2 mm/s [see Fig. 2(d) inset A]. The CLV spiral scan of the copper/gold sample is shown in Fig. 2(e). We used sensor inpainting [37] to create a 2.0 μm round image, 256 pixels wide, which trimmed the data and used ≈20 kS such that there are ≈0.25 data points per pixel. The CLV scan captures the features of the sample very well except in the center where there is obvious distortion and artifacts from driving at very high angular frequency. Therefore, in order to prevent distortions in the image, the angular velocity is required to match the bandwidth of the scanner.

IV. CAV SPIRAL

CAV scans drive the piezos at a single frequency. This helps to prevent the above-mentioned distortions due to the resonances of the scanner. CAV scans use the simplest linear function

\[ f(t_\ast) = t_\ast \] (17)

where the resulting angular velocity, Fig. 3(b), is simply given by the number of revolutions in the total time

\[ \dot{\theta}(t_\ast)_{CAV} = \frac{2\pi N}{T}. \] (18)

The velocity \( v_{CAV} \) increases nearly linearly with time for CAV spirals as the radius increases. The function for scan velocity

\[ v_{CAV}(t_\ast) = \frac{R}{T} \sqrt{4(\pi N t_\ast)^2 + 1} \approx \frac{2\pi NR}{T} t_\ast. \] (19)

simplifies to a linear function of \( t_\ast \) for almost all of the scan, as shown in Fig. 3(a).

Using (1), (8), (10), and (17) the expressions for data density \( \delta \) and homogeneity \( \eta \) simplify to the following radial dependencies:

\[ \delta(r)_{CAV} \approx \frac{n}{2\pi R r}. \] (20)

\[ \eta(r)_{CAV} \approx \frac{n R}{2\pi N^2 r}. \] (21)

Data density for a CAV spiral scan with similar scan parameters as those used for Fig. 2 is shown in Fig. 3(c). Because the scan velocity is near zero at the center of the image the data density is extremely high reaching 74 samples in the center pixels. Conversely the data density \( \delta \) becomes sparse toward the periphery. Since the scan time \( T \) and number of loops \( N \) are the same as the CLV scan [see Fig. 2(c)], the average value of \( \eta \) is also one but the value drops to 0.5 at the periphery where features start to be undersampled. We imaged the copper/gold sample in the same location as Fig. 2(e) using a CAV spiral. The measured scan path, Fig. 3(d), has very even spacing radially because the scanner responds with constant mechanical gain and phase lag when driven at constant angular frequency. The measured velocity matches the theoretical values well. The inpainted image is shown in Fig. 3(e). The features in the center of the image are reproduced well due to the slow angular frequency, high sampling, and \( \eta \) but the periphery is under sampled and the features become blurred.

The need to capture the information at the periphery of the image determines the sampling rate and velocity for CAV spirals. Therefore, for most of the scan, near the center, the instrument is going too slow and wasting precious time. Neither CLV nor CAV spirals are ideal for imaging the sample quickly but each...
has properties that are advantageous. The optimal Archimedean spiral combines the advantages of both.

V. OPTIMAL ARCHIMEDEAN SPIRAL (OPT)

The ideal Archimedean spiral would have the shortest scan times while respecting the instrument’s mechanical limits. The time function \( f(t) \) of the Archimedean spiral can be any arbitrary shape leading to various scan speeds and frequencies. As observed in Fig. 2, the mechanical gain of the resonance can lead to large excursions from the intended scan path and inaccuracies. It is best if the X,Y scan frequencies stay well below the resonance. Similarly, high tip speeds lead to sparse data, Fig. 3, or high tip–sample forces from poor Z-piezo feedback making tip speed an equally important optimization parameter.

We solved for the optimal time function \( f(t^*) \) using maximum \( X,Y \) scan frequency \( \omega_L \) and tip speed \( v_L \) as limiting criteria. The complete optimization is found in Appendix 1 and has similarities with the optimization method of Tuma et al. [38]. The resulting waveform follows \( \omega_L \) in the center of the scan and then follows \( v_L \) at the periphery. Effectively, the waveform combines the benefits of CAV and CLV scans. We call the new scan waveform the optimal Archimedean spiral (OPT).

The optimal Archimedean spiral is the fastest Archimedean spiral that respects the limits of \( X,Y \) scanner bandwidth and scan speed. In our experience, the parameter of scan time and scan speed are equally valid independent variables for the parameterization of the OPT so we also present a parameterization that follows the optimal principle of performing CAV in the center and CLV at the periphery but uses scan time as an independent variable.

The CLV is produced when \( f(t^*) = \sqrt{a} \) and the CAV is produced when \( f(t^*) = t \) with \( t \) dimensionless time. Let the angular frequency limit of the AFM be given by \( \frac{\partial a}{\partial \omega} \leq \omega_L \). Define \( a = \frac{4 \pi X}{v L} \). To push the angular frequency limit initially the composite spiral’s \( f \) must be of the form \( f(t) = \frac{2}{a} \) as this results in \( \frac{\partial a}{\partial \omega} = \omega_L \). Using the CAV up to some time \( t_s \), then transitioning to a CLV spiral with parameters \( C_1 \) and \( C_2 \) means the optimum Archimedean spiral is given by

\[
f(t^*) = \begin{cases} 
\frac{L}{a} & \text{if } t^* \leq t_s \\
\sqrt{C_1 t^* + C_2} & \text{if } t^* > t_s, 
\end{cases}
\]

(22)

To find the parameters, \( t_s, C_1, \) and \( C_2, \) we enforce three properties of the final spiral. The scan should be finished at time \( t^* = 1 \) hence \( f(1) = 1 \) and \( f \) and \( f' \) should be continuous at \( t_s \).

The three conditions imply, in order, the equations

\[
t_s = \sqrt{C_1 + C_2} 
\]

(23)

\[
\frac{t_s}{a} = \sqrt{C_1 t_s + C_2} 
\]

(24)

\[
\frac{1}{a} = \frac{C_1}{2} \left( C_1 t_s + C_2 \right)^{-\frac{1}{2}}. 
\]

(25)

The first equation implies \( C_2 = 1 - C_1 \) and substituting (24) into (25) yields

\[
\frac{1}{a} = \frac{C_1 a}{2 t_s L}. 
\]

(26)

Therefore,

\[
C_1 = \frac{2 t_s L}{a^2} 
\]

(27)

\[
C_2 = 1 - \frac{2 t_s L}{a^2} 
\]

(28)

which after substituting into (24) produces a quadratic equation in \( t_s \):

\[
0 = t_s^2 L - 2 t_s L + a^2 
\]

(29)

\[
\Rightarrow t_s L = 1 \pm \sqrt{1 - a^2}. 
\]

(30)

The discriminant is positive provided \( a < 1 \), which is violated only when the scan cannot be completed in the given time subject to the given angular frequency limit. As the transition must take place in the scan time \( t_s, L \in [0, 1] \) the negative sign is the natural solution hence

\[
t_s L = 1 - \sqrt{1 - a^2} \]

(31)

is the transition time \( t_s L \).

According to (5), the speed of the tip for this \( f \) at time \( t_s L \) is

\[
v(t_s L) = \frac{R}{a} \sqrt{1 + \left( \frac{2 \pi N}{a} \right)^2 t_s^2 L} \approx \frac{\pi N R 2 t_s L}{a^2}. 
\]

(32)

The velocity curve for an optimal Archimedean spiral scan is shown in Fig. 4(a). The velocity increases linearly and quickly because the angular frequency is at the limit. When the normalized time \( t_s \) reaches \( t_s L \) the scan transitions to CLV with constant velocity and decreasing angular frequency, as shown in Fig. 4(b). The density image, shown in Fig. 4(c), is mostly homogeneous throughout. At the center, inset A, the data density is high because of the short section of CAV spiral but otherwise samples are evenly spread over the whole image, insets B and C, where \( \eta \) is very close to one. We again imaged the copper/gold sample in the same location as Fig. 2(e) but using an OPT spiral of the same time, number of loops, and sampling rate. Like the CAV spiral, the scan path is evenly spaced throughout the image but the velocity is always low, as shown in Fig. 4(d). The features throughout the image are reproduced well showing the superior performance of the OPT, as shown in Fig. 4(e).

VI. DISCUSSION

A. Further Criteria for Comparing Waveforms

Increasing the frame rate of scanning probe techniques is essential for capturing dynamic processes at the nanoscale. Here we introduce design criteria that allow further comparison of various scan waveforms to determine the best scan wave for fast scanning. As we already mentioned in the optimization to create the OPT waveform, the scan must respect the mechanical bandwidth of the \( X,Y \) scanner, i.e., the scan waveform needs to have sufficiently low angular frequency to avoid positioning...
adjacent segments of the scan should be scanned in the same
direction. Otherwise delays in the positioning and the feedback
loop cause the data to be inconsistent, causing irregularities in
the image [37]. For example, this results in only trace or retrace
data being used to create an image in raster scans and half the
precious scan data are discarded. Spiral scans meet this last cri-
teron quite well. This section contains an in-depth discussion of
our results with the different Archimedean spirals followed by
a comparison of their performance with more common wave-
forms (see Table I).

B. Constant Linear Velocity (CLV)

The CLV spiral meets all criteria satisfactorily except the
first criterion for an ideal scan waveform. For the data density,
Fig. 2(c), within the scan area, CLV spirals offer the lowest ve-
locity possible, which is ideal for stable topography feedback.
However, with high angular frequency in the center the exci-
tation of the scanner resonance in the center is a significant
failure. In Fig. 2(d), the error caused by the mechanical gain of
the scanner is evident. The resonance is at 1600 Hz and has a Q
of 5. Sweeping through the resonance with frequencies greater
than 8 kHz causes the radius to become erroneously large in the
center. As a result, there is no data in the center of the image. Our
image inpainting algorithms aim to restore missing data. How-
ever, the scanner was whipped around violently enough during
the chirp that the sensors became inaccurate and the intersecting
loops have conflicting topography values for the same location.
This resulted in the star-like artifacts that are very evident in
the upper left of Fig. 5. It is possible to redeem the CLV spiral
by making a donut-shaped scan [39] that removes the high-
frequency portion, but then data are missing from the center
of the scan where the features of interest likely are. We found
CLV spiral to only be useful for the slowest of scans though
we note that CLV may be crucial for some investigations, such
as monitoring ferroelectric domain switching under a biased tip
where the scan speed influences the switching probability and
dynamics [40].

C. Constant Angular Velocity (CAV)

The CAV spiral better meets the criteria for an ideal scan
waveform than the CLV spiral at these imaging speeds. This is
mainly due to the fact that the highest frequency component of
the waveform is 168 Hz, well below the scanner’s resonance.
For comparison, a raster scan of comparable data density would
be 150 lines and a fast scan rate of 300 lines/s. Since at least
three frequency components are required to make a satisfactory
triangular waveform the 5th harmonic would be required at
1500 Hz, nine times higher than the CAV spiral scan while
having over twice the velocity. The CAV spiral also has higher
density data in the middle of the scan assuring that the most
important features are well sampled and rendered. The main
disadvantage of the CAV spiral is that the velocity is higher at
the periphery reaching two times the average of a CLV spiral and
approximately the same velocity of a raster scan over the same
area. For the scan shown in Fig. 3, the maximum velocity \( v_{\text{max}} \)
reaches \( \approx 1.6 \) mm/s exceeding the limit for accurate imaging
and lowering the homogeneity of the data (\( \eta = 0.5 \)). This is


| TABLE I  

COMPARISON OF SCAN PERFORMANCE FOR VARIOUS SCAN PATHS |
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Raster</td>
</tr>
<tr>
<td>1.1) Relative maximum angular frequency</td>
</tr>
<tr>
<td>1.2) Normalized std. dev. of angular frequency</td>
</tr>
<tr>
<td>2) Relative maximum speed</td>
</tr>
<tr>
<td>3.1) Relative average sample density</td>
</tr>
<tr>
<td>3.2) Relative maximum sample density</td>
</tr>
<tr>
<td>3.3) Percent pixels near average density</td>
</tr>
<tr>
<td>3.4) Data distribution prioritizes center</td>
</tr>
<tr>
<td>4) Adjacent scan lines have same direction</td>
</tr>
</tbody>
</table>

Image area, resolution, and frame rate are the same for all waveforms and the values are scaled relative to each other for easy comparison. The table cells are shaded with red, yellow, and green for poor, satisfactory, and good performance, respectively. Optimal Archimedean spiral clearly has the best performance.

![Fig. 5. Comparisons of CLV, CAV, and optimal Archimedean spiral scans showing the center, middle, and edge of the scans, respectively. The zoom-ins are specified by boxes A, B, and C in part (e) of Figs. 2, 3, and 4 and are 400, 300, and 200 nm, respectively. Color scales are enhanced compared with the original images. CLV fails in the center of the image and CAV blurs the periphery, while the OPT has the best performance throughout the scan.](image)

The optimal Archimedean spiral starts with a CAV spiral in the center using a user specified maximum angular frequency, then transitions to a CLV spiral where the angular frequency decreases as the radius increases. The data shown here use an angular frequency limit of 350 Hz well below the resonance of the scanner leading to very even spacing between loops, as shown in Fig. 2(d). Like the CAV spiral, the OPT also has higher density data in the middle of the scan assuring that the most important features are well sampled and rendered. However, the transition to CLV spiral keeps the maximum velocity low and often very close to the speed represented by the CLV spiral. One may initially intuit that a high maximum angular frequency is good for the OPT so that the transition to CLV scan happens early in the scan and the maximum velocity is very close to the minimum velocity achieved by a CLV spiral. However, the maximum velocity increases moderately slowly initially as time to transition increases. For example, when transitioning at 40% of the scan time the maximum tip velocity is only 25% higher than a CLV spiral and the angular frequency starts only 24% higher than when using a CAV spiral.

The changing angular frequency that happens after the transition to CLV could cause distortions, such as dilation and twisting due to phase lag and changes in mechanical gain. Depending on imaging speed, sweeping through anomalies in the transfer function may be hard to avoid and artifacts may result. Fortunately, sensor inpainting mitigates such issues because the data are rendered from the measured position by the sensors. If the sensors are accurate then there should be no difference between images. On the instrument used for these experiments, we observed a 2% increase in the amplitude of the frequency response of the scanner near 400 Hz. This is enough for a few loops of data to be sparse then bunched as the frequency sweeps through the small peak and led us to choose a 350 Hz maximum for the angular frequency. In the frequency range of 150–350 Hz our frequency response was quite flat giving excellent results.

Comparing the CAV and optimal Archimedean spiral images, Figs. 3 and 4, we find that there are positioning errors of 5 nm or about 0.2% of the scan size that are due to errors in accuracy of the sensors at the different frequencies used to scan the surface. These errors are negligible compared with what is frequently tolerated in AFM.

E. Comparison With Nonspiral Waveforms

Our optimal Archimedean spiral is significantly better suited for fast scanning than any other nonspiral waveform. We compare the performance of the different scan waveforms in Table I while holding image area, resolution, and frame rate constant. The specific values for the OPT scan in Table I depend on the value of $t_{sL}$. Here, we derive these values for $t_{sL} \approx 0.2$ as is used to gather the data, as shown in Fig. 4.
The maximum angular frequency measures how much the waveform stresses the X,Y scanner and the Lissajous, CAV, and OPT perform very well for this constraint. The standard deviation of the frequency is a proxy for the positioning errors due to a nonuniform scanner transfer function and inaccuracies of the sensor. The single frequency scans perform best here but the OPT scan is satisfactory especially if the time to transition is large.

The maximum speed measures how the waveform stresses the topography feedback loop. Using the equations found in Bazaei et al. [24] the maximum scan speed is a factor $\frac{\pi^{2}N_{c}^{2}}{g}$ higher for a Lissajous scan than our OPT scan. For most imaging frame rates and maximum scan frequencies this is a substantial difference of over a factor of four! The CLV and OPT have the lowest velocity.

The average sample density shows how much data is discarded. Raster scans typically overshoot the displayed scan area and only use trace or retrace data for display. When developing spiral scans we initially used a waveform with the same number of loops to spiral back to the center. However, slight differences in amplitude or phase between spiraling in versus spiraling out can cause dilation of the images relative to each other such that there was a jitter when viewed sequentially. A satisfactory solution uses a few loops to spiral back to the center and discard these data (see Fig. 1 and Acknowledgment). For all the data presented here with $N = 85$ loops, less than 5% of the total scan time is used for going back to the center leading to the 0.95 value compared with the Lissajous and Spirogram. Lissajous and Spirogram scans have coinciding start and endpoint of the scan waves which enables use of 100% of the data but both techniques require significantly higher maximum tip velocities than spiral scans. The maximum sample density reveals whether the scan moves slowly in places or crosses the same point multiple times. Percent pixels near average density measures if regions are homogeneously sampled. We score raster scan well even though it moves slowly during turn around because those data are excluded and already accounted for in the average sample density. Regarding sample density, CLV performs best if accurately executed with spiograph and OPT also rating well.

Having adjacent scan lines in the same direction is important so that signal delays are consistent across the image and do not cause artifacts or require discarding of data. When using contact mode, this requirement is more stringent. Friction forces cause twisting and bending of the cantilever. In this situation, artifacts may arise and the uniformly parallel scan lines during rastering can be advantageous but for ac modes the spirals are best. Here, we treat X and Y bandwidth as nearly equal which is not the case for all scanners. In tuning fork scanners, one axis is significantly faster and in this situation rastering would be favored [41] but for most scanners spirals will be best.

The optimal Archimedean spiral is able to cover the scan area in the shortest amount of time with the best balance of low angular frequency and low speed while having adjacent scan lines in the same direction and excellent data density in the middle. On the whole, the OPT fulfills all the criteria for an outstanding scan waveform. With a large scanner, we were able to image the sample with outstanding resolution at two frames per second. Reducing the scan area to 1.0 $\mu$m and maintaining the same spatial resolution and scanner frequency limits, the sample could have been imaged at nine frames per second. Implementing OPT on the smaller and lighter scanners that have been developed for high-speed AFM will lead to even faster scanning possibly an order of magnitude faster than raster scan. Optimal Archimedean spiral has near best performance for all important scan path criteria making it an ideal waveform.

VII. Conclusion

While many fields such as medical imaging [42] and astrophysics [43] utilize advanced image processing techniques to extend their capabilities, scanning probe techniques have been mired in the raster scan paradigm. Unlike raster scanning, where fast and slow scan axes exist, spiral scans evenly distribute the velocities to both X and Y axis. But in CLV spirals the highest angular frequencies can easily exceed the bandwidth of the X, Y positions sensors and thus result in a distorted image. Oppositely, very high tip velocities are required at the periphery of the scan area when maintaining constant angular frequency (CAV).

When exceeding the bandwidth of the topographic feedback the high tip velocities can result in a blurred image and erroneous topographic data. The optimal Archimedean spiral is an ideal scan waveform for scanned probe microscopy respecting the instrument’s limits for angular frequency and linear velocity it maintains an excellent data distribution and efficiently utilizes the scan time. This enables artifact free, high-resolution and high-quality imaging with few micron scan sizes and multiple frames per second on large heavy scanners.

Appendix

A. OPT Optimality

The scanning path is determined in polar coordinates by the angle $\theta(t) = 2\pi N g(t)$ and the radius $r(t) = Rg(t)$. The optimal parameterization of the spiral is a function $g$, which completes the scan in the least time subject to the physical constraints of the device. The constraints are given by

$$|g| \leq \frac{\omega_{L}}{2\pi N} \equiv c_{1}$$

and

$$|g| \leq \frac{v_{L}}{R \sqrt{1 + (2\pi N g)^{2}}} \equiv c_{2}(g)$$

corresponding, respectively, to a frequency limitation of $\omega_{L}$ and a tip velocity limitation $v_{L}$. Define $l(g) \equiv \min(c_{1}, c_{2}(g))$, so that both constraints are conveniently stated by the condition $|g| \leq l(g)$. Then, the optimal $g$ minimize the scan time. The scan is finished when $g = 1$ when scanning counterclockwise or $g = -1$ when scanning clockwise. Taking the counterclockwise scenario, define the scan completion time by

$$T[g] = \min_{t \geq 0, g(t) = 1} t.$$
The problem is to find a function \( g \) which, subject to the constraints, minimizes this quantity

\[
 g = \arg \min_{\tilde{g} \in F} T[\tilde{g}]
\]

where \( F \) is the set of all continuously differentiable functions satisfying the constraint \( l \)

\[
 F = \left\{ h \in C^1([0, \infty)) : h(0) = 0, h \leq l(h) \right\}.
\]

Next we construct the optimal solution, then demonstrate optimality. Define \( g \) to be the solution to the differential equation \( \dot{g} = l(g) \) with initial condition \( g(0) = 0 \). Because \( l \)

is autonomous, uniformly Lipschitz, and bounded, the solution exists, is unique, and resides in \( F \).

The parameterization given by \( g \) is fastest in the sense of \( T[g] \).

To see this, suppose \( h \in F \) is another solution. Let \( I = (a, b) \)

be an interval such that \( h(a) = g(a) \) and \( h > g \) on \( I \). If such an \( a \) and \( b \) do not exist it must be that \( h \leq g \) for all time, so

\( T[h] \geq T[g] \) and \( h \) is not faster. Assume therefore and \( a \)

and \( b \) can be chosen. Within \( I \) there must be a point \( s \) at which

\( h(s) > g(s) \Rightarrow l(g(s)) < l(h(s)) \), but this is impossible since

\( h(s) > g(s) \) and \( l \) decreases monotonically. No such interval \( J \)

can exist, and therefore \( T[h] \geq T[g] \). Because \( h \) was arbitrary

there exists no strictly faster parameterization than \( g \).

The analytic form of \( g \) is given by simple linear growth until

\( c_1 = c_2(g) \). Because of monotonic growth as well there is a

single point \( I_L \) at which \( c_1 = c_2(g(I_L)) \), from which point onward

the solution satisfies \( g = c_2(g) \), which is a member of the class

of functions implicitly solving

\[
 \nu + \frac{v}{R} t = \frac{g(t)}{2\sqrt{1 + (2\pi N g(t))^2}} + \frac{\sin^{-1}(2\pi N g(t))}{4\pi N}
\]

for some constant depending on the value of \( g(I_L) \). Provided

that the approximations

\[
 N \gg 1
\]

and

\[
 Ng(I_L) \gg 1
\]

hold, the \( 1 \) in the square root and the hyperbolic sine terms can be

ignored thereby producing an approximate class of solutions of the form

\[
 g(t) = \frac{1}{\pi} \sqrt{\nu + \frac{v}{R} t}
\]

The dimensionless parameterization \( f \) can now be defined as the

scaled version of this optimal \( g \) using the total scan time

\( T = T[g] \).
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Ideal Scan Path for High-Speed Atomic Force Microscopy

Dominik Ziegler, Travis R. Meyer, Andreas Amrein, Andrea L. Bertozzi, and Paul D. Ashby

Abstract—We propose a new scan waveform ideally suited for high-speed atomic force microscopy. It is an optimization of the Archimedean spiral scan path with respect to the \( X, Y \) scanner bandwidth and scan speed. The resulting waveform uses a constant angular velocity spiral in the center and transitions to constant linear velocity toward the periphery of the scan. We compare it with other scan paths and demonstrate that our novel spiral best satisfies the requirements of high-speed atomic force microscopy by utilizing the scan time most efficiently with excellent data density and data distribution. For accurate \( X, Y \), and \( Z \) positioning our proposed scan pattern has low angular frequency and low linear velocities that respect the instruments mechanical limits. Using sensor inpainting we show artifact-free high-resolution images taken at two frames per second with a 2.2 \( \mu \)m scan size on a moderately large scanner capable of 40 \( \mu \)m scans.

Index Terms—Actuators, atomic force microscopy (AFM), motion control.

I. INTRODUCTION

Atomic force microscopy (AFM) techniques acquire high-resolution images by scanning a sharp tip over a sample while measuring the interaction between the tip and sample [1]. AFM has the ability to image material surfaces with exquisite resolution [2]. Furthermore, careful probe design facilitates nanoscale measurement of specific physical or chemical properties, such as surface energy [3], [4] or electrostatic [5], [6] and magnetic [7], [8] forces. Therefore, AFM has become one of the most frequently used characterization tools in nanoscience. However, the sequential nature of scanning limits the speed of data acquisition and most instruments take several minutes to obtain a high-quality image. The productivity and use of AFM would increase dramatically if the speed could match the imaging speeds of other scanning microscopes, such as confocal and electron microscopes [9]. The semiconductor industry, which requires detection of nanoscopic defects over large areas, is an important driver for higher scan speeds [10]. More importantly, higher temporal resolution enables the exploration of dynamic chemical and biomolecular processes [11]. This is especially important for dynamic nanoscale phenomena of materials that are sensitive to the radiation associated with light and electron microscopy making AFM the best characterization tool.

Significant engineering effort over the last decade has pushed the speed limits of AFM to a few frames per second [12]–[15]. Most researchers operate within the raster scan paradigm, where the tip is moved in a zig-zag pattern over the sample at a constant speed in the image area. The rationale for the raster pattern is that with regular sampling and constant scanner velocity image rendering is simple because the data points align with the pixels of the image spatially. However, achieving accurate images is challenging because piezoelectric nanopositioners have notoriously nonlinear displacement response and the mechanical resonances of the high-inertia scanner amplify the harmonics of the waveform that are required to create the turnaround region of the raster scan. Working within the raster scan paradigm, most methods to speed up the AFM have focused on the mechanical design. The most common means to build fast scanners is to reduce the size of the scanner and increase stiffness [16]–[22] so that the scanner actuates effectively at higher frequencies but this places strict limitations on the mass of the sample.

Using nonraster scan waveforms with low-frequency components provides an opportunity to increase imaging speed. Lissajous scans have been shown to be advantageous for high-speed scanning because they can cover the entire scan area using a sinusoidal scan pattern of constant amplitude and frequency [23], [24]. Similarly, cycloid [25] and spiograph [26] scans use a single frequency circular scan with a constant offset between adjacent loops.

In this paper, we analyze the suitability of spiral scan paths for high-speed scanning. Having constant distance between loops makes Archimedean spirals especially useful. They can be performed either using constant angular velocity (CAV) [27]–[30] or constant linear velocity (CLV) [31], [32]. At least a twofold increase in temporal or spatial resolution is achieved over raster scanning because, when generating an image, almost 100% of the data is used instead of throwing away trace or retrace data. Furthermore, spiral scan patterns require less bandwidth and...
expression of an Archimedean spiral in the form of

\[ r(\theta) = \frac{R \theta}{2\pi N}. \]  

In an Archimedean spiral, the scan radius \( r \) increases by a constant pitch \( R/N \) for each full revolution, and the maximal scan radius \( R \) is reached exactly after \( N \) full loops. Experimentally, the scan pattern applied to the piezo is achieved by transforming \( r \) and \( \theta \) into Cartesian coordinates [see Fig. 1(b)].

The tip velocity \( v_s \) and angular velocity \( \dot{\theta} \) are given by

\[ v_s(r, \theta) = \sqrt{(r \dot{\theta})^2 + r^2 \dot{r}^2} \]  

\[ \dot{\theta}(t_s) = \frac{2\pi N f(t_s)}{T} f'(t_s). \]

We denote the derivative with respect to time \( t \) with a dot and the derivative with respect to \( t_s \) with a prime.

**B. Data Density and Data Distribution**

The Archimedean spirals analyzed here have different functions for \( f(t_s) \) such that they follow the same scan path, but with different tip velocities. As a consequence, different data point distributions result when using a constant sampling frequency \( F_s \). Fig. 1(a) shows the sampling along the spiral path and the radial distance (RD) and tangential distance (TD) between data points. The general expressions for radial distance (RD) and tangential distance (TD) are given by

\[ \text{RD}(r, \theta) = \frac{2\pi \dot{r}}{\dot{\theta}} \quad \text{TD}(r, \theta) = \frac{r \dot{\theta}}{F_s}. \]

The local data density \( \delta \) is expressed by the inverse of the product of TD and RD and represents the samples per unit area as

\[ \delta(r) = \frac{1}{\text{TD} \cdot \text{RD}} = \frac{F_s}{2\pi r \dot{r}} \]  

\[ \delta(t_s) = \frac{n}{2\pi R^2 f(t_s) f'(t_s)} \]

where \( n \) is the number of samples, \( n_s = F_s T \). Having uniform density throughout the image is ideal for maximizing the information being measured from the sample. Furthermore, it is important to have good homogeneity \( \eta \) of the sample density, i.e., an even distribution of the data points in all directions. The ratio of RD to TD describes such homogeneity by comparing the spacing between data points

\[ \eta(r, \theta) = \frac{\text{RD}}{\text{TD}} = \frac{2\pi F_s \dot{r}}{(\dot{\theta})^2 r} \]  

\[ \eta(t_s) = \frac{n}{2\pi N^2 f(t_s) f'(t_s)}. \]

As discussed in earlier work [37] when using isotropic inpainting algorithms such as heat equation, \( \eta = 1 \) results in the best rendering with least artifacts.
By definition Archimedean spirals have constant RD, and the density $\delta$ and homogeneity $\eta$ simplify to

$$\delta(r, \theta) = \frac{NF_s}{Rr\theta}, \quad \eta(r, \theta) = \frac{F_sR}{Nrt\theta}. \quad (12)$$

III. CLV SPIRAL

An Archimedean spiral with essentially constant velocity along the scan path is the result of $f(t_s)=\sqrt{T_s}$ [see Fig. 2(a)].

For this case, the tip velocity is given by

$$v_{CLV}(r) = \frac{R\sqrt{(2\pi N)^2t_s^2 + 1}}{2T\sqrt{t_s}} \approx \frac{\pi NR}{T}. \quad (13)$$

Toward the very center of the image $v_{CLV}$ theoretically approaches infinity. In discrete implementations, however, the velocity decreases [see Fig. 2(a)] because the high frequencies for small $r$ in the position signal are lost due to the spacing of samples. When $t_s \gg 1/(2\pi N)^2$ the velocity rapidly approaches a constant. Similarly, toward the very center of the image, the angular frequency function goes to infinity

$$\dot{t}(t_s)_{CLV} = \frac{\pi N}{T\sqrt{t_s}} \quad (14)$$

except for the discrete implementation. To maintain CLV angular frequency more than two orders of magnitudes higher in the center than on the periphery of the image is required [see Fig. 2(b)]. Note that the area under the velocity curve [see Fig. 2(a)] represents the total arc length ($\approx 0.3$ mm), while the area under the angular frequency curve [see Fig. 2(b)] corresponds to the number of loops $N = 85$. These values remain constant for all spiral scans described here.

The expressions for density $\delta_{CLV}$ and $\eta_{CLV}$ are independent of time $t_s$ and radius $r$ and simplify to

$$\delta_{CLV} \approx \frac{n}{\pi R^2} \quad (15)$$

$$\eta_{CLV} \approx \frac{n}{\pi N^2}. \quad (16)$$

We imaged a sample of copper evaporated onto annealed gold because the contrast in size between the copper and gold grains creates high information content. This makes this sample an ideal image to test the accuracy of the data collection and rendering when scanning quickly. The sample has complex features of different sizes and the smallest feature resolvable by the tip is $25$ nm. We used a Cypher ES by Oxford Instruments equipped with a piezoelectric scanner having $40$ $\mu$m range in $X$ and $Y$, $4$ $\mu$m range in $Z$, and low-noise position sensors. While using a contact mode in constant height mode we used a sampling frequency $F_s$ of $50$ kHz to impose limited bandwidth on the data collection as if we were operating with force feedback and were limited by the $z$-feedback loop and tip–sample interaction. This makes the data and analysis most relevant to the majority of AFM performed in constant force mode. The scan is $2.2$ $\mu$m in size with $N = 85$ loops and collected in $0.5$ s producing a scan velocity of $600$ mm/s. Using the Nyquist criterion for information content, the $\approx 25$ nm feature size, and $50$ kHz sampling frequency, we calculate that $v_s \approx 625$ mm/s should be the scan speed limit for accurate imaging. Constant $\delta$ and $\eta$, resulting from theoretical constant velocity $v_s$ and sampling $F_s$ produces an ideal dataset with $n = 25$ k data points. In the density map, Fig. 2(c), the color represents the number of recorded data points that fall within each pixel. All collected deflection data points are inpainted within a circular image with a diameter of $256$ pixels containing about $50k$ pixels. The insets are magnifications of the center (A), middle (B), and periphery (C) of the scan showing that the data density is the same throughout.
At most each pixel contains one data point. The insets show the great homogeneity of the data distribution resulting for CLV scans.

The scan path measured by the sensors on the scanner is shown in Fig. 2(d) and it is slightly oblong from lower left to upper right. The high angular frequencies used in the center of the scan exceed 8 kHz and excite the resonance of the scanner. This increases the radius causing poor sampling in the center of the scan and erratic motion as evidenced by the very fast motion of greater than 2 mm/s [see Fig. 2(d) inset A]. The CLV spiral scan of the copper/gold sample is shown in Fig. 2(e). We used sensor inpainting [37] to create a 2.0 $\mu$m round image, 256 pixels wide, which trimmed the data and used $\approx 20$ kS such that there are $\approx 0.25$ data points per pixel. The CLV scan captures the features of the sample very well except in the center where there is obvious distortion and artifacts from driving at very high angular frequency. Therefore, in order to prevent distortions in the image, the angular velocity is required to match the bandwidth of the scanner.

IV. CAV SPIRAL

CAV scans drive the piezos at a single frequency. This helps to prevent the above-mentioned distortions due to the resonances of the scanner. CAV scans use the simplest linear function

$$ f(t_*) = t_* $$

(17)

where the resulting angular velocity, Fig. 3(b), is simply given by the number of revolutions in the total time

$$ \dot{\theta}(t_*)_{CAV} = \frac{2\pi N}{T}. $$

(18)

The velocity $v_{s_{CAV}}$ increases nearly linearly with time for CAV spirals as the radius increases. The function for scan velocity

$$ v_{s_{CAV}}(t_*) = \frac{R}{T} \sqrt{4(\pi N t_*)^2 + 1} \approx \frac{2\pi N R}{T} t_*, $$

(19)

simplifies to a linear function of $t_*$, for almost all of the scan, as shown in Fig. 3(a).

Using (1), (8), (10), and (17) the expressions for data density $\delta$ and homogeneity $\eta$ simplify to the following radial dependencies:

$$ \delta(r)_{CAV} \approx \frac{n}{2\pi R r}, $$

(20)

and

$$ \eta(r)_{CAV} \approx \frac{n R}{2\pi N^2 r}. $$

(21)

Data density for a CAV spiral scan with similar scan parameters as those used for Fig. 2 is shown in Fig. 3(c). Because the scan velocity is near zero at the center of the image the data density is extremely high reaching 74 samples in the center pixels. Conversely the data density $\delta$ becomes sparse toward the periphery. Since the scan time $T$ and number of loops $N$ are the same as the CLV scan [see Fig. 2(c)], the average value of $\eta$ is also one but the value drops to 0.5 at the periphery where features start to be undersampled. We imaged the copper/gold sample in the same location as Fig. 2(e) using a CAV spiral. The measured scan path, Fig. 3(d), has very even spacing radially because the scanner responds with constant mechanical gain and phase lag when driven at constant angular frequency. The measured velocity matches the theoretical values well. The inpainted image is shown in Fig. 3(e). The features in the center of the image are reproduced well due to the low angular frequency, high sampling, and $\eta$ but the periphery is under sampled and the features become blurred.

The need to capture the information at the periphery of the image determines the sampling rate and velocity for CAV spirals. Therefore, for most of the scan, near the center, the instrument is going too slow and wasting precious time. Neither CLV nor CAV spirals are ideal for imaging the sample quickly but each
has properties that are advantageous. The optimal Archimedean spiral combines the advantages of both.

V. OPTIMAL ARCHIMEDEAN SPIRAL (OPT)

The ideal Archimedean spiral would have the shortest scan times while respecting the instrument’s mechanical limits. The time function \( f(t) \) of the Archimedean spiral can be any arbitrary shape leading to various scan speeds and frequencies. As observed in Fig. 2, the mechanical gain of the resonance can lead to large excursions from the intended scan path and inaccuracies. It is best if the \( X, Y \) scan frequencies stay well below the resonance. Similarly, high tip speeds lead to sparse data, Fig. 3, or high tip–sample forces from poor piezo feedback making tip speed an equally important optimization parameter.

We solved for the optimal time function \( f(t_*) \) using maximum \( X, Y \) scan frequency \( \omega_L \) and tip speed \( v_L \) as limiting criteria. The complete optimization is found in Appendix 1 and has similarities with the optimization method of Tuma et al. [38]. The resulting waveform follows \( \omega_L \) in the center of the scan and then follows \( v_L \) at the periphery. Effectively, the waveform combines the benefits of CAV and CLV scans. We call the new scan waveform the optimal Archimedean spiral (OPT).

The optimal Archimedean spiral is the fastest Archimedean spiral that respects the limits of \( X, Y \) scanner bandwidth and scan speed. In our experience, the parameter of scan time and scan speed are equally valid independent variables for the parameterization of the OPT so we also present a parameterization that follows the optimal principle of performing CAV in the center and CLV at the periphery but uses scan time as an independent variable.

The CLV is produced when \( f(t_*) = \sqrt{t} \) and the CAV is produced when \( f(t_*) = t_* \) with \( t_* \), dimensionless time. Let the angular frequency limit of the AFM be given by \( \frac{ddt}{dt} \leq \omega_L \). Define \( \alpha \equiv \frac{2\sqrt{2}}{v_L^*} \). To push the angular frequency limit initially the composite spiral’s \( f \) must be of the form \( f(t_*) = \frac{L}{a} \) as this results in \( \frac{ddt}{dt} = \omega_L \). Using the CAV up to sometime \( t_* \), then transitioning to a CLV spiral with parameters \( C_1 \) and \( C_2 \) means the optimum Archimedean spiral has a function \( f \) of the form

\[
f(t_*) = \begin{cases} \alpha \sqrt{t} & \text{if } t_* \leq t_*^L \\ \sqrt{C_1 t_* + C_2} & \text{if } t_* > t_*^L. \end{cases}
\]

To find the parameters, \( t_*^L, C_1, \) and \( C_2, \) we enforce three properties of the final spiral. The scan should be finished at time \( t_* = 1 \) hence \( f(1) = 1 \) and \( f \) and \( f' \) should be continuous at \( t_*^L. \)

The three conditions imply, in order, the equations

\[
1 = \sqrt{C_1 + C_2} \quad (23)
\]

\[
\frac{t_*^L}{a} = \sqrt{C_1 t_*^L + C_2} \quad (24)
\]

\[
\frac{1}{a} = \frac{C_1}{2(C_1 t_*^L + C_2)^{1/2}}. \quad (25)
\]

The first equation implies \( C_2 = 1 - C_1 \) and substituting (24) into (25) yields

\[
\frac{1}{a} = \frac{C_1 a}{2 t_*^L}. \quad (26)
\]

Therefore,

\[
C_1 = \frac{2 t_*^L}{a^2} \quad (27)
\]

\[
C_2 = 1 - \frac{2 t_*^L}{a^2} \quad (28)
\]

which after substituting into (24) produces a quadratic equation in \( t_*^L \):

\[
0 = t_*^L^2 - 2 t_*^L a^2 + a^2 \quad (29)
\]

\[
t_*^L = 1 \pm \sqrt{1 - a^2}. \quad (30)
\]

The discriminant is positive provided \( a < 1 \), which is violated only when the scan cannot be completed in the given time subject to the given angular frequency limit. As the transition must take place in the scan time \( t_*^L \in [0, 1] \) the negative sign is the natural solution hence

\[
t_*^L = 1 - \sqrt{1 - a^2}. \quad (31)
\]

is the transition time \( t_*^L \). According to (5), the speed of the tip for this \( f \) at time \( t_*^L \) is

\[
v(t_*^L) = \frac{R}{a T} \sqrt{1 + \left(\frac{2\pi N a}{a^2}ight) t_*^L} \approx \frac{\pi N R 2 t_*^L}{T a^2}. \quad (32)
\]

The velocity curve for an optimal Archimedean spiral scan is shown in Fig. 4(a). The velocity increases linearly and quickly because the angular frequency is at the limit. When the normalized time \( t_* \) reaches \( t_*^L \), the scan transitions to CLV with constant velocity and decreasing angular frequency, as shown in Fig. 4(b). The density image, shown in Fig. 4(c), is mostly homogeneous throughout. At the center, inset A, the data density is high because of the short section of CAV spiral but otherwise samples are evenly spread over the whole image, insets B and C, where \( \eta \) is very close to one. We again imaged the copper/gold sample in the same location as Fig. 2(e) but using an OPT spiral of the same time, number of loops, and sampling rate. Like the CAV spiral, the scan path is evenly spaced throughout the image but the velocity is always low, as shown in Fig. 4(d). The features throughout the image are reproduced well showing the superior performance of the OPT, as shown in Fig. 4(e).

VI. DISCUSSION

A. Further Criteria for Comparing Waveforms

Increasing the frame rate of scanning probe techniques is essential for capturing dynamic processes at the nanoscale. Here we introduce design criteria that allow further comparison of various scan waveforms to determine the best scan wave for fast scanning. As we already mentioned in the optimization to create the OPT waveform, the scan must respect the mechanical bandwidth of the \( X, Y \) scanner, i.e., the scan waveform needs to have sufficiently low angular frequency to avoid positioning...
adjacent segments of the scan should be scanned in the same direction. Otherwise delays in the positioning and the feedback loop cause the data to be inconsistent, causing irregularities in the image [37]. For example, this results in only trace or retrace data being used to create an image in raster scans and half the precious scan data are discarded. Spiral scans meet this last criterion quite well. This section contains an in-depth discussion of our results with the different Archimedean spirals followed by a comparison of their performance with more common waveforms (see Table I).

**B. Constant Linear Velocity (CLV)**

The CLV spiral meets all criteria satisfactorily except the first criterion for an ideal scan waveform. For the data density, Fig. 2(c), within the scan area, CLV spirals offer the lowest velocity possible, which is ideal for stable topography feedback. However, with high angular frequency in the center the excitation of the scanner resonance in the center is a significant failure. In Fig. 2(d), the error caused by the mechanical gain of the scanner is evident. The resonance is at 1600 Hz and has a $Q$ of 5. Sweeping through the resonance with frequencies greater than 8 kHz causes the radius to become erroneously large in the center. As a result, there is no data in the center of the image. Our image inpainting algorithms aim to restore missing data. However, the scanner was whipped around violently enough during the chirp that the sensors became inaccurate and the intersecting loops have conflicting topography values for the same location. This resulted in the star-like artifacts that are very evident in the upper left of Fig. 5. It is possible to redeem the CLV spiral by making a donut-shaped scan [39] that removes the high-frequency portion, but then data are missing from the center of the scan where the features of interest likely are. We found CLV spiral to only be useful for the slowest of scans though we note that CLV may be crucial for some investigations, such as monitoring ferroelectric domain switching under a biased tip where the scan speed influences the switching probability and dynamics [40].

**C. Constant Angular Velocity (CAV)**

The CAV spiral better meets the criteria for an ideal scan waveform than the CLV spiral at these imaging speeds. This is mainly due to the fact that the highest frequency component of the waveform is 168 Hz, well below the scanner’s resonance. For comparison, a raster scan of comparable data density would have 150 lines and a fast scan rate of 300 lines/s. Since at least three frequency components are required to make a satisfactory triangular waveform the 5th harmonic would be required at 1500 Hz, nine times higher than the CAV spiral scan while having over twice the velocity. The CAV spiral also has higher density data in the middle of the scan ensuring that the most important features are well sampled and rendered. The main disadvantage of the CAV spiral is that the velocity is higher at the periphery reaching two times the average of a CLV spiral and approximately the same velocity of a raster scan over the same area. For the scan shown in Fig. 3, the maximum velocity $v_{\text{max}}$ reaches $\approx 1.6$ mm/s exceeding the limit for accurate imaging and lowering the homogeneity of the data ($\eta = 0.5$). This is
important features are well sampled and rendered. However, the density data in the middle of the scan assuring that the most shown in Fig. 2(d). Like the CA V spiral, the OPT also has higher of the scanner leading to very even spacing between loops, as decreases as the radius increases. The data shown here use an the center using a user specified maximum angular frequency, D. Optimal Archimedean Spiral (OPT)396

The optimal Archimedean spiral starts with a CA V spiral in the center using a user specified maximum angular frequency, then transitions to a CLV spiral where the angular frequency decreases as the radius increases. The data shown here use an angular frequency limit of 350 Hz well below the resonance of the scanner leading to very even spacing between loops, as shown in Fig. 2(d). Like the CAV spiral, the OPT also has higher density data in the middle of the scan assuring that the most important features are well sampled and rendered. However, the transition to CLV spiral keeps the maximum velocity low and often very close to the speed represented by the CLV spiral. One may initially intuit that a high maximum angular frequency is good for the OPT so that the transition to CLV scan happens early in the scan and the maximum velocity is very close to the minimum velocity achieved by a CLV spiral. However, the maximum velocity increases moderately slowly initially as time to transition increases. For example, when transitioning at 40% of the scan time the maximum tip velocity is only 25% higher than a CLV spiral and the angular frequency starts only 24% higher than when using a CAV spiral.

The changing angular frequency that happens after the transition to CLV could cause distortions, such as dilation and twisting due to phase lag and changes in mechanical gain. Depending on imaging speed, sweeping through anomalies in the transfer function may be hard to avoid and artifacts may result. Fortunately, sensor inpainting mitigates such issues because the data are rendered from the measured position by the sensors. If the sensors are accurate then there should be no difference between images. On the instrument used for these experiments, we observed a 2% increase in the amplitude of the frequency response of the scanner near 400 Hz. This is enough for a few loops of data to be sparse then bunched as the frequency sweeps through the small peak and led us to choose a 350 Hz maximum for the angular frequency. In the frequency range of 150–350 Hz our frequency response was quite flat giving excellent results. Comparing the CAV and optimal Archimedean spiral images, Figs. 3 and 4, we find that there are positioning errors of 5 nm or about 0.2% of the scan size that are due to errors in accuracy of the sensors at the different frequencies used to scan the surface. These errors are negligible compared with what is frequently tolerated in AFM.

**E. Comparison With Nonspiral Waveforms**

Our optimal Archimedean spiral is significantly better suited for fast scanning than any other nonspiral waveform. We compare the performance of the different scan waveforms in Table I while holding image area, resolution, and frame rate constant. The specific values for the OPT scan in Table I depend on the value of $t_s/L$. Here, we derive these values for $t_s/L \approx 0.2$ as is used to gather the data, as shown in Fig. 4.

| Table I: Comparison of Scan Performance for Various Scan Paths |
|------------------|------------------|------------------|------------------|------------------|
| Raster Spirograph Lissajous CLV CAV OPT |
| 1.1) Relative maximum angular frequency | >9.0 | 3.14 | 1.97 | >5.0 | 1.0 | 2.1 |
| 1.2) Normalized std. dev. of angular frequency | — | 0 | 0 | 1.17 | 0 | 0.51 |
| 2) Relative maximum speed | 2.25 | 3.14 | 4.93 | 1.00 | 2.00 | 0.61 | 1.1 |
| 3.1) Relative average sample density | 0.44 | 1.0 | 1.0 | 0.95 | 0.95 | 0.95 |
| 3.2) Relative maximum sample density | 1 | 22 | 49 | 1 | 39 | 19 |
| 3.3) Percent pixels near average density | 100 | 70 | 49 | 100 | 61 | 96 |
| 3.4) Data distribution prioritizes center | — | — | x | — | √ | √ |
| 4) Adjacent scan lines have same direction | √ | x | x | √ | √ | √ |

Image area, resolution, and frame rate are the same for all waveforms and the values are scaled relative to each other for easy comparison. The table cells are shaded with red, yellow, and green for poor, satisfactory, and good performance, respectively. Optimal Archimedean spiral clearly has the best performance.
The maximum angular frequency measures how much the waveform stresses the X,Y scanner and the Lissajous, CAV, and OPT perform very well for this constraint. The standard deviation of the frequency is a proxy for the positioning errors due to a nonuniform scanner transfer function and inaccuracies of the sensor. The single frequency scans perform best here but the OPT scan is satisfactory especially if the time to transition is large.

The maximum speed measures how the waveform stresses the topography feedback loop. Using the equations found in Bazaei et al. [24] the maximum scan speed is a factor $\frac{\pi a^2}{6b^2}$ higher for a Lissajous scan than our OPT scan. For most imaging frame rates and maximum scan frequencies this is a substantial difference of over a factor of four! The CLV and OPT have the lowest velocity.

The average sample density shows how much data is discarded. Raster scans typically overshoot the displayed scan area and only use trace or retrace data for display. When developing spiral scans we initially used a waveform with the same number of loops to spiral back to the center. However, slight differences in amplitude or phase between spiraling in versus spiraling out can cause dilation of the images relative to each other such that there was a jitter when viewed sequentially. A satisfactory solution uses a few loops to spiral back to the center and discard these data (see Fig. 1 and Acknowledgment). For all the data presented here with $N = 85$ loops, less than 5% of the total scan time $T$ is used for going back to the center leading to the 0.95 value compared with the Lissajous and Spirograph. Lissajous and Spirograph scans have coinciding start and endpoint of the scan waves which enables use of 100% of the data but both techniques require significantly higher maximum tip velocities than spiral scans. The maximum sample density reveals whether the scan moves slowly in places or crosses the same point multiple times. Percent pixels near average density measures if regions are homogeneously sampled. We see raster scan well even though it moves slowly during turn around because those data are excluded and already accounted for in the average sample density. Regarding sample density, CLV performs best if accurately executed with spirograph and OPT also rating well.

Having adjacent scan lines in the same direction is important so that signal delays are consistent across the image and do not cause artifacts or require discarding of data. When using contact mode, this requirement is more stringent. Friction forces cause twisting and bending of the cantilever. In this situation, artifacts may arise and the uniformly parallel scan lines during rastering can be advantageous but for ac modes the spirals are best. Here, we treat X and Y bandwidth as nearly equal which is not the case for all scanners. In tuning fork scanners, one axis is significantly faster and in this situation rastering would be favored [41] but for most scanners spirals will be best.

The optimal Archimedean spiral is able to cover the scan area in the shortest amount of time with the best balance of low angular frequency and low speed while having adjacent scan lines in the same direction and excellent data density in the middle. On the whole, the OPT fulfills all the criteria for an outstanding scan waveform. With a large scanner, we were able to image the sample with outstanding resolution at two frames per second. Reducing the scan area to 1.0 $\mu$m and maintaining the same spatial resolution and scanner frequency limits, the sample could have been imaged at nine frames per second. Implementing OPT on the smaller and lighter scanners that have been developed for high-speed AFM will lead to even faster scanning possibly an order of magnitude faster than raster scan. Optimal Archimedean spiral has near best performance for all important scan path criteria making it an ideal waveform.

VII. CONCLUSION

While many fields such as medical imaging [42] and astrophysics [43] utilize advanced image processing techniques to extend their capabilities, scanning probe techniques have been mired in the raster scan paradigm. Unlike raster scanning, where fast and slow scan axes exist, spiral scans evenly distribute the velocities to both X and Y axis. But in CLV spirals the highest angular frequencies can easily exceed the bandwidth of the X, Y positions sensors and thus result in a distorted image. Oppositely, very high tip velocities are required at the periphery of the scan area when maintaining constant angular frequency (CAV).

When exceeding the bandwidth of the topographic feedback the high tip velocities can result in a blurred image and erroneous topographic data. The optimal Archimedean spiral is an ideal scan waveform for scanned probe microscopy respecting the instrument’s limits for angular frequency and linear velocity it maintains an excellent data distribution and efficiently utilizes the scan time. This enables artifact free, high-resolution and high-quality imaging with few micron scan sizes and multiple frames per second on large heavy scanners.

APPENDIX

A. OPT Optimality

The scanning path is determined in polar coordinates by the angle $\theta(t) = 2\pi Ng(t)$ and the radius $r(t) = Rg(t)$. The optimal parameterization of the spiral is a function $g$, which completes the scan in the least time subject to the physical constraints of the device. The constraints are given by

$$|\dot{g}| \leq \frac{\omega_L}{2\pi N} \equiv c_1$$

and

$$|\dot{g}| \leq \frac{v_L}{R\sqrt{1 + (2\pi Ng)^2}} \equiv c_2(g)$$

(33)

(34)

corresponding, respectively, to a frequency limitation of $\omega_L$ and a tip velocity limitation $v_L$. Define $l(g) \equiv \min(c_1, c_2(g))$, so that both constraints are conveniently stated by the condition $|\dot{g}| \leq l(g)$. Then, the optimal $g$ minimize the scan time. The scan is finished when $g = 1$ when scanning counterclockwise or $g = -1$ when scanning clockwise. Taking the counterclockwise scenario, define the scan completion time by

$$T[g] = \min_{t \geq 0, g(t)=1} t.$$
The problem is to find a function \( g \) which, subject to the constraints, minimizes this quantity

\[
g = \arg \min_{g \in F} T(g)
\]

where \( F \) is the set of all continuously differentiable functions satisfying the constraint

\[
F = \left\{ h \in C^1([0, \infty]): h(0) = 0, h \leq \ell \right\}.
\]

Next we construct the optimal solution, then demonstrate optimality. Define \( g \) to be the solution to the differential equation \( \dot{g} = l(g) \) with initial condition \( g(0) = 0 \). Because \( l \) is autonomous, uniformly Lipschitz, and bounded, the solution exists, is unique, and resides in \( F \).

The parameterization given by \( g \) is fastest in the sense of \( T[g] \). To see this, suppose \( h \in F \) is another solution. Let \( I = (a, b) \) be an interval such that \( h(a) = g(a) \) and \( h > g \) on \( I \). If such an \( a \) and \( b \) do not exist it must be that \( h \leq g \) for all time, so \( T[h] \geq T[g] \) and \( h \) is not faster. Assume therefore \( a \) and \( b \) can be chosen. Within \( I \) there must be a point \( s \) at which \( h(s) > g(s) \Rightarrow l(g(s)) < l(h(s)) \), but this is impossible since \( h > g \) and \( l \) decreases monotonically. No such interval \( I \) can exist, and therefore \( T[h] \geq T[g] \). Because \( h \) was arbitrary there exists no strictly faster parameterization than \( g \).

The analytic form of \( g \) is given by simple linear growth until \( c_1 = c_2(g) \). Because of monotonic growth as well there is a single point \( t_1 \), at which \( c_1 = c_2(g(t_1)) \), from which point onward the solution satisfies \( g = c_2(g) \), which is a member of the class of functions implicitly solving

\[
\nu + \frac{v_l t}{R} = \frac{g(t)}{2} \sqrt{1 + (2\pi N g(t))^2} + \frac{\sinh^{-1}(2\pi N g(t))}{4\pi N}
\]

for some constant depending on the value of \( g(t_1) \). Provided that the approximations

\[
N \gg 1
\]

and

\[
Ng(t_1) \gg 1
\]

hold, the \( 1 \) in the square root and the hyperbolic sine terms can be ignored thereby producing an approximate class of solutions of the form

\[
g(t) = \frac{1}{\pi N} \sqrt{\nu + \frac{v_l t}{R}}
\]

The dimensionless parameterization \( f \) can now be defined as the scaled version of this optimal \( g \) using the total scan time \( T = T[g] \).
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