Nostalgic Adam: Weighing more of the past gradients when designing the adaptive learning rate
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Abstract

First-order optimization methods have been playing a prominent role in deep learning. Algorithms such as RMSProp and Adam are rather popular in training deep neural networks on large datasets. Recently, Reddi et al. [2018] discovered a flaw in the proof of convergence of Adam, and the authors proposed an alternative algorithm, AMSGrad, which has guaranteed convergence under certain conditions. In this paper, we propose a new algorithm, called Nostalgic Adam (NosAdam), which places bigger weights on the past gradients than the recent gradients when designing the adaptive learning rate. This is a new observation made through mathematical analysis of the algorithm. We also show that the estimate of the second moment of the gradient in NosAdam vanishes slower than Adam, which may account for faster convergence of NosAdam. We analyze the convergence of NosAdam and discover a convergence rate that achieves the best known convergence rate $O(1/\sqrt{T})$ for general convex online learning problems. Empirically, we show that NosAdam outperforms AMSGrad and Adam in some common machine learning problems.

1 Introduction

First-order optimization algorithms have been playing a prominent role in deep learning due to their efficiency in solving large-scale optimization problems. These algorithms can be written in the following generic form [Reddi et al., 2018]:

$$x_{t+1} = x_t - \frac{\alpha_t}{\psi(g_1, ..., g_t)} \phi(g_1, ..., g_t),$$  \hspace{1cm} (1)

where $g_t$ is the gradient of a loss function $f$ calculated at the $i$-th time step, $\alpha_t/\psi(g_1, ..., g_t)$ is the adaptive learning rate, and $\phi(g_1, ..., g_t)$ is the estimate of the first moment. There has been numerous work on the design of the term $\phi(g_1, ..., g_t)$ which can be traced back to the classical momentum methods [Polyak, 1964]. In this paper, however, we focus more on the design of the adaptive learning rate $\alpha_t/\psi(g_1, ..., g_t)$ to exploit the geometry of the loss function. This idea first appeared in Duchi et al. [2010], and was later adopted by most first-order optimization algorithms for neural network training. In particular, some most-widely used first-order algorithms, such as RMSProp [Tieleman and...
Hinton, 2012], AdaDelta[Zeiler, 2012] and Adam[Kingma and Ba, 2014], use exponential moving average to estimate the square of the gradient magnitude (or the second moment of gradient) to adaptively change the learning rate. More specifically, they choose the following function $\psi$ for (1):

$$\psi(g_1, \ldots, g_t) = \sqrt{V_t}, \quad V_t = \text{diag}(v_t), \quad v_t = \beta_2 v_{t-1} + (1 - \beta_2) g_t^2.$$  \hspace{1cm} (2)

This running average, however, may lead to divergence of the Algorithm 1 as pointed out very recently in the inspiring work by Reddi et al. [2018]. This issue is closely related to the quantity $\Gamma_{t+1} = \frac{\sqrt{V_{t+1}}}{\alpha_{t+1}} - \frac{\sqrt{V_t}}{\alpha_t}$, which essentially measures the change of the inverse of learning rate at each iteration. Algorithms that used exponential moving average to estimate the second moment of gradient cannot guarantee positive semi-definiteness of the quantity $\Gamma_t$, which can lead to divergence [Reddi et al., 2018].

Reddi et al. [2018] suggested that, to fix the aforementioned issue, the optimization algorithm should have "long-term memory", i.e. to incorporate more past gradients in the learning rate, and they proposed two new algorithms. The first algorithm, AMSGrad, adds a "max" operation to the running average, which essentially assigns bigger weights to the past large gradients. The other algorithm, AdamNC, puts various weights on past gradients, e.g. equal weights on all the past gradients. Both algorithms guarantee the positive semi-definiteness of $\Gamma_t$ and hence convergence under certain conditions.

In this paper, we address the same issue as in Reddi et al. [2018], and provide another approach to utilize the past gradients in the design of the adaptive learning rate. We propose a new family of algorithms called Nostalgic Adam (NosAdam), which places bigger weights on the past gradients than recent gradients. We also propose a special class of NosAdam algorithm, called NosAdam-HH, which uses hyper-harmonic series to design the running average of the square of the gradient. We prove that NosAdam can achieve the best known convergence rate $O(1/\sqrt{T})$ for general convex online learning problems. Furthermore, NosAdam includes AdamNC as a special case. Unlike AdamNC, however, the assumption on the running average of NosAdam is independent of the loss function and much easier to check.

An interesting property of NosAdam is that the second moment estimate $v_t$ diminishes to zero noticeably slower than Adam. In [Kingma and Ba, 2014], the authors pointed out that "the second moment estimate $\hat{v}_t$ vanishes to zeros after a few epochs". When we use Adam in practice, we normally use $\psi(g_1, \ldots, g_t) = \sqrt{V_t} + \epsilon$ with a manually chosen $\epsilon > 0$ to avoid the problem of dividing by zero. If $\hat{v}_t$ quickly vanishes to zero, then Adam is reduced to a momentum SGD algorithm. \hspace{1cm} 3

In this paper, we empirically show that the second moment in NosAdam may provide a better approximation to the geometry of data due to the slow diminishing of the second moment estimate. This contributes to the faster convergence of NosAdam.

The contribution of this paper is threefold:

- We propose a new algorithm, NosAdam, which addresses the same convergence issue of Adam as Reddi et al. [2018]. We discovered that the conditions that guarantee convergence of NosAdam force our algorithm to weigh more of the past gradients in the weighted average estimate of the square of the gradient magnitude, which is a new observation.
- We raise the issue that the role of the second moment estimate in Adam needs to be further investigated. We empirically show that in NosAdam, the second moment estimate vanishes slower than Adam and hence plays a more important role in the algorithm.
- Our experiments show that NosAdam outperforms Adam and AMSGrad in some common machine learning problems.

\hspace{1cm} 1For simplicity, we ignore the bias-correction in Adam.

\hspace{1cm} 2In this paper, the $p$-th power of a vector $V = (v_1, \ldots, v_n)$ is defined as $V^p = (v_1^p, \ldots, v_n^p)$, i.e. element-wise power

\hspace{1cm} 3It is known to the community that $\epsilon$ seems to play an important role in Adam, which is mainly caused by the vanishing second moment estimate.
2 Related Work

Since the introduction of AdaGrad [Duchi et al., 2010], the adaptive learning rate has been extensively studied. There are various algorithms of this type. The most-widely used first-order methods may be RMSProp [Tieleman and Hinton, 2012] and Adam [Kingma and Ba, 2014]. Our algorithm bears a similar spirit as these algorithms, but has better convergence result and a different way of exploiting the past gradients.

AdaGrad AdaGrad is originally derived from the proximal gradient method in the context of online learning. The algorithm takes the form $x_{t+1} = x_t - \alpha_t \cdot g_t / (\sqrt{\sum_{i=1}^{t} g_i^2})$. The momentum version of AdaGrad is NosAdam-HH with $\gamma = 0$.

RPROP and RMSProp The idea of using the sign of the gradients to adaptively change the step size stems from RPROP [Riedmiller and Braun, 1993]. In the slides of Geoffrey Hinton [Tieleman and Hinton, 2012], RMSProp was introduced as the mini-batch version of RPROP, and was described as ”dividing the learning rate for a weight by a running average of the magnitudes of recent gradients for that weight”. This update can be denoted as $x_{t+1} = x_t - \alpha_t \cdot g_t / \sqrt{\mathbb{E}[g_t^2]}$. The exponential moving average is used for the estimation of $\mathbb{E}[g_t^2]$. However, as shown by Reddi et al. [2018], this may lead to divergence of the algorithm. Since the estimation only relies on very recent mini-batches, the variance among different mini-batches can also make the estimation unstable.

Adam Adam adopts a similar idea as previous algorithms by combining AdaGrad with RMSProp [Kingma and Ba, 2014]. The update rule of Adam can be written as $x_{t+1} = x_t - \alpha_t \cdot \mathbb{E}[g_t]/\sqrt{\mathbb{E}[g_t^2]}$, where the first moment $\mathbb{E}[g_t]$ is estimated using momentum methods, and the second moment is the same as RMSProp. However, in our experiments, due to the fast decay of the estimate of second momentum of Adam, the major contribution of speed-up is in fact from the use of momentum methods rather than the second moment information. Reddi et al. [2018] recently pointed out a fundamental flaw of the convergence analysis of Adam, and fixed the convergence issue by proposing two new variant algorithms. Our work is most related to [Kingma and Ba, 2014, Reddi et al., 2018].

3 Algorithm

Algorithm 1 Nostalgic Adam Algorithm (NosAdam)

Input: $x \in F$, $m_0 = 0$, $V_0 = 0$

1: for $t = 1$ to $T$ do
2: $\nabla f_t(x_t)$
3: $\beta_{2,t} = B_{t-1}/B_t$, where $B_t = \sum_{k=1}^{t} b_k$ \text{with} $b_k > 0$, $t \geq 1$ \text{and} $B_0 = 0$
4: $m_t = \beta_1 m_{t-1} + (1 - \beta_1) g_t$
5: $v_t = \beta_2 v_{t-1} + (1 - \beta_2) g_t^2$, \text{and} $V_t = \text{diag}(v_t)$
6: $\hat{x}_{t+1} = x_t - \alpha_t m_t / \sqrt{V_t}$
7: $x_{t+1} = P_{\mathcal{F},\sqrt{V_t}}(\hat{x}_{t+1})$
8: end for

The proposed Nostalgic Adam (NosAdam) algorithm is presented in Algorithm 2. The difference of NosAdam from AMSGrad and Adam is marked in red in Algorithm 2. Our motivation comes from convergence analysis of NosAdam. As mentioned in the introduction, a sufficient condition for convergence of the algorithm is the positive semi-definiteness of the quantity $\Gamma_t$. We observe that the condition $\Gamma_t \geq 0$ is almost tightly satisfied when $B_t/t$ is non-increasing (see the appendix), which naturally leads to the choice of $\beta_{2,t}$ of NosAdam. (See the remark following Theorem 2 for further discussions.)

Convergence results of NosAdam will be presented in the next section and the proof will be given in the appendix. Note that there are multiple choices of $B_t$ which can guarantee convergence of the algorithm. One example, which is also the algorithm we tested in our numerical experiments, is to choose $B_t$ using the hyper-harmonic series, i.e. $B_t = \sum_{k=1}^{t} k^{-\gamma}$. To differentiate this special case of NosAdam from the general NosAdam, we call the algorithm that uses hyper-harmonic series as NosAdam-HH. For NosAdam-HH, the conditions on the running average in Theorem 2 are readily satisfied for all $\gamma \geq 0$ and hence its convergence is automatically guaranteed (see Corollary 1).
Moreover, our algorithm shows an important difference in the estimate of square of gradient magnitude from exponential moving average methods. Since \( \beta_{2,t} = B_{t-1}/B_t \), when \( B_t = \sum_{k=1}^{t} b_k \), we have

\[
V_t = \sum_{k=1}^{t} \frac{b_k}{B_t} g_k^2.
\]  
(3)

A sufficient condition to ensure \( \Gamma_t \succeq 0 \), which eventually leads to the convergence of the algorithm, is to require \( B_t/t \) to be non-increasing (see Lemma 2 in appendix). This requirement implies \( b_k \) to be non-increasing as well. Note from (3) that \( b_k \) is the relative weight of \( g_k^2 \) in \( V_t \). This indicates that NosAdam weighs more of the past gradients than the recent ones. Such weighing strategy is the opposite of exponential moving average which weighs more of the most present gradients.

We also provide an intuitive explanation of NosAdam’s weighing strategy of the gradients. The update rule (1) can be rewritten as \( x_{t+1} = x_t - \alpha_t \mathbb{E}[g]/\sqrt{\mathbb{E}[g^2]} \). The momentum methods not only can estimate \( \mathbb{E}[g] \) but can also considerably speed up optimization. When it comes to the estimation of \( \mathbb{E}[g^2] \), however, methods like exponential moving average may fail. This is because in stochastic setting, the gradient magnitude may vary a lot from batch to batch, making the estimate by exponential moving average unstable. In the appendix, we show a similar example as in Reddi et al. [2018]. This example shows that when the oscillation of the gradients is large enough, methods that use exponential moving average to estimate \( \mathbb{E}[g^2] \) will diverge.

On the other hand, weighing more of the past gradients can make the estimate much more stable than Adam and AMSGrad. Even when the new gradients oscillate, the weighing strategy of NosAdam can still stabilize the entire estimate. For NosAdam-HH, the extent to which how much the present gradient weighs in the estimate can be easily controlled by \( \gamma \). Furthermore, in contrast to AMSGrad, NosAdam still allows the estimate of \( v_t \) to decrease or increase according to the magnitudes of the new gradients.

As mentioned in the introduction that the weighing strategy of NosAdam leads to a slower decay of \( v_t \) than Adam. The fast decay of \( v_t \) makes the algorithm almost equivalent to the momentum version of SGD, which may be the main reason why Adam sometimes performs poorly. To support this observation, we present the distribution of \( v_t \) from Adam and NosAdam at epoch 10, 20, …, 60 in Figure 1. This may indicate that NosAdam takes better advantage of the geometry of the loss function than Adam which leads to faster convergence.

![Figure 1: Distribution of second moment estimate \( v_t \) for all parameters trained with Adam and NosAdam during the training of a multilayer neural network on MNIST.](image-url)
4 Convergence Analysis

We adopt the online learning setup which was first introduced by Zinkevich [2003]. At each time step $t$, the optimization algorithm picks a point $x_t \in \mathcal{F}$, where $\mathcal{F} \in \mathbb{R}^d$ is the feasible set of parameters. A loss function $f_t$ corresponding to the chosen instances in the next mini-batch is then revealed, and the algorithm incurs the loss function $f_t(x_t)$. We evaluate our algorithm using the following regret

$$R_T = \sum_{t=1}^{T} f_t(x_t) - \min_{x \in \mathcal{F}} \sum_{t=1}^{T} f_t(x). \tag{4}$$

Let $\mathcal{S}_d^+$ be the set of all positive definite $d \times d$ matrices. The projection operator $P_{\mathcal{S}_d^+}(y) : \mathbb{R}^d \to \mathbb{R}^d$ for a given $A \in \mathcal{S}_d^+$ is defined as $\text{argmin}_{x \in \mathcal{S}_d^+} \|A^{1/2}(x - y)\|$ with $y \in \mathbb{R}^d$. Finally, we say $\mathcal{F}$ has bounded diameter $D_\infty$, if $\|x - y\|_\infty \leq D_\infty$ for all $x, y \in \mathcal{F}$. The convergence result of NosAdam is given by the following theorem.

**Theorem 1** (Convergence of NosAdam). Let $B_t$ and $b_k$ be the sequences defined in Algorithm 2. Let $\alpha_t = \alpha / \sqrt{t}$, $\beta_1 = \beta_1, \beta_1, \beta_1, \beta_1 \leq \beta_1$ for all $t$. Assume that $f_t$ is convex for each $t$, $\mathcal{F}$ has bounded diameter $D_\infty$ and $\|\nabla f_t(x)\|_\infty \leq G_\infty$ for all $t$ and $x \in \mathcal{F}$. Furthermore, let $\beta_{2,t}$ be such that the following conditions are satisfied:

1. $B_t / b_k^2 \geq \frac{B_{t-1}}{(t-1)b_{t-1}^2}$
2. $\frac{B_t}{t} \leq \frac{B_{t-1}}{t-1}$

Then the regret of the sequence $\{x_t\}$ generated by NosAdam (Algorithm 2) satisfies the following bound

$$R_T \leq \frac{D_\infty^2}{2\alpha(1 - \beta_1)} \sum_{i=1}^{d} \sqrt{T}v_{t,i}^2 + \frac{D_\infty^2}{2(1 - \beta_1)} \sum_{i=1}^{d} \sum_{t=1}^{T} \frac{\beta_1 \alpha_t v_{t,i}^2}{\alpha_t} + \frac{\alpha_\beta_1}{(1 - \beta_1)^2} \sum_{i=1}^{d} \sqrt{T} \sum_{t=1}^{T} b_t g_{t,i}^2 / b_t^2.$$

**Remark:** The specific form of $\beta_{2,t} = B_{t-1} / B_t$ is in fact general as long as $\beta_{2,t}$ is data-independent and only relies on $t$. This can be easily seen from the following argument. For any $0 < \beta_{2,t} < 1$, it can be expressed as $B_{t-1} / B_t$ with $B_t > B_{t-1} > 0$. Since $b_t = B_t / B_{t-1}$, this is again equivalent to say $b_t > 0$. Therefore, the choice of $\beta_{2,t}$ only relies on the choice of $b_t$, e.g. the choice $b_t = t^{-\gamma}$ for NosAdam-HH.

This theorem analyzes a family of algorithms that uses a running average to estimate the square of the gradient magnitude. The data-independent constraints on $B_t$ and $b_k$ are easy-to-check for algorithm designers. In particular, NosAdam-HH is just one special case where $B_t$ is a hyper-harmonic series. Different choice of $\gamma$ controls the the order of decreasing rate of $b_k$. The convergence of NosAdam-HH is a direct consequence of Theorem 2. We summarize the convergence result of NosAdam-HH in the following corollary.

**Corollary 1** (Convergence of NosAdam-HH). Suppose $\beta_{1,t} = \beta_1 \lambda^{t-1}$. The regret of the sequence $\{x_t\}$ generated by NosAdam-HH satisfies the following bound

$$R_T \leq \frac{D_\infty^2}{2\alpha(1 - \beta_1)} \sum_{i=1}^{d} \sqrt{T}v_{T,i}^2 + \frac{D_\infty^2 G_\infty \beta_1}{2(1 - \beta_1)} \frac{1}{(1 - \lambda)^2} \cdot d + \frac{2\alpha_\beta_1}{(1 - \beta_1)^3} G_\infty \sqrt{T}.$$

These convergence results indicate that our algorithm achieves convergence rate of $O(1/\sqrt{T})$, which is by far the best convergence rate.4

5 Experiments

To evaluate the efficiency of the proposed algorithm, we study the problem of an ill-conditioned least squares problem and multiclass classification using logistic regression, multilayer fully connected

4 In Reddi et al. [2018], the convergence rate of AMSGrad is in fact $O(\sqrt{\log(T)})$. 
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neural networks and deep convolutional neural networks on MNIST [LeCun and Cortes, 2010] and CIFAR-10 [Krizhevsky et al.]. We demonstrate that NosAdam-HH can perform efficiently in both convex and nonconvex problems. Since our main modification to Adam is on the design of the adaptive learning rate by properly weighing the past gradients, our algorithm bears the same spirit as the recently proposed AMSGrad. Therefore, we shall compare NosAdam with Adam and AMSGrad on different problems.

Throughout our experiments, we fixed $\beta_1$ to be 0.9. We manually selected an optimal $\beta_2 \in \{0.99, 0.999\}$ for Adam and AMSGrad, and $\gamma \in \{0.05, 0.1\}$ for NosAdam-HH. During the experiments, we found that NosAdam-HH is relatively insensitive to the choice of $\gamma$. The learning rate of each algorithm is chosen by dense grid search and all the results are reported using the best set of hyper-parameters. Since the focus of this study is on optimization, we only report the training errors which is a common practice [Sutskever et al., 2013].

**Ill-Conditioned Least Squares Problem** The least squares problem $\min_x \frac{1}{2} \| Ax - b \|_2^2$ is often used to test optimization algorithms. In our experiment, we consider an ill-conditioned least squares problem. We first generate a diagonal matrix $D$ with its diagonal entries decaying at rate $O(k^{-5})$ with $k$ being its diagonal index. Then we generate a random orthogonal matrix $Q$, and set $A = QDQ^\top$. To be consistent with the theory, we set the step size $\alpha_t = \alpha / \sqrt{t}$. The results are shown in Figure 2a. We can see that NosAdam performs significantly better than Adam and AMSGrad.

**Logistic Regression** To investigate the performance of the algorithms on convex problems, we evaluate Adam, AMSGrad and NosAdam on multi-class logistic regression problem using the MNIST dataset [LeCun and Cortes, 2010]. Same as the previous problem, we set the step size $\alpha_t = \alpha / \sqrt{t}$. We set the mini-batch size to 128. According to Figure 2b, the three algorithms perform similarly.
Multilayer Fully Connected Neural Networks We first train a simple 1-hidden fully connected layer neural network for the multi-classification problem on MNIST. We use a fully connected 100 rectified linear units (ReLU) as the hidden layer. Furthermore, we use a constant step size $\alpha_t = \alpha$ throughout the experiments. This is consistent with the setting typically used in the deep learning community for training neural networks. From Figure 2c, we see that the performance of NosAdam-HH outperforms AMSGrad, while Adam is much worse than both algorithms with large oscillations. This is consistent with our previous intuitive explanation that, by properly using the past gradients, the second moment estimate can be more stable.

Deep Convolutional Neural Networks Finally, we train a deep convolutional neural network on CIFAR-10[1]. In our experiment, we use ResNet18 as the deep model. The residual block is the same as in He et al. [2015], with two convolutional layers and batch normalization. The ResNet18 we use is constructed by piling up a $3 \times 3$ convolutional layer and nine residual blocks. Same as the previous experiment, we set the step size $\alpha$ to be constant and mini-batch size to 128. A grid search is used to determine the best hyper-parameters of the algorithms. The performance of the three algorithms is demonstrated in Figure 2d. Similar to the previous experiment, we see that NosAdam is more efficient than Adam and AMSGrad.

6 Conclusions

In this paper, we focus on the design of adaptive learning rate for first-order stochastic optimization algorithms. Specifically, we address the importance of paying more attention to the past gradients than the present ones when estimating the square of the gradients’ magnitude. We proposed a new family of algorithms, NosAdam, and analyzed its convergence. Empirically, we show that NosAdam-HH, a specific class of algorithms of NosAdam, outperforms Adam and AMSGrad on some convex and nonconvex problems in machine learning.
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Appendix

A Divergence issue of Adam: a quantitative example

Besides the two examples given in Reddi et al. [2018], here we provide a more quantitative example to illustrate the issue of divergence of Adam. This example suggests that the cause of divergence of Adam is due to the oscillation of gradients which in fact leads to the violation of $V_t / \alpha_t^2 - V_{t-1} / \alpha_{t-1}^2 \geq 0$.

**Lemma 1.** Since $\sqrt{V_{t+1}/\alpha_{t+1}} - \sqrt{V_t/\alpha_t}$ may not be positive semi-definite, the exponential moving average algorithms may not converge. Define $f_t(x)$ as

$$f_t(x) = \begin{cases} \alpha t + 1 & \mod 3 = 1 \\ -\alpha t & \text{otherwise} \end{cases},$$

where $\mathcal{F} = [-1,1]$, $\alpha, \beta > 0$. When $4 < C^2 / B^2 < 4 + 2(1 - \beta)$ with $0 < \beta < 1$ being the exponential decay parameter of $V_t$, Adam fails to converge.

**Proof.** It is immediate from the definition of $f_t(x)$ that

$$x_{3t+4} = x_{3t+1} - \frac{\alpha C}{\sqrt{(3t+1)(V_{3t+1} + \epsilon)}} + \frac{\alpha B}{\sqrt{(3t+2)(V_{3t+2} + \epsilon)}} + \frac{\alpha B}{\sqrt{(3t+3)(V_{3t+3} + \epsilon)}},$$

and

$$x_{3t+1} > x_{3t+2} < x_{3t+3} < x_{3t+4}.$$

When $t \to \infty$, we have

$$V_t = \beta^2 (1 - \beta) C^2 + (1 + \beta)(1 - \beta) B^2 (1 + \beta^3 + \beta^6 + \ldots + \beta^3)$$

$$= \frac{\beta^2 C^2 + (1 + \beta) B^2}{1 + \beta + \beta^2} \to 0$$

And we will regard $V_{3t}$ as $(\beta^2 C^2 + (1 + \beta) B^2) / (1 + \beta + \beta^2)$ when $t \to \infty$ in the following proof.

Therefore, when $4 < C^2 / B^2 < 4 + 2(1 - \beta)$, $\epsilon \to 0$ and $t \to \infty$, we have

$$\frac{C^2}{4B^2} < 1 + \frac{1 - \beta}{2} < 1 + \frac{3(1 - \beta)}{1 + 4\beta + \beta^2} = \frac{4 + \beta + \beta^2}{1 + 4\beta + \beta^2}$$

$$\Rightarrow \frac{\beta C^2}{4B^2} < 1 - \frac{1 - \beta^3}{1 + \beta^2 + 4\beta}$$

$$\Rightarrow 1 > \frac{1 - \beta^3}{1 + \beta^2 + 4\beta} + \frac{\beta C^2}{4B^2}$$

$$\Rightarrow \frac{1}{\beta} - \frac{(B^2 + \epsilon)(1 - \beta)}{\beta V_{3t} + (1 - \beta) C^2 + \epsilon + (1 - \beta)(B^2 + \epsilon)} > \frac{C}{2B}$$

$$\Rightarrow \frac{\sqrt{V_{3t+1} + \epsilon}}{\sqrt{V_{3t+1} + (1 - \beta) C^2 + \epsilon} + (1 - \beta)(B^2 + \epsilon)} > \frac{\sqrt{V_{3t+1} + (1 - \beta) C^2 + \epsilon}}{\beta V_{3t+1} + (1 - \beta)(B^2 + \epsilon)} > \frac{C}{2B}$$

$$\Rightarrow \frac{\sqrt{V_{3t+1} + (1 - \beta) C^2 + \epsilon}}{\sqrt{V_{3t+1} + (1 - \beta)(B^2 + \epsilon)}} > \frac{\sqrt{V_{3t+1} + (1 - \beta)(B^2 + \epsilon)}}{\beta V_{3t+1} + (1 - \beta)(B^2 + \epsilon)} > \frac{C}{2B}$$

$$\Rightarrow \frac{\alpha B}{\sqrt{(3t+2)(V_{3t+2} + \epsilon)}} + \frac{\alpha B}{\sqrt{(3t+3)(V_{3t+3} + \epsilon)}} > \frac{\alpha B}{\sqrt{(3t+1)(V_{3t+1} + \epsilon)}}$$

$$\Rightarrow x_{3t+4} > x_{3t+1}.$$
which leads to $\sum_{i=1}^{T} f_i(x_i) - f_i(x^*) = O(T)$.

**Remark:** Note that when $C > 2B$, $x = -1$ provides the minimal regret. Thus, if we fix $C$ in our lemma, $B$ essentially quantifies the oscillation towards the wrong direction. This lemma provides us with two insights: 1) when the gradients have a severe oscillation, the exponential moving average algorithms can diverge; 2) the lemma also reveals how much oscillation of gradients can cause divergence. The numerical result can be seen in Figure 3.

Figure 3: Numerical result of the divergence example

**B Convergence of Nostalgic Adam**

**Algorithm 2** Nostalgic Adam Algorithm

**Input:** $x \in F$, $m_0 = 0$, $V_0 = 0$

**1:** for $t = 1$ to $T$ do

2: $g_t = \nabla f_t(x_t)$

3: $\beta_{2,t} = \frac{B_{t-1}}{B_t}$, where $B_t = \sum_{k=1}^{t} b_k$ for $t \geq 1$, and $B_0 = 0$

4: $m_t = \beta_1 m_{t-1} + (1 - \beta_1) g_t$

5: $v_t = \beta_2 t v_{t-1} + (1 - \beta_2) g_t^2$, and $V_t = \text{diag}(v_t)$

6: $\hat{x}_{t+1} = x_t - \alpha_t m_t / \sqrt{V_t}$

7: $x_{t+1} = \mathcal{P}_F,\sqrt{T}(\hat{x}_{t+1})$

8: end for

NosAdam is recalled in Algorithm 2. The convergence of NosAdam is presented in the following theorem.

**Theorem 2** (Convergence of NosAdam). Let $B_t$ and $b_k$ be the sequences defined in Algorithm 2. Let $\alpha_t = \alpha / \sqrt{t}$, $\beta_1 = \beta_{1,t} / \beta_1 \leq \beta_1$ for all $t$. Assume that $f_t$ is convex for each $t$, $F$ has bounded diameter $D_\infty$ and $||\nabla f_t(x)||_\infty \leq G_\infty$ for all $t$ and $x \in F$. Furthermore, let $\beta_{2,t}$ be such that the following conditions are satisfied:

1. $\frac{b_t}{t b_t} \geq \frac{B_{t-1}}{(t-1)^2 b_{t-1}^2}$

2. $\frac{B_t}{t} \leq \frac{B_{t-1}}{t-1}$

Then the regret of the sequence $\{x_t\}$ generated by NosAdam (Algorithm 2) satisfies the following bound

$$R_T \leq \frac{D_\infty^2}{2 \alpha (1 - \beta_1)} \sum_{i=1}^{d} \sqrt{T} v_{T,i} \frac{1}{\alpha_t} + \frac{D_\infty^2}{2(1 - \beta_1)} \sum_{i=1}^{d} \sum_{t=1}^{T} \beta_{1,t} v_{t,i} \frac{1}{\alpha_t} + \frac{\alpha \beta_1}{(1 - \beta_1)^2} \sum_{i=1}^{d} \sqrt{B_T} \sum_{t=1}^{T} b_t g_{t,i}^2 / b_t^2.$$
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We first prove a few lemmas before proving the theorem.

**Lemma 2.** The positive semi-definiteness of $V_t / \alpha_t^2 - V_{t-1} / \alpha_{t-1}^2$ is satisfied when $B_t / t$ is non-increasing.

**Proof.**

\[
\frac{V_t}{\alpha_t^2} = \frac{t}{\alpha_t^2} \sum_{j=1}^{t} \Pi_{k=1}^{t-j} \beta_{2,t-k+1}(1 - \beta_{2,j}) g_j^2
\]

\[
= t \sum_{j=1}^{t} \frac{B_{t-1}}{B_t} \cdots \frac{B_j}{B_{j+1}} g_j^2
\]

\[
= \frac{t}{B_t \alpha_t^2} \sum_{j=1}^{t} b_j g_j^2 \geq \frac{t - 1}{B_{t-1} \alpha_t^2} \sum_{j=1}^{t-1} b_j g_j^2
\]

\[
= \frac{V_{t-1}}{\alpha_{t-1}^2}
\]

\[\square\]

**Remark:** This lemma shows that in NosAdam, $V_t / \alpha_t^2 - V_{t-1} / \alpha_{t-1}^2$ is positive semi-definite. Since $g_j$ can be infinitesimal, this suggests that when $b_t$ is monotonous, the condition non-increasing of $B_t / t$ is almost necessary for the positive semi-definiteness of $V_t / \alpha_t^2 - V_{t-1} / \alpha_{t-1}^2$. Note that $B_t / t$ being non-increasing is equivalent to that $b_t$ is non-increasing (which can be derived by mathematical induction). Since $V_t = \sum_{k=1}^{t} g_k^2 / B_t$, it is also equivalent to having non-increasing weights on $g_k^2$ when calculating $V_t$.

**Lemma 3.** When $\frac{V_t}{\alpha_t} - \frac{V_{t-1}}{\alpha_{t-1}}$ is positive semi-definite, we have

\[
R_T \leq \frac{D_\infty^2}{2 \alpha_1 (1 - \beta_1)} \sum_{i=1}^{d} \sqrt{T \sum_{j=1}^{t} \frac{1}{V_t}} + \frac{D_\infty^2}{2 (1 - \beta_1)} \sum_{i=1}^{d} \frac{\beta_{1,i} \alpha_t^2}{V_t} \sum_{j=1}^{t} \frac{\beta_{1,i}^t g_j^2}{\sqrt{b_k}}
\]

The proof of this lemma is the same as the proof of [Reddi et al., 2018, Theorem 5]. Now, we provide a bound of the last term of the bound in Lemma 3.

**Lemma 4.** Under the conditions in Theorem 2, we have

\[
\sum_{t=1}^{T} \frac{\alpha_t}{1 - \beta_1} \sqrt{\frac{\sum_{j=1}^{t} \beta_{1,i}^t g_j^2}{\sum_{k=1}^{t} \beta_{2,i}^t g_j^2}} \leq \frac{2 \alpha}{(1 - \beta_1)^2} \sqrt{\frac{B_T \sum_{t=1}^{T} b_t g_t^2}{b_T^2}}
\]

**Proof.**

\[
\sum_{t=1}^{T} \frac{\alpha_t}{1 - \beta_1} \sqrt{\frac{\sum_{j=1}^{t} \beta_{1,i}^t g_j^2}{\sum_{k=1}^{t} \beta_{2,i}^t g_j^2}} = \sum_{t=1}^{T} \frac{\alpha_t}{1 - \beta_1} \sqrt{\frac{\sum_{j=1}^{t} \beta_{1,i}^t g_j^2}{\sum_{k=1}^{t} \beta_{2,i}^t g_j^2}} \leq \sum_{t=1}^{T} \frac{\alpha_t}{1 - \beta_1} \sqrt{\frac{B_t}{t} \sum_{j=1}^{t} \frac{\beta_{1,i}^t g_j^2}{\sum_{k=1}^{t} \beta_{2,i}^t g_j^2}}
\]

\[
\leq \sum_{j=1}^{T} \frac{\alpha_t}{1 - \beta_1} \sqrt{\sum_{k=1}^{t} \beta_{2,i}^t g_j^2} \leq \sum_{j=1}^{T} \frac{\alpha_t}{1 - \beta_1} \sqrt{\frac{B_t}{j} \sum_{k=1}^{t} \frac{\beta_{2,i}^t g_j^2}{\sum_{k=1}^{t} \beta_{2,i}^t g_j^2}}
\]

\[
\leq \frac{\alpha_t}{(1 - \beta_1)^2} \sum_{j=1}^{T} \sqrt{\frac{g_j^2}{\sum_{k=1}^{t} b_k g_k^2}} \leq \sqrt{\frac{B_T \sum_{t=1}^{T} b_t g_t^2}{b_T^2}}
\]
The first inequality comes from \( \sum_{k=1}^t b_k g_k^2 \leq \sum_{k=1}^t b_k g_k^2 \). The second inequality comes from the second constraint in Theorem 2, which tells us that \( B_j / t \) is non-increasing with respect to \( t \). The last inequality follows from \( \sum_{t=j}^T \beta_1^{t-j} \leq 1/(1 - \beta_1) \).

Let \( S_j = \sum_{k=1}^t b_k g_k^2 \). We have
\[
\sum_{j=1}^T \frac{g_j^2}{\sqrt{\sum_{j=1}^t b_j g_j^2}} \sqrt{\frac{B_j}{j}} = \sum_{j=1}^T \frac{g_j^2}{\sqrt{S_j}} \sqrt{\frac{B_j}{j}} \\
\leq \sum_{j=1}^T \frac{2g_j^2}{\sqrt{S_j} + \sqrt{S_{j-1}}} \sqrt{\frac{B_j}{j}} = \sum_{j=1}^T 2 \left( \sqrt{S_j} - \sqrt{S_{j-1}} \right) \sqrt{\frac{B_j}{j}} \\
= 2 \sqrt{\frac{S_T B_T}{T b_T^2}} + 2 \sum_{j=1}^{T-1} \left( \sqrt{\frac{B_j}{j b_j^2}} - \sqrt{\frac{B_{j+1}}{(j+1)b_{j+1}^2}} \right) \sqrt{S_j} \\
\leq 2 \sqrt{\frac{S_T B_T}{T b_T^2}}.
\]

The last inequality comes from the first constraint in Theorem 2, which tells us that \( B_j / (j b_j^2) \) is non-decreasing with respect to \( j \). This completes the proof of the lemma.

**Proof.** (Proof of Theorem 2) Since the second constraint is satisfied, we know from Lemma 2 that \( V_t / \alpha_t^2 - V_{t-1} / \alpha_{t-1}^2 \) is positive semi-definite. Then combining Lemma 3 and Lemma 4 completes the proof of our theorem.
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