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Abstract. We study a discrete Schrödinger bridge problem (SBP) as a dynamical variational problem on finite graphs. We prove that the problem exists a unique minimizer, which satisfies a boundary value Hamiltonian flow on probability simplex equipped with $L^2$-Wasserstein metric tensor. After applying a canonical symplectic transformation (Nelson transformation), we establish the connection of the Hamiltonian flow with Fisher information on graphs.

1. Introduction

In recent years, Schrödinger bridge problem (SBP) has been studied extensively in mathematics and engineer communities [18, 28]. It plays important roles in applications, such as mean field games [13] and machine learning [29, 30]. The problem is proposed by Schrödinger in 1931 [31], which describes the optimal value and trajectory in the space of probability densities for minimal kinetic energy transported by drift-diffusion processes. Nowadays, SBP can be viewed as a relaxation of optimal transport [27, 32], which has both static and dynamical formulations. The static formulation refers to the entropic relaxation of Monge-Kantorovich linear programming, whose computation, known as the Sinkhorn’s algorithm [9], has been widely used. The dynamical formulation of SBP studies an optimal control problem on density space constrained by the Fokker-Planck equation. In this formulation, the path of the minimizer is a Hamiltonian flow on the density space equipped with $L^2$-Wasserstein metric. This interpretation has been found strong connections to the Nelson’s variational problem that he used to derive Schrödinger equation. It is related to the Nelson’s stochastic mechanics [2, 3, 4, 26] and stochastic calculus of variations [20, 33, 34].

In this paper, we study a dynamical SBP on finite graphs. Here the graph represents the discrete states, which arises in numerical computations and modeling [23]. Our approach is mainly based on the recently developed theories on discrete dynamical optimal transport [6, 24, 25] and discrete Nelson’s stochastic mechanics [8]. The SBP on a graph can be posed as a variational problem on the probability simplex constrained by the discrete Fokker-Planck equation. We prove that the minimizer of the SBP on the graph is a unique path, which satisfies a Hamiltonian system in the probability simplex w.r.t. discrete Wasserstein-2 metric. Furthermore, after applying the discrete version of “Nelson’s transformation”, which is a canonical symplectic transform, we convert the Hamiltonian system into a different expression in term of the discrete Fisher information on the graph.
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There exist many different models for the discrete SBP in the literature. Among them, Léonard proposed it as a dynamical variation problem based on random walks [19]. Chen et al. studied the problem based on forward-backward heat equations [5]. They are different from our consideration, which is based on the dynamical optimal transport on graphs. Our formulation naturally connects with Hamiltonian flows on discrete probability simplex, see related works in Wasserstein extreme flows by Conforti and Pavon [14, 15]. We remark that our Hamiltonian flow on a graph has potential connections to the discrete Ricci curvature introduced by Erbar and Maas [10], see related discussions in [13]. In addition, the derived Hamiltonian flow can be used as a spatial discretization scheme to compute the minimizer of SBP. We use a few simple examples to illustrate its computations. The full consideration on the numerical issues is beyond the scope of this paper and will be explored in future studies.

We arrange the paper as follows. In section 2, we briefly review the dynamical SBP on continuous space. In section 3, we propose dynamical SBP on a graph and prove the existence of minimizer path. In section 4, we prove the uniqueness of minimizer by Nelson transform. We end the paper by showing a few simple examples.

2. Review of dynamical Schrödinger bridge problem

In this sequel, we briefly review optimal transport and Schrödinger bridge problem (SBP); see more details in [18]. The SBP has many different, but equivalent formulations. We focus on the dynamical formulation:

$$\inf_b \left\{ \int_0^1 \frac{1}{2} E_{\mathcal{X}_t \sim \rho_t} b(t, \mathcal{X}_t)^2 dt : \dot{\mathcal{X}}_t = b(t, \mathcal{X}_t) + \sqrt{2\beta} \dot{\mathcal{B}}_t, \quad \mathcal{X}_0 \sim \rho^0, \quad \mathcal{X}_1 \sim \rho^1 \right\}. \tag{1}$$

Here $\mathbb{E}$ is the expectation operator and the infimum is taken over all possible Borel drift function $b : [0, 1] \times \mathbb{R}^d \to \mathbb{R}$, such that $\mathcal{X}_t$ is a stochastic process in $\mathbb{R}^d$ with a standard Brownian motion $\mathcal{B}_t$, $\beta > 0$ is a given scalar, and $\mathcal{X}_0, \mathcal{X}_1$ are random variables with given fixed probability densities $\rho^0(x), \rho^1(x)$.

Variational problem (1) can be reformulated in terms of probability densities. Denote

$$\int_A \rho(t, x) dx = \Pr(\mathcal{X}_t \in A), \quad \text{for any measurable set } A.$$ 

Then $\rho(t, x)$ satisfies the forward transition equation of $\mathcal{X}_t$, i.e., the Fokker-Planck equation

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho b) - \beta \Delta \rho = 0.$$ 

And the objective functional of (1) can be rewritten as

$$\int_0^1 \int_{\mathbb{R}^d} \mathcal{E}_{\mathcal{X}_t \sim \rho_t} b(t, \mathcal{X}_t)^2 dx dt = \int_0^1 \int_{\mathbb{R}^d} b(t, x)^2 \rho(t, x) dx dt.$$ 

One can reform (1) as an action minimization problem in the space of densities:

$$\inf_b \left\{ \int_0^1 \int_{\mathbb{R}^d} \frac{1}{2} b^2(t, x) \rho(t, x) dx dt : \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho b) - \beta \Delta \rho = 0, \quad \rho(0, x) = \rho^0(x), \quad \rho(1, x) = \rho^1(x) \right\}. \tag{2}$$
The minimizer of (2) satisfies the following equations:

\[
\begin{align*}
\begin{cases}
b(t, x) = \nabla \Phi(t, x) \\
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \nabla \Phi) = \beta \Delta \rho \\
\frac{\partial \Phi}{\partial t} + \frac{1}{2} (\nabla \Phi)^2 = -\beta \Delta \Phi.
\end{cases}
\end{align*}
\]

Here the first PDE is the Fokker-Planck equation while the second PDE is the Hamilton-Jacobi equation. We notice that variational problem (2) and its minimizer (3) are very similar to the Breiner-Benamou formula for the 2-Wasserstein metric [1] and its geodesic equations. The differences are the two extra Laplacian terms in SBP. In fact, by using the following change of variables, one can further the connections between SBP and optimal transport [4].

Denote

\[
v(t, x) := b(t, x) - \beta \nabla \log \rho(t, x).
\]

Substituting \(v\) into (2) and performing the integration by parts with respect to both time and spatial variables, SBP (2) can be rewritten as

\[
\inf_v \int_0^1 \left\{ \int_{\mathbb{R}^d} \frac{1}{2} v^2(t, x) \rho(t, x) dx + \mathcal{I}(\rho(t, \cdot)) dt \right\} + \beta \int_{\mathbb{R}^d} \rho^1(x) \log \rho^1(x) - \rho^0(x) \log \rho^0(x) dx,
\]

where the infimum is taken over all Borel vector fields \(v(t, x)\), such that

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho v) = 0, \quad \rho(0, x) = \rho^0(x), \quad \rho(1, x) = \rho^1(x).
\]

\(\mathcal{I}(\rho) := \int_{\mathbb{R}^d} (\nabla \log \rho(x))^2 \rho(x) dx\)

represents a functional in physics, named Fisher information [11]. The minimizer of (5) satisfies

\[
\begin{align*}
v(t, x) &= \nabla S(t, x) \\
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \nabla S) &= 0 \\
\frac{\partial S}{\partial t} + \frac{1}{2} (\nabla S)^2 &= \frac{\beta^2}{\delta \rho(x)} \mathcal{I}(\rho).
\end{align*}
\]

Here \(\frac{\delta}{\delta \rho(x)}\) is the \(L^2\) first variation, and the first PDE of (6) is the continuity equation while the second PDE is Hamilton-Jacobi equation with the \(L^2\) differential of Fisher information.

We notice that (4) is the key technique used by Edward Nelson to derive Schrödinger equation [26]. So we call (4) Nelson transformation. Later on we will also perform this transformation discretely, and derive the discrete version of (3), (6) on finite graphs.

3. Schrödinger bridge problem on graphs

In this section, we study a Schrödinger bridge problem on graphs. It is a discrete analog of variational problem (2).
3.1. Dynamical Optimal transport on graphs. Consider a weighted graph \( G = (V,E,\omega) \), where \( V = \{1, 2, \cdots, n\} \) is the vertex set, \( E \) is the edge set, and \( \omega \) is the set of weights on edges. The probability set (simplex) supported on all vertices of \( G \) is defined by

\[
\mathcal{P}(G) = \{(\rho_i)_{i=1}^n \in \mathbb{R}^n : \sum_{i=1}^n \rho_i = 1, \rho_i \geq 0\},
\]

where \( \rho_i \) is the discrete probability function at node \( i \). Its interior is denoted by \( \mathcal{P}_+(G) \).

For the convenience of notions, we define the following operations on graphs. A vector field \( b \) on \( G \) refers to a skew-symmetric matrix, \( b : V \times V \to \mathbb{R} \):

\[
b_{ij} = \begin{cases} -b_{ji} & \text{if } (i,j) \in E; \\ 0 & \text{otherwise.} \end{cases}
\]

Given a function \( \Phi : V \to \mathbb{R} \), a potential vector field \( \nabla_G \Phi : V \times V \to \mathbb{R} \) is defined as

\[
\nabla_G \Phi_{ij} = \begin{cases} \sqrt{\omega_{ij}}(\Phi_i - \Phi_j) & \text{if } (i,j) \in E; \\ 0 & \text{otherwise.} \end{cases}
\]

Let \( m : V \times V \to \mathbb{R} \) be an anti-symmetric flux function such that \( m_{ij} = -m_{ji} \). The divergence of \( m \), denoted as \( \text{div}_G(m) : S \to \mathbb{R} \), is defined by

\[
\text{div}_G(m)_i = -\sum_{j \in N(i)} \sqrt{\omega_{ij}}m_{ij}.
\]

Consider a particular flux function

\[
m_{ij} := \theta_{ij}(\rho)b_{ij},
\]

where \( \theta_{ij}(\rho) \) represents the discrete probability (weight) on edge \((i,j)\), defined by

\[
\theta_{ij}(\rho) = \begin{cases} \frac{\rho_i}{d_i} - \frac{\rho_j}{d_j} & \text{if } \rho_i > 0 \text{ and } \rho_j > 0; \\ \frac{\log(\frac{\rho_i}{d_i}) - \log(\frac{\rho_j}{d_j})}{d_i - d_j} & \text{otherwise,} \end{cases}
\]

with \( d_i = \frac{\sum_{j \in N(i)} \omega_{ij}}{\sum_{i=1}^n \sum_{j \in N(i)} \omega_{ij}} \) representing the volume at node \( i \).

We remark that the choice of \( \theta_{ij} \) is not unique [24]. The other choice of \( \theta_{ij} \) is the arithmetic mean

\[
\theta_{ij}(\rho) = \frac{1}{2}(\frac{\rho_i}{d_i} + \frac{\rho_j}{d_j}).
\]

This arithmetic mean type \( \theta_{ij} \) results at a structural Christoffel symbol formula in Wasserstein space [22]. For the simplicity of proof, we present the result by using \( \theta_{ij} \) in (7). In fact, the proof can be adjust to the arithmetic mean. More details are provided in remark 3.

Given two vector fields \( v = (v_{ij})_{(i,j) \in E} \), \( \tilde{v} = (\tilde{v}_{ij})_{(i,j) \in E} \) on the graph and \( \rho \in \mathcal{P}(G) \). The discrete inner product is defined by

\[
(v, \tilde{v})_{\rho} := \frac{1}{2} \sum_{(i,j) \in E} v_{ij}\tilde{v}_{ij}\theta_{ij}(\rho).
\]

Here the coefficient \( \frac{1}{2} \) is due to the convention that the term on each edge, e.g. \((i,j), (j,i)\), is counted twice. The \( L^2 \)-Wasserstein metric on \( \mathcal{P}(G) \) can be defined as follows.
Definition 1. For any \( \rho^0, \rho^1 \in \mathcal{P}(G) \), define the Wasserstein distance \( W : \mathcal{P}(G) \times \mathcal{P}(G) \to \mathbb{R} \) by

\[
W(\rho^0, \rho^1)^2 := \inf_{\rho(t), b(t)} \left\{ \int_0^1 (v(t), v(t))_{\rho(t)} dt \right\}.
\]

Here the infimum is taken over pairs \((\rho(t), v(t))\) with \(\rho \in H^1((0, 1), \mathbb{R}^n)\) and \(v_{ij} = -v_{ji} : [0, 1] \to \mathbb{R}\) measurable, satisfying

\[
\frac{d}{dt} \rho(t) + \text{div}_G(\rho(t)v(t)) = 0, \quad \rho(0) = \rho^0, \quad \rho(1) = \rho^1.
\]

Variational problem in Definition 1 has an equivalent representation, which allow us to equip the probability simplex with a Riemannian structure. We show this by the following matrix function.

Definition 2 (Weighted Laplacian matrix). Define the matrix function \( L : \mathbb{R}^n \to \mathbb{R}^{n \times n} \) by

\[
L(a) = D^T \Theta(a) D, \quad a = (a_i)_{i=1}^n \in \mathbb{R}^n,
\]

where

- \( D \in \mathbb{R}^{|E| \times n} \) is the discrete gradient operator

\[
D_{(i,j) \in E, k \in V} = \begin{cases} \sqrt{\omega_{ij}}, & \text{if } i = k, \; i > j \\ -\sqrt{\omega_{ij}}, & \text{if } j = k, \; i > j \\ 0, & \text{otherwise} \end{cases}
\]

- \(-D^T \in \mathbb{R}^{n \times |E|} \) is the discrete divergence operator;

- \( \Theta(a) \in \mathbb{R}^{|E| \times |E|} \) is a weight matrix depending on \( a \),

\[
\Theta(a)_{(i,j) \in E, (k,l) \in E} = \begin{cases} \theta_{ij}(a) & \text{if } (i,j) = (k,l) \in E \\ 0 & \text{otherwise} \end{cases}
\]

Let \( a = \rho \in \mathcal{P}_+(G) \), we next study the property of matrix \( L(\rho) \), from which we shall build the Riemannian metric tensor of probability simplex.

Lemma 3 (Discrete Hodge decomposition). Given \( \rho \in \mathcal{P}_+(G) \), the following properties hold:

(i) \( L(\rho) \) is a semi-positive matrix with zero being its simple eigenvalue. Denote the eigenvalue and corresponding orthonormal eigenvectors of \( L(\rho) \) by \( 0 = \lambda_0(\rho) < \lambda_1(\rho) \leq \cdots \leq \lambda_{n-1}(\rho) \), and \( U(\rho) = (u_0, u_1(\rho), \ldots, u_{n-1}(\rho)) \), then \( L(\rho) \) has the decomposition

\[
L(\rho) = U(\rho) \begin{pmatrix} 0 & \lambda_1(\rho) & \cdots & \lambda_{n-1}(\rho) \end{pmatrix} U(\rho)^T,
\]

with \( u_0 = \frac{1}{\sqrt{n}} (1, \ldots, 1)^T \).

(ii) For any discrete vector field \( v \) and \( \rho \in \mathcal{P}_+(G) \), there exists a unique discrete gradient vector field \( \nabla_G \Phi \in \mathbb{R}^{|E|} \), such that

\[
v_{ij} = \nabla_G \Phi_{ij} + \Psi_{ij}, \quad \text{div}_G(\rho \Psi) = 0.
\]
In addition, 
\[(v, v)_\rho = (\nabla_G \Phi, \nabla_G \Phi)_\rho + (\Psi, \Psi)_\rho.\]

**Proof.** The proof is a direct extension of the classical graph Hodge decomposition with the probability weight function \(\theta_{ij}(\rho)\). Given a discrete vector field \(v\) and \(\rho \in \mathcal{P}_+(G)\), we shall show that there exists a unique gradient vector field \(\nabla_G \Phi\), such that

\[-\text{div}_G(\rho \nabla_G \Phi) = L(\rho)\Phi = -\text{div}_G(\rho v).\]

Consider

\[\Phi^T L(\rho) \Phi = \frac{1}{2} \sum_{(i,j) \in E} \omega_{ij}(\Phi_i - \Phi_j)^2 \theta_{ij}(\rho) = 0.\]

Since \(\rho_i > 0\) for any \(i \in V\) and the graph is connected, we find that \(\Phi_1 = \cdots = \Phi_n\) is the only solution of the above equation. Thus 0 must be the simple eigenvalue of \(L(\rho)\) with eigenvector \((1, \cdots, 1)^T\). Since \(\text{div}_G(\rho v) \in \text{Ran}(L(\rho))\) and \(\text{Ker}(L(\rho)) = \{u_0\}\). Thus there exists a unique solution of \(\Phi\) up to a constant shift, i.e. \(\nabla_G \Phi\) is unique. And \(\Psi = v - \nabla_G \Phi\) satisfies \(\text{div}_G(\rho \Psi) = \text{div}_G(\rho v) - \text{div}_G(\rho \nabla \Phi) = 0\). Let \(v_{ij} = \nabla_G \Phi_{ij} + \Psi_{ij}\), where \(\text{div}_G(\rho \Psi) = 0\). Then

\[(v, v)_\rho = (\nabla_G \Phi, \nabla_G \Phi)_\rho + 2(\nabla_G \Phi, \Psi)_\rho + (\Psi, \Psi)_\rho = (\nabla_G \Phi, \nabla_G \Phi)_\rho + (\Psi, \Psi)_\rho,
\]

which finishes the proof. \(\square\)

From Lemma 3, for any discrete vector field \(v\), there exists an unique pair \((\nabla_G \Phi, \Psi)\), such that \(\text{div}_G(\rho v) = \text{div}_G(\rho \nabla_G \Phi)\) and

\[(v, v)_\rho = (\nabla_G \Phi, \nabla_G \Phi)_\rho + (\Psi, \Psi)_\rho \geq (\nabla_G \Phi, \nabla_G \Phi)_\rho.\]

Thus the \(L^2\)-Wasserstein metric \(W\) is equivalent to

\[W(\rho^0, \rho^1)^2 = \inf \{ \int_0^1 (\nabla_G \Phi(t), \nabla_G \Phi(t))_{\rho(t)} dt : \frac{d\rho}{dt} + \text{div}_G(\rho \nabla_G \Phi) = 0, \; \rho(0) = \rho^0, \; \rho(1) = \rho^1 \}.\]

(8)

### 3.2. Riemannian manifold of probability simplex.

Here, our goal is to demonstrate that (8) introduces a Riemannian metric tensor of the probability simplex in both primal and dual coordinates. The probability simplex \(\mathcal{P}(G)\) is a manifold with boundary. To simplify the discussion, we focus on the interior \(\mathcal{P}_+(G)\). For more details of the geodesics on the boundary set, see [12].

Denote the tangent space at a point \(\rho \in \mathcal{P}_+(G)\) by

\[T_\rho \mathcal{P}_+(G) = \{ (\sigma_i)_{i=1}^n \in \mathbb{R}^n : \sum_{i=1}^n \sigma_i = 0 \}, \]

and the space of potential function on the set of vertices set by \(\mathcal{F}(G) = \{ (\Phi_i)_{i=1}^n \in \mathbb{R}^n \}.\)

Consider the quotient space

\[\mathcal{F}(G)/\mathbb{R} = \{ [\Phi] \mid (\Phi_i)_{i=1}^n \in \mathbb{R}^n \},\]

where \([\Phi] = \{ (\Phi(1) + c, \cdots , \Phi(n) + c) \mid c \in \mathbb{R} \}\) are functions defined up to a shift of constants.
We introduce an identification map by the weighted Laplacian operator $L(\rho)$.

$$V : \mathcal{F}(G)/\mathbb{R} \rightarrow T_\rho \mathcal{P}_+(G), \quad V_\Phi = L(\rho)\Phi.$$ From Lemma 3, $V : \mathcal{F}(G)/\mathbb{R} \rightarrow T_\rho \mathcal{P}_+(G)$ is a well defined linear and one to one map, i.e., $\mathcal{F}(G)/\mathbb{R} \cong T^*_\rho \mathcal{P}_+(G)$. Here $T^*_\rho \mathcal{P}_+(G)$ is the cotangent space of $\mathcal{P}_+(G)$.

This identification induces the following inner product on $T^*_\rho \mathcal{P}_+(G)$.

**Definition 4** (Inner product in dual coordinates). Given $\rho \in \mathcal{P}_+(G)$, the inner product $g_W : T^*_\rho \mathcal{P}_+(G) \times T^*_\rho \mathcal{P}_+(G) \rightarrow \mathbb{R}$ takes any two tangent vectors $V_\Phi$ and $V_{\tilde{\Phi}} \in T^*_\rho \mathcal{P}_+(G)$ to

$$g_W(V_\Phi, V_{\tilde{\Phi}}) = (\nabla_G \Phi, \nabla_G \tilde{\Phi})_\rho. \quad (9)$$

The above equation is written in the dual coordinates of the Riemannian manifold, i.e. $\Phi \in \mathcal{F}(G)/\mathbb{R}$. Here $(\mathcal{P}_+(G), g_W)$ is a $(n-1)$ dimensional Riemannian manifold. As in [17], we call $(\mathcal{P}_+(G), g_W)$ probability manifold.

On this manifold, the heat flow is the gradient flow of negative Boltzmann-Shannon entropy given by,

$$\mathcal{H}(\rho) = \sum_{i=1}^{n} \rho_i \log \rho_i.$$

In other words,

$$\frac{d\rho}{dt} = -(L(\rho)^\dagger(\nabla_\rho \mathcal{H}(\rho)))_{i=1}^n = -L(\rho)(\log \rho + 1) = \nabla_G(\rho \nabla_G \log \rho).$$

Thus the Fokker-Planck equations on a graph is given as

$$\frac{d\rho}{dt} + \text{div}_G(\rho(b - \beta \nabla_G \log \rho)) = 0,$$

where $b$ is the discrete drift vector and $\beta > 0$ is the noise level.

3.3. Discrete Schrödinger bridge problem. We are now ready to present the SBP on the graph $G$.

**Definition 5.** Given a graph $G = (V, E, \omega)$ with a scale $\beta > 0$, SBP on a graph is the following action minimization problem:

$$J := \inf_{\rho, b} \int_0^1 \frac{1}{2} (b, b)_{\rho} dt, \quad (10)$$

where the infimum is taken over $\rho_i(t) \in H^1((0,1))$ and $b_{ij}(t) \in L^2(0,1; \theta_{ij}(\rho))$, i.e., $\theta_{ij}(\rho(t))b_{ij}(t) \in L^2((0,1))$, such that

$$\frac{d\rho}{dt} + \text{div}_G(\rho(b - \beta \nabla_G \log \rho)) = 0, \quad \text{with } \rho(0), \rho(1) \text{ fixed in } \mathcal{P}(G).$$

In the following theorem, we demonstrate that the minimizer of (10) exists, and we characterize the minimizer by a pair of ODEs.
Theorem 6. There exists a minimizer of problem (10), denoted by \((\rho^*(t), b^*(t))\) such that 
\[
\rho_i^*(t) \in H^1((0, 1)), \quad \text{and} \quad b_{ij}^*(t) \in L^2(0, 1; \theta_{ij}(\rho^0)).
\]
In addition, \((\rho^*(t), b^*(t))\) satisfies a pair of ODEs for a.e. \(t \in [0, 1]\):
\[
\begin{aligned}
 b_{ij} &= \sqrt{\omega_{ij}}(\Phi_i - \Phi_j) \\
 \frac{d\rho_i}{dt} - \sum_{j \in N(i)} \omega_{ij}(\Phi_i - \Phi_j)\theta_{ij}(\rho) &= \beta \frac{1}{d_i} \sum_{j \in N(i)} \omega_{ij}(\rho_j - \rho_i) \\
 \frac{d\Phi_i}{dt} + \frac{1}{2} \sum_{j \in N(i)} \omega_{ij}(\Phi_i - \Phi_j)^2 \frac{\partial \theta_{ij}}{\partial \rho_i} &= -\beta \frac{1}{d_i} \sum_{j \in N(i)} \omega_{ij}(\Phi_j - \Phi_i).
\end{aligned}
\]

Remark 1. We observe that (11) is the discrete analog of (3). Here the first ODE is the discrete Fokker-Planck equation, while the second ODE is the discrete Hamilton-Jacobi-Bellman equation.

3.4. Proof of Theorem 6. To study (10), we consider the following related minimization problem
\[
\tilde{J} := \inf_{\rho, m} \int_0^1 \frac{1}{2} \sum_{(i,j) \in E} \alpha(\theta_{ij}(\rho), m_{ij}) dt,
\]
where
\[
\alpha(x, y) := \begin{cases} 
|y|^2 & x > 0 \\
2x & y = 0, \ x = 0 \\
\infty & \text{otherwise}
\end{cases}
\]
and the infimum is taken over \(\rho_i \in H^1((0, 1))\) and \(m_{ij} \in L^2((0, 1))\) such that
\[
\frac{d\rho_i}{dt} + \sum_{j \in N(i)} \sqrt{\omega_{ij}} m_{ji} + \beta \frac{1}{d_i} \sum_{j \in N(i)} \omega_{ij}(\rho_i - \rho_j) = 0, \quad \rho(0), \rho(1) \text{ are fixed in } \mathcal{P}(G).
\]

Here we point out the technical difficulties in action problem (10). In particular, the boundary of probability set provides the difficulties in characterizing the geodesics [12]. It is no longer an issue in studying minimizers of SBP (10). The proof is outlined as follows:

Step 1: In Lemma 7, we show that there exists a feasible path. In Lemma 8 and 9, we show that the minimization problems (10) and (12) are equivalent and further prove the existence of minimizer;

Step 2: In Lemma 10, we prove that the minimizer path \(\rho^*(t)\) almost surely lies in the interior of probability simplex;

Step 3: In Lemma 11 and 12, we characterize the minimizer path.

Lemma 7. For any \(\rho^0, \rho^1 \in \mathcal{P}(G)\), there exists a path \(\rho \in H^1((0, 1); \mathbb{R}^n)\) and some \(m \in L^2((0, 1); \mathbb{R}^{n \times n})\), such that \(\rho(0) = \rho^0, \rho(1) = \rho^1\) with
\[
\int_0^1 \frac{1}{2} \sum_{(i,j) \in E} \alpha(\theta_{ij}(\rho(t)), m_{ij}) dt < \infty.
\]
Proof. Let $\bar{\rho} = (1/n, ..., 1/n) \in \mathcal{P}(G)$. We now define

$$\rho(t) = \begin{cases} (1 - 2t)\rho^0 + 2t\bar{\rho}, & t \in [0, 1/2); \\ (2 - 2t)\bar{\rho} + (2t - 1)\rho^1, & t \in [0, 1/2). \end{cases}$$

Since $\bar{\rho} \in \mathcal{P}^+(G)$, then $L(\rho(t)) : \mathbb{R}^n / \text{Span}\{(1, ..., 1)\} \to T_\rho \mathcal{P}^+(G)$ is a bijection, and thus $L(\rho(t))$ and its pseudo inverse operator $L(\rho(t))$, as in Lemma 3, are bounded linear operators in $(0, 1)$. By the construction of $\rho(t)$, there exists a constant $C > 0$ such that

$$\sup_{t \in [0,1]} \left| \frac{d\rho}{dt} - \beta L(\rho(t)) \log \rho(t) \right| \leq C.$$

Let

$$\Phi(t) := L(\rho(t)) \left(\frac{d\rho}{dt} - L(\rho(t)) \log \rho(t)\right)$$

and

$$m(t) = (m_{ij}(t))_{ij} := (\theta_{ij}(\rho(t)))^{\sqrt{w_{ij}}(\Phi_j(t) - \Phi_i(t))}_{ij}.$$

Using the boundedness of $L(\rho(t))$, we have $\sup_{t \in [0,1]} |m(t)| \leq C$. Then, by the choice of $\theta_{ij}$, it is obvious that (13) holds.

Lemma 8. The minimization problem (12) can be obtained by $(\rho^*, m^*)$ which satisfies $\rho_i^* \in H^1((0,1)), m_{ij}^* \in L^2((0,1))$ and

$$\mathcal{L}^1\left\{ t \in (0,1); \theta_{ij}(\rho^*(t)) = 0, m_{ij}^*(t) \neq 0, \text{for some } (i,j) \in E \right\} = 0, \quad (14)$$

where $\mathcal{L}^1$ is the Lebesgue measure of $\mathbb{R}^1$.

Proof. We define

$$A(\rho, m) := \int_0^1 \frac{1}{2} \sum_{(i,j) \in E} \alpha(\theta_{ij}(\rho(t)), m_{ij}(t))dt$$

for any $\rho_i \in H^1((0,1))$ and $m_{ij} \in L^2((0,1))$.

We notice $\alpha(\theta_{ij}(\rho(t)), m_{ij}(t)) \geq \frac{m^2}{2}$ if $\rho(t) \in \mathcal{P}(G)$. Now suppose that $\{(\rho^k, m^k)\}_{k=1}^{+\infty}$ is a minimizing sequence of minimization problem (12), i.e., $i := \lim_{k \to +\infty} A(\rho^k, m^k)$.

Therefore, we have

$$\sup_k \int_0^1 \sum_{(i,j) \in E} (m_{ij}(t))^2 dt < +\infty,$$

i.e., $\sup_k \|m^k\|_{L^2((0,1))} < +\infty$. There exists $m^* \in L^2((0,1))$ such that $m^k$ converges to $m^*$ weakly in $L^2((0,1))$. Consider the following Fokker-Planck equation

$$\frac{d\rho_k}{dt} + \sum_{j \in N(i)} \sqrt{w_{ij}} \rho_{m_{ji}} = \beta \frac{1}{d_i} \sum_{j \in N(i)} \omega_{ij} (\rho_{\rho_j}^k - \rho_i^k). \quad (15)$$

Since $\sup_k \|m^k\|_{L^2((0,1))} < +\infty$ and $\rho^k \in \mathcal{P}(G)$, we have, by Sobolev Embedding Theorem,

$$\sup_k \|\rho^k(t)\|_{C^\frac{1}{2}((0,1))} \leq C \sup_k \|\rho^k(t)\|_{H^1((0,1))} < +\infty.$$
By Arzelà-Ascoli Theorem, there exists \( \rho^* \in C^\frac{1}{2}((0,1)) \) such that \( \rho^k \) converges to \( \rho^* \) in \( L^\infty((0,1)) \) and \( \rho^k \) converges to \( \rho^* \) weakly in \( H^1((0,1)) \) up to a subsequence. Now taking limit in (15), we get \((\rho^*, m^*)\) satisfying

\[
\frac{d\rho^*_i}{dt} + \sum_{j \in N(i)} \sqrt{\omega_{ij}} m^*_j = \beta \frac{1}{d_i} \sum_{j \in N(i)} \omega_{ij} (\rho^*_j - \rho^*_i)
\]

in the weak sense. Since \( \alpha \) is a non-negative convex, lower semicontinuous function, by the standard theory of the calculus of variations we obtain \( A \) is non-negative and lower semicontinuous on \( L^2((0,1)) \times L^2((0,1)) \) for the weak convergence. So it achieve its minimum at \((\rho^*, m^*)\).

**Lemma 9.** Minimization problems (10) and (12) are equivalent.

**Proof.** By Lemma 8, the minimization problem (12) can be obtained by \((\rho^*, m^*)\) satisfying \( \rho^*_i \in H^1((0,1)), m^*_{ij} \in L^2((0,1)) \) and (14) holds. We define

\[
b^*_{ij}(t) := \begin{cases} 0 & \text{if } m^*_i(t) > 0, \\
\frac{\theta_{ij}(\rho^*(t))}{m^*_i(t)} & \text{if } \theta_{ij}(\rho^*(t)) > 0. \end{cases}
\]

Then \( b^*_{ij} \in L^2(0, 1; \theta_{ij}(\rho^*)) \). Since (16) holds, we have, by the definition of \( b^*_{ij}(t) \) and (14),

\[
\frac{d\rho^*_i}{dt}(t) + \sum_{j \in N(i)} \sqrt{\omega_{ij}} b^*_{ji}(t) \theta_{ij}(\rho^*(t)) = \beta \frac{1}{d_i} \sum_{j \in N(i)} \omega_{ij} (\rho^*_j(t) - \rho^*_i(t))
\]

and

\[
\int_0^1 \frac{1}{4} \sum_{(i,j) \in E} \theta_{ij}(\rho^*(t)) b^*_{ij}(t)^2 dt = \int_0^1 \frac{1}{2} \sum_{(i,j) \in E} \alpha(\theta_{ij}(\rho^*(t)), m^*_{ij}(t)) dt.
\]

Therefore

\[
J \geq \tilde{J}.
\]

For any \((\rho, b)\) satisfying \( \rho_i \in H^1((0,1)), b_{ij} \in L^2(0,1; \theta_{ij}(\rho)) \) such that (18) holds, we define \( m_{ij}(t) := \theta_{ij}(\rho(t)) b_{ij}(t) \). It is obvious that \( m_{ij} \in L^2((0,1)) \) and (16) holds. Then

\[
J \leq \tilde{J}.
\]

Therefore we have

\[
J = \tilde{J}.
\]

**Remark 2.** Let \( b^* \) be given by (17). By the proof of Lemma 9, the minimization problem (10) can be obtained by \((\rho^*, b^*)\).

**Lemma 10.** Let \((\rho^*, b^*)\) be given in Lemma 9. Then

\[
L^1\{t \in [0,1]; \rho^*_i(t) = 0 \text{ for some } i \in V\} = 0.
\]

**Proof.** We define a set \( A_i := \{t \in [0,1]; \rho^*_i(t) = 0, \rho^*_j(t) > 0 \text{ for some } j \in N(i)\} \). Thus, we have \( \theta_{ij}(\rho^*)(t) = 0 \) for any \( t \in A_i \) and \( j \in N(i) \). We claim that \( L^1(A_i) = 0 \). If not, we have \( L^1(A_i) > 0 \). Since \( \frac{d\rho^*_i}{dt} \in L^2((0,1)) \), then, for a.e. \( t \in [0,1] \),

\[
\frac{d\rho^*_i}{dt}(t) = \lim_{r \to 0^+} \frac{\rho^*_i(t-r) - \rho^*_i(t)}{-r}.
\]
Now we can choose a time $t_0 \in [0,1]$ such that
\[
\frac{d\rho^{*}_i}{dt}(t_0) = \lim_{r \to 0^+} \frac{\rho^{*}_i(t_0 - r) - \rho^{*}_i(t_0)}{-r}
\]
and $t_0 \in \{t \in [0,1] : \rho^{*}_i(t) = 0, \rho^{*}_j(t) > 0, \text{ for some } j \in N(i)\}$. By (18), we have
\[
\frac{d\rho^{*}_i}{dt}(t_0) > 0.
\]
By (20), there exists $r_0 > 0$ such that $\rho^{*}_i(t_0 - r_0) < 0$. It contradicts with $\rho^{*}(t_0 - r_0) \in \mathcal{P}(G)$. Therefore,
\[
L^1(\{t \in [0,1] : \rho^{*}_i(t) = 0, \rho^{*}_j(t) = 0, \text{ for all } j \in N(i)\}) = 1.
\]
Since $i$ is arbitrary and $G$ is connected, (19) holds.

**Lemma 11.** The minimization problem (10) can be obtained by $(\rho^{*}, \nabla_G \Phi^{*})$ satisfying $\rho^{*}_i \in H^1((0,1))$ and $\Phi^{*}_j - \Phi^{*}_i \in L^2(0,1; \theta_{ij}(\rho^{*}))$.

**Proof.** By the proof of Lemma 9, (10) can be obtained by $(\rho^{*}, b^{*})$ where $b^{*}$ is given by (17). Using Lemma 10, we know that $\rho^{*} \in \mathcal{P}_+(G)$ for a.e. $t \in [0,1]$. For each $t \in [0,1]$ such that $\rho^{*}(t) \in \mathcal{P}_+(G)$, we have, by Lemma 3, $\left(\sum_{j \in N(i)} \sqrt{\omega_{ij}} b^{*}_{ij}(t) \theta_{ij}(\rho^{*}(t))\right)_n \in \text{Ran}(L(\rho^{*}(t)))$, i.e., there exists $\Phi^{*}(t)$ such that
\[
\left(\sum_{j \in N(i)} \sqrt{\omega_{ij}} b^{*}_{ij}(t) \theta_{ij}(\rho^{*}(t))\right)_n = \left(\sum_{j \in N(i)} \omega_{ij} (\Phi^{*}_j(t) - \Phi^{*}_i(t)) \theta_{ij}(\rho^{*}(t))\right)_n.
\]
We let $u^{*}(t) := b^{*}(t) - \nabla_G \Phi^{*}(t)$. Then
\[
\int_0^1 \frac{1}{2} (b^{*}, b^{*})_{\rho^{*}} dt = \int_0^1 \frac{1}{2} (\nabla_G \Phi^{*}, \nabla_G \Phi^{*})_{\rho^{*}} dt + \int_0^1 \frac{1}{2} (u^{*}, u^{*})_{\rho^{*}} dt.
\]
Therefore, $\Phi^{*}_j - \Phi^{*}_i \in L^2(0,1; \theta_{ij}(\rho^{*}))$ and
\[
\int_0^1 \frac{1}{2} (\nabla_G \Phi^{*}, \nabla_G \Phi^{*})_{\rho^{*}} dt \leq \int_0^1 \frac{1}{2} (b^{*}, b^{*})_{\rho^{*}} dt = J.
\]

**Lemma 12.** The minimizer $(\rho^{*}, \nabla_G \Phi^{*})$ of minimization problem (10) solves (11) weakly.

**Proof.** Since we prove that $\rho^{*}(t)$ is a.e. in $[0,1]$, then we can apply the standard perturbation argument. We then obtain the minimizer $(\rho^{*}, \nabla_G \Phi^{*})$ satisfying the ODEs in (11). See details in the proof of Theorem 3 at [8]

Finally, we are ready to present the proof of Theorem 6.

**Proof of Theorem 6.** For any $t_0 \in [0,1]$ such that $\rho^{*}(t_0) \in \mathcal{P}_+(G)$, there exists $\delta_0 > 0$ such that $\rho^{*}(t) \in \mathcal{P}_+(G)$. Since $\int_0^1 (\nabla_G \Phi^{*}, \nabla_G \Phi^{*})_{\rho^{*}} dt < +\infty$ and $\inf_{t \in [t_0 - \delta_0, t_0 + \delta_0]} \theta_{ij}(\rho^{*}(t)) > 0$ for all $(i,j) \in E$, then $\Phi^{*}_i - \Phi^{*}_j \in L^2((t_0 - \delta_0, t_0 + \delta_0))$ for any $(i,j) \in E$. Using Lemma 12, we have $\Phi^{*} \in W^{1,1}(t_0 - \delta_0, t_0 + \delta_0)$. Using a bootstrap argument, we have $(\rho^{*}, \Phi^{*})$ is smooth and solves (10) classically in $(t_0 - \delta_0, t_0 + \delta_0)$. Thus Theorem 6 follows from Lemma 10.
4. Nelson’s transformation

In this sequel, we prove that there exists a unique minimizer for discrete SBP. Our main tool is based on Nelson’s transformation as follows. Define a new vector field $v$ on a graph

$$v_{ij} := b_{ij} - \beta \nabla G (\log \rho)_{ij}.$$  

Substituting $v$ into (10), we obtain a new action minimization problem.

**Definition 13.** Given a graph $G = (V, E, \omega)$ with a scale $\beta > 0$, consider the following action minimization problem:

$$J_1 := \inf_{\rho, v} \int_0^1 \frac{1}{2} (v, v)_{\rho} + \frac{\beta^2}{2} I(\rho(t)) \, dt,$$

(21)

where the infimum is taken over $\rho_i(t) \in H^1((0, 1))$ and $v_{ij}(t) \in L^2(0, 1; \theta_{ij}(\rho))$, such that

$$\frac{d\rho}{dt} + \text{div}_G(\rho v) = 0, \quad \text{and} \quad \rho(0), \rho(1) \text{ are fixed in } \mathcal{P}(G).$$

Here $I: \mathcal{P}(G) \to \mathbb{R}$ is the discrete Fisher information

$$I(\rho) := (\nabla_G \log \rho, \nabla_G \log \rho)_{\rho} = \frac{1}{2} \sum_{(i,j) \in E} \omega_{ij} (\log \rho_i - \log \rho_j)^2 \theta_{ij}(\rho).$$

We use the convention that $I(\rho) = +\infty$ if $\rho \in \mathcal{P}(G) \setminus \mathcal{P}_+(G)$.

**Derivation of** (21) **:** First, the Fokker-Planck equation on a graph in (10) can be rewritten in term of $v$ (continuity equation): $\frac{d\rho}{dt} + \text{div}_G(\rho v) = 0$. Second, the Lagrangian in (10) forms

$$\frac{1}{2} (b, b)_{\rho} = \frac{1}{2} (v + \beta \nabla G \log \rho, v + \beta \nabla G \log \rho)_{\rho}$$

$$= \frac{1}{2} (v, v)_{\rho} + \frac{\beta^2}{2} (\nabla_G \log \rho, \nabla_G \log \rho)_{\rho} + \beta (\nabla_G \log \rho, v)_{\rho}.$$

Notice

$$\int_0^1 (\nabla_G \log \rho, v)_{\rho} \, dt = \mathcal{H}(\rho(1)) - \mathcal{H}(\rho(0)) = \text{Constant},$$

(22)

where $\mathcal{H}(\rho) = \sum_{i=1}^n \rho_i \log \rho_i$ is the discrete linear entropy. (22) holds since

$$\int_0^1 (\nabla_G \log \rho, v)_{\rho} \, dt = \int_0^1 \frac{1}{2} \sum_{(i,j) \in E} \omega_{ij} (\log \rho_i - \log \rho_j) v_{ij} \theta_{ij}(\rho) \, dt$$

$$= - \int_0^1 \sum_{i=1}^n \log \rho_i \left[ \sum_{j \in N(i)} \omega_{ij} v_{ij} \theta_{ij}(\rho) \right] \, dt$$

$$= \int_0^1 \sum_{i=1}^n \log \rho_i \frac{d\rho_i}{dt} \, dt$$

$$= \sum_{i=1}^n \rho_i(t) \log \rho_i(t) \bigg|_{t=0}^{t=1} - \int_0^1 \sum_{i=1}^n \rho_i \frac{d}{dt} \log \rho_i \, dt$$

$$= \mathcal{H}(\rho(1)) - \mathcal{H}(\rho(0)) - \int_0^1 \sum_{i=1}^n \rho_i \frac{1}{\rho_i} \frac{d\rho_i}{dt} \, dt$$

$$= \mathcal{H}(\rho(1)) - \mathcal{H}(\rho(0)),$$

(23)
where the second equality is by discrete continuity equation, the third equality is based integration by parts w.r.t time and the last equality is from $\frac{d}{dt} \sum_{i=1}^n \rho_i = 0$. Combining above three steps, we obtain (21). Following (21), several properties of SBP on a graph can be shown in next theorem.

**Theorem 14.** The minimizer path $\rho^*(t)$ of SBP is unique.

**Proof.** Before presenting the proof, we follow the idea in (12) to reform (21). Define the discrete flux function as $m = (m_{ij})_{(i,j) \in E} := (v_{ij}\theta_{ij}(\rho))_{(i,j) \in E}$. Consider

$$
\bar{J}(\rho(t), m(t)) := \inf_{\rho, m} \int_0^1 \sum_{(i,j) \in E} \alpha(\theta_{ij}(\rho), m_{ij}) + \frac{\beta^2}{2} I(\rho(t)) \, dt,
$$

where the infimum is taken over $\rho_i \in H^1((0,1))$ and $m_{ij} \in L^2((0,1))$ such that $\frac{d\rho}{dt} + \text{div}_G(m) = 0$, $\rho(0), \rho(1)$ are fixed in $\mathcal{P}(G)$.\n
**Claim 1:** Minimization problems (10), (12), (21), (24) are equivalent.

**Proof of Claim 1.** Since the equivalence between (21) and (24) is similar to the one for (10) and (12) in Lemma 10, we only need to show minimization problems (10), (21) are equivalent. Let $(\rho^*, \nabla_G \Phi^*)$ be the minimizer of minimization problem (10). By Lemma 10, we know that the following discrete Nelson’s transformation

$$
v^* := \nabla_G \Phi^* - \beta \nabla_G \log \rho^*
$$

is well defined a.e. in $[0,1]$. Similarly, $S^* := \Phi^* - \log \rho^*$ is also well defined a.e. in $[0,1]$. Thus, we have $\nabla_G S^* = v^*$. Since $\rho_i^* \in H^1((0,1))$ and the continuity equation holds for the pair $(\rho^*, \nabla_G \Phi)$, we have (23):

$$
\int_0^1 (\nabla_G \log \rho^*, v^*) \rho^* \, dt = \mathcal{H}(\rho(1)) - \mathcal{H}(\rho(0)),
$$

where $\mathcal{H}(\rho) = \sum_{i=1}^n \rho_i \log \rho_i$ is the discrete linear entropy. It is obvious that $\mathcal{H}(\rho(0))$ and $\mathcal{H}(\rho(1))$ are fixed finite constants. Then $v^*_{ij}(t) \in L^2(0,1; \theta_{ij}(\rho^*))$ and

$$
\frac{d\rho^*}{dt} + \text{div}_G(\rho^* v^*) = 0.
$$

Therefore, we have $J \geq J_1 + \mathcal{H}(\rho(1)) - \mathcal{H}(\rho(0))$.

Let $(\rho, v)$ satisfy $\rho_i(t) \in H^1((0,1))$, $v_{ij}(t) \in L^2(0,1; \theta_{ij}(\rho))$,

$$
\frac{d\rho}{dt} + \text{div}_G(\rho v) = 0
$$

and

$$
\int_0^1 \frac{1}{2} (v, v) \rho + \frac{\beta^2}{2} I(\rho(t)) \, dt < +\infty.
$$

We claim that

$$
\mathcal{L}^1 \left\{ t \in [0,1]; \rho_i(t) = 0 \text{ for some } i \in V \right\} = 0.
$$

Otherwise there exists $i_0 \in V$ and $\epsilon_0 > 0$ such that

$$
\mathcal{L}^1 \left\{ t \in [0,1]; \rho_{i_0}(t) = 0 \right\} = \epsilon_0.
$$
We define a set $A_{i_0} := \{ t \in [0,1]; \rho_{i_0}(t) = 0, \rho_j(t) > 0 \text{ for some } j \in N(i_0) \}$. Thus, we have $\mathcal{I}(\rho)(t) = +\infty$ for any $t \in A_{i_0}$. Since (25) holds, we have $L^1(A_{i_0}) = 0$. Therefore,

$$L^1\{ t \in [0,1]; \rho_{i_0}(t) = 0, \rho_j(t) = 0 \text{ for some } j \in N(i_0) \} = \epsilon_0.$$ 

Since $G$ is connected, we have

$$L^1\{ t \in [0,1]; \rho_i(t) = 0, \text{ for all } i \in V \} = \epsilon_0.$$ 

It contradicts with $\rho \in \mathcal{P}(G)$. Therefore, (26) holds. Then

$$b := v + \beta \nabla_G \log \rho$$

is well defined a.e. in $[0,1]$. By a similar calculation to (23), we have

$$\int_0^1 \frac{1}{2}(b, b)\rho dt = \int_0^1 \frac{1}{2}(v, v)\rho + \frac{\beta^2}{2}(\nabla_G \log \rho, \nabla_G \log \rho)\rho dt + H(\rho(1)) - H(\rho(0)). \quad (27)$$

Using (25), we have $b_{ij} \in L^2(0,1; \theta_{ij}(\rho))$ and

$$\frac{d\rho}{dt} + \text{div}_G(\rho(b - \beta \nabla_G \log \rho)) = 0.$$ 

Therefore,

$$\int_0^1 \frac{1}{2}(b, b)\rho dt \geq \int_0^1 \frac{1}{2}(\nabla_G \Phi^*, \nabla_G \Phi^*)\rho^* dt.$$ 

Therefore, by (23) and (27), we have

$$\int_0^1 \frac{1}{2}(v, v)\rho + \frac{\beta^2}{2}(\nabla_G \log \rho, \nabla_G \log \rho)\rho dt \geq \int_0^1 \frac{1}{2}(v^*, v^*)\rho^* + \frac{\beta^2}{2}(\nabla_G \log \rho^*, \nabla_G \log \rho^*)\rho^* dt.$$ 

Then $J \leq J_1 + \mathcal{H}(\rho(1)) - \mathcal{H}(\rho(0))$. Therefore, $J = J_1 + \mathcal{H}(\rho(1)) - \mathcal{H}(\rho(0))$. Moreover, $(\rho^*, \nabla_G \Phi^*)$ and $(\rho^*, \nabla_G S^*)$ are the minimizers of minimization problems (10) and (21), respectively. \hfill \Box

Our proof is based on formulation (24). If there are two minimizer paths $(\rho^1(t), m^1(t))$, $(\rho^2(t), m^2(t))$, we shall prove

$$\rho^1(t) \equiv \rho^2(t) \text{ for a.e. } t \in [0,1]. \quad (28)$$

Here the uniqueness can be shown by the strictly convexity of Fisher information:

Claim 2: $\mathcal{I}(\rho)$ is a strictly convex functional in $\mathcal{P}_+(G)$. 

Assume the claim is true and suppose (28) is not true, \( \rho^1(t) \neq \rho^2(t) \) a.e. \( t \in [0, 1] \). Then for a fixed \( \lambda \in [0, 1] \),
\[
\tilde{J}(\lambda \rho^1 + (1 - \lambda) \rho^2, \lambda \rho^1 + (1 - \lambda) \rho^2) = \int_0^1 \frac{1}{2} \sum_{(i,j) \in E} \alpha(\theta_{ij}(\lambda \rho^1 + (1 - \lambda) \rho^2), \lambda \rho^1 + (1 - \lambda) \rho^2) dt \\
+ \int_0^1 \frac{\beta^2}{2} \mathcal{I}(\lambda \rho^1(t) + (1 - \lambda) \rho^2(t)) dt < \lambda \int_0^1 \frac{1}{2} \sum_{(i,j) \in E} \alpha(\theta_{ij}(\rho^1), m_{ij}^1) dt + (1 - \lambda) \int_0^1 \frac{1}{2} \sum_{(i,j) \in E} \alpha(\theta_{ij}(\rho^1), m_{ij}^2) dt \\
+ \lambda \int_0^1 \frac{\beta^2}{2} \mathcal{I}(\rho^1(t)) dt + (1 - \lambda) \int_0^1 \frac{\beta^2}{2} \mathcal{I}(\rho^2(t)) dt = \lambda \tilde{J}(\rho^1, m^1) + (1 - \lambda) \tilde{J}(\rho^2, m^2),
\]
where the inequality is from both \( \alpha \) and \( \mathcal{I} \) are convex function. While the strictly inequality is from Claim 2 and Lemma 10, in which the minimizer path \( \rho^1(t), \rho^2(t) \) are positive a.e. Clearly, \( (\lambda \rho^1 + (1 - \lambda) \rho^2, \lambda \rho^1 + (1 - \lambda) \rho^2) \) is with smaller cost functional than the one in \( (\rho^1(t), m^1(t)) \), which is a contradiction. In the end, we prove Claim 2.

**Proof of Claim 2.**

\[
\lambda(\rho) := \min_{\sigma \in T_{\rho^1}P_{\mathbb{R}}(G)} \left\{ \sigma^T \text{Hess}_{\mathbb{R}^n} \mathcal{I}(\rho) \sigma : \sigma^T \sigma = 1, \ \sum_{i=1}^n \sigma_i = 0 \right\} > 0. \tag{29}
\]

Since
\[
\frac{\partial^2}{\partial \rho_i \partial \rho_j} \mathcal{I}(\rho) = \begin{cases} 
- \frac{1}{\rho_i \rho_j} \omega_{ij} t_{ij} & \text{if } j \in N(i) \\
\frac{1}{\rho_i^2} \sum_{k \in N(i)} \frac{1}{\rho_k^2} t_{ik} & \text{if } i = j \\
0 & \text{otherwise},
\end{cases}
\]

where
\[
t_{ij} = \rho_i + \rho_j > 0.
\]

Then
\[
\sigma^T \text{Hess}_{\mathbb{R}^n} \mathcal{I}(\rho) \sigma = \frac{1}{2} \sum_{(i,j) \in E} t_{ij} \left\{ \left( \frac{\sigma_i}{\rho_i} \right)^2 + \left( \frac{\sigma_j}{\rho_j} \right)^2 - 2 \frac{\sigma_i \sigma_j}{\rho_i \rho_j} \right\} \\
= \frac{1}{2} \sum_{(i,j) \in E} t_{ij} \left( \frac{\sigma_i}{\rho_i} - \frac{\sigma_j}{\rho_j} \right)^2 \geq 0.
\]

Suppose (29) is not true, there exists a unit vector \( \sigma^* \), such that
\[
\lambda(\rho) = \sigma^T \text{Hess}_{\mathbb{R}^n} \mathcal{I}(\rho) \sigma^* = \frac{1}{2} \sum_{(i,j) \in E} t_{ij} \left( \frac{\sigma^*_i}{\rho_i} - \frac{\sigma^*_j}{\rho_j} \right)^2 = 0.
\]

Then \( \frac{\sigma^*_1}{\rho_1} = \frac{\sigma^*_2}{\rho_2} = \cdots = \frac{\sigma^*_n}{\rho_n} = 0 \). Combining with \( \sum_{i=1}^n \sigma^*_i = 0 \), we have the fact \( \sigma^*_1 = \sigma^*_2 = \cdots = \sigma^*_n = 0 \), which contradicts that \( \sigma^* \) is a unit vector. \( \square \)

Combining Claims 1 and 2, we finish the proof. \( \square \)
Problem (21) characterizes the other formulation of minimizer.

**Corollary 15.** The minimizer of (21), \((\rho^*(t), v^*(t))\), satisfies the following ODE classically, for a.e. \(t \in [0, 1]\)

\[
\begin{aligned}
&v_{ij}(t) = \sqrt{\omega_{ij}(S_i(t) - S_j(t))};
\frac{d\rho_i}{dt} - \sum_{j \in N(i)} \omega_{ij}(S_i - S_j)\theta_{ij}(\rho) = 0; \\
&\frac{dS_i}{dt} + \frac{1}{2} \sum_{j \in N(i)} \omega_{ij}(S_i - S_j)^2 \frac{\partial \theta_{ij}}{\partial \rho_i} = \frac{\beta^2}{2} \frac{\partial}{\partial \rho_i} I(\rho).
\end{aligned}
\]

Proof. The derivation of (30) is similarly to the one in (11). We omit the proof here. \(\square\)

Here the ODEs (11) and (30) represent the same minimizer path under a change of variable

\[ S_i = \Phi_i - \beta \log \rho_i. \]  

We observe that ODEs (11), (30) can be both written into the following symplectic forms:

\[
\frac{d}{dt} \left( \begin{pmatrix} \rho \\ \Phi \end{pmatrix} \right) = \left( \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix} \right) \mathcal{H}(\rho, \Phi), \quad \frac{d}{dt} \left( \begin{pmatrix} \rho \\ S \end{pmatrix} \right) = \left( \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix} \right) \tilde{\mathcal{H}}(\rho, S),
\]

where \(I \in \mathbb{R}^{n \times n}\) is an identity matrix, and \(\mathcal{H}, \tilde{\mathcal{H}}\) are Hamiltonians,

\[ \mathcal{H}(\rho, \Phi) := \frac{1}{2} (\nabla G \Phi, \nabla G \Phi)_{\rho} - \beta (\nabla G \log \rho, \nabla G \Phi)_{\rho}, \]

and

\[ \tilde{\mathcal{H}}(\rho, S) := \frac{1}{2} (\nabla G S, \nabla G S)_{\rho} - \frac{1}{2} \beta^2 (\nabla G \log \rho, \nabla G \log \rho)_{\rho}. \]

It is clear that the change of variable (31) is a canonical transformation.

**Remark 3.** For \(\theta_{ij}(\rho) = \frac{\rho_i/d_i + \rho_j/d_j}{2}\), the proof for characterization of the minimizer is different. We shall prove the existence of minimizer path from variational problem (21). In this approach, we mainly use the fact that the Fisher information is infinity on the boundary of probability simplex. Based on it, we show that the minimizer path is in the interior of probability simplex almost surely for \(t \in [0, 1]\). From the Nelson transform, the minimizer path of (10) and (21) are equivalent. Thus we characterize the minimizer path in (10).

5. **Numerical examples**

In this section, we demonstrate SBP on graphs (10) by several examples. We mainly use the build-in function bvp4c in MATLAB to solve the problem (30) numerically. In our computations, we assume \(\omega_{ij} = 1\) for all edges and let \(\theta_{ij} = \frac{d_i + d_j}{2}\).

**Example 1** (Lattice graph). Our first example is the SBP (10) on a lattice graph \(G = L_n\), i.e.
Let $n = 13$, $\beta^2 = 10^{-4}$, $\rho^0_i = K_0 e^{-\frac{1}{2}(x(i)^2/2-x(i)^4/96)}$ and $\rho^1_i = K_1 e^{-x(i)^2/4}$, where $x(i) = -6 + (i - 1) \Delta x$, $\Delta x = 1$, $K_0$, $K_1$ are normalization constants such that $\sum_{i=1}^{n} \rho^0_i = \sum_{i=1}^{n} \rho^1_i = 1$. The optimal value of (10) is 52.9057 and the snapshots of the optimal path is demonstrated in Figure 1.

**Example 2** (Cycle graph). Here we consider (10) on a cycle graph $G = C_n$, i.e.

Let $n = 13$, $\beta^2 = 10^{-4}$, $\rho^0_i = \frac{1}{n}$ and $\rho^1_i = K_1 e^{-x(i)^2/4}$, where $x(i) = -6 + (i - 1) \Delta x$, $\Delta x = 1$, $K_1$ is a normalization constants such that $\sum_{i=1}^{n} \rho^0_i = \sum_{i=1}^{n} \rho^1_i = 1$. The optimal value of (10) is 40.1917 and the snapshots of the minimizer is demonstrated in Figure 2.
Example 3 (Effect of graph structures). In the last example, we illustrate how the graph structure affects the optimal value of SBP (10).

Consider a configuration similar as example 2 with $n = 12$. We introduce three graphs in Figure 3, 4, 5. Our computation indicates that the minimal values for the corresponding SBPs are significantly different from each other, which depends on the graph structures.
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