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Abstract

In real-world adaptive personalized decision making, due to physical and/or resource constraints, a decision maker often does not have the luxury of immediately incorporating the feedback from the previous individual into forming new policies for future individuals. This is an important aspect that has largely been abstracted away from the traditional online learning/decision making literature. In this paper, we study the problem of batched learning in generalized linear contextual bandits where the decision maker, unlike in traditional online learning, can only access feedback at the end of a limited number of batches, and when selecting actions within a batch, can only use information from prior batches. We provide a lower bound that characterizes the fundamental limit of performance in this setting and then give a UCB-based batched learning algorithm whose regret bound, obtained using a self-normalized martingale style analysis, nearly matches this lower bound. Our results provide a novel inquiry into generalized linear contextual bandits with arbitrary action sets, which include several bandits setting as special cases and thus shed light on batch-constrained decision making in general.

1 Introduction

The growing availability of user-specific data has welcomed the exciting era of personalized decision making: a paradigm of tailoring decisions according to each individual’s distinct characteristics, thereby exploiting heterogeneity in a population so as to achieve better outcomes. Such heterogeneity (i.e. best decisions often vary for different individuals) is ubiquitous across a variety of application domains, including medical treatment selection, product recommendation and online advertising (Bertsimas and Mersereau, 2007; Li et al., 2010; Chapelle, 2014; Bastani and Bayati, 2020; Schwartz et al., 2017). Rising to this opportunity, contextual bandits have emerged to be the predominant mathematical framework that is at once elegant and powerful: its three core components—the contexts (representing individual characteristics), the actions (representing the recommended items), and the rewards (representing the observed feedback)—capture the salient aspects of the problem and provide fertile ground for developing algorithms that contribute to making quality decisions.

Roughly speaking, the existing contextual bandits literature can be divided into two categories: online contextual bandits and offline contextual bandits. In online contextual bandits (Bubeck et al., 2012; Lattimore and Szepesvári, 2018; Slivkins et al., 2019), individual data points arrive sequentially and the decision
maker can actively interact with the data-collection process and adaptively make his next decision by incorporating feedback from the current data point. This has motivated an extensive line of work (e.g. Li et al. (2010); Rusmevichientong and Tsitsiklis (2010); Filippi et al. (2010); Rigollet and Zeevi (2010); Chu et al. (2011); Goldenshluger and Zeevi (2013); Agrawal and Goyal (2013); Russo and Van Roy (2016); Jun et al. (2017); Li et al. (2017); Abeille et al. (2017)) that has developed online contextual bandits algorithms that effectively trade off exploration and exploitation, a key challenge therein. On the other hand, in offline contextual bandits (Dudík et al., 2011; Zhang et al., 2012; Zhao et al., 2014; Swaminathan and Joachims, 2015; Rakhlin and Sridharan, 2016; Kallus, 2018; Kitagawa and Tetenov, 2018; Joachims et al., 2018), the decision maker is given a full batch dataset that has already been collected, and his goal is to learn from that dataset an effective policy which will be deployed in the future. Here, learning a policy is offline and one-shot as the decision maker does not have the opportunity to adapt one’s decisions based on future outcomes. Offline contextual bandits have also attracted great attention in machine learning, statistics and casual inference, leading to several algorithms that perform efficient exploitation.

However, in practical situations, the reality often stands somewhere in between. In particular, the decision maker is often able to perform active learning, but such adaptation is sometimes limited to a fixed number of rounds of interaction. For instance, in medical treatment selection in clinical trials (Robbins, 1952), each trial involves applying medical treatment to a group of patients, with the medical outcomes for the entire group of patients available at the end of this trial. This batch of data is then analyzed and utilized to design the next trial. Here, the decision maker does have the flexibility in adaptive learning since there will be subsequent trials after the first one. However, such flexibility is limited since the number of patients tend to far exceed the number of trials that is feasible to conduct in standard medical practice. Another example is product recommendation (Bertsimas and Mersereau, 2007; Schwartz et al., 2017), where the marketer, when running a promotion campaign for its product, usually sends out product offers to a batch of customers at once. Customers’ feedback will then be collected in the aggregate at the end and analyzed to design the next round of promotions in the targeted customer population.

Consequently, motivated by the above considerations, an important and practical question—unanswered by existing online or offline contextual bandits literature—immediately arises: given a learning horizon $T$ (corresponding to $T$ individuals) and at most $M$ batches where the decision maker can partition the $T$ individuals into, how should the size of each batch be designed and what to do within each batch? Recognizing the significance of this direction, recent works (Perchet et al., 2016; Gao et al., 2019) have made progress by studying the batched learning problem in the simple multi-armed bandit (MAB) problems, where Perchet et al. (2016) focused on two-armed MABs and Gao et al. (2019) generalized the results to $K$-armed MAB settings. However, although pioneering in this direction, MAB models are simply too simple as they do not capture individuals’ characteristics. Consequently, in MABs, the decisions can only be made at a population level (selecting a single action for the entire population), rather than personalized at an individual level, which severely limits its practical applicability.

Very recently, Han et al. (2020) has made the pioneering attempt to incorporate personalized decision making problems in this context. Although their results are interesting, fruitful and inspiring, the setting is limited in several ways. First, it considered linear contextual bandits, which do not capture the class of logistic contextual bandits (a widely used framework in the binary-outcome based applications, e.g. click/no-click, purchase/no-purchase, recovery/no-recovery). Second, it only considered finite decision sets (with a restriction on maximum number of actions). This is inadequate in applications where the decision is continuous, including for instance the dosage of a drug for a patient, the coupon promotion amount and/or
price for a customer, news articles and/or videos (characterized by a continuous vector) for a user. Third, the proof techniques in Han et al. (2020) rely on these setting-specific assumptions, and cannot be directly extended to the more general setting studied here. As such, in this paper, we fill in this gap by providing the first broad inquiry into batched learning where individual characteristics provide the basis for personalized decision making under the broad class of generalized linear models with general decision sets and generic contexts and aim to delineate, in this much more general and practical setting, how the batch constraints impact the performance of decision making. We do point out, however, that our results here do not imply the results in Han et al. (2020) either (including the remarkable doubly-exponential regret bounds), as the specific assumptions made there allow for different learning limits and hence different bounds (both upper and lower bounds). Finally, we would like to note that in our paper, we consider a setting where no assumption is made about the generating mechanism of the contexts, i.e., $x_t$ can be generated either adversarially or stochastically; there is another regime where we can restrict our attention to a subset of context generating mechanisms ($x_t$ generated in an i.i.d. fashion for example) and potentially achieve a regret of $\log T$ scale—we leave that for future work.

1.1 Our Contributions

We provide two main contributions. First, we study batched learning in generalized linear contextual bandits (GLCB) with general decision sets and provide a regret lower bound of $c \cdot \max \left\{ \sqrt{\min(d,M)} \cdot T/M, d\sqrt{T} \cdot \frac{T}{d^2}, \frac{1}{\sqrt{d}} \right\}$, where $T$ is the horizon (i.e. number of individuals), $d$ is the feature dimension, $M$ is the maximum number of batches allowed and $c$ is some universal numerical constant (that is independent of $d,M,T$). This lower bound—which is established through a novel information-theoretic argument—characterizes the fundamental decision making limits and indicates that at least $O(\min([\sqrt{T/d}], [T/d^2]))$ batches are needed to achieve the corresponding online minimax optimal regret rate $O(d\sqrt{T})$ where no batch constraints are present (Rusmevichientong and Tsitsiklis, 2010). Second, by adapting an upper confidence bound (UCB) style exploration to our setting, we propose the Batched Upper Confidence Bound Algorithm for Generalized Linear Contexual Bandit (BUCB-GLCB), and establish an $\tilde{O}(dT/M + d\sqrt{T})$ upper bound for the expected regret. This upper bound is established using a novel application of self-normalized martingales without any distributional assumption on the contexts. Further, this upper bound indicates that at most $O([\sqrt{T}])$ batches are needed to achieve the online minimax optimal regret rate $O(d\sqrt{T})$. Together with our lower bound above, we see that when the number of batches $M$ is larger than $O(\sqrt{T})$, the upper bound is tight; when the number of batches $M$ is less than $O(\sqrt{T})$, the upper bound is loose by at most a factor of $\max(\sqrt{d},d/\sqrt{M})$. Put together, we see that BUCB-GLCB achieves the minimax-optimal performance, up to at most a factor of $O(\max(\sqrt{d}, d/\sqrt{M}))$; further, in the low dimensional regime (when $d$ is considered a constant to the growing $T$), it is in fact minimax optimal.

2 Problem Formulation

We formalize adaptive batched learning in generalized linear contextual bandits with general decision sets.

---

1 $\lceil x \rceil$ denotes the smallest integer that is not less than $x$.

2 To put this in the perspective of contextual bandits literature, state-of-the-art regret bounds of the widely used Thompson sampling algorithm are at least a factor of $O(d)$ loose from the minimax optimal regret rate (Hamidi and Bayati, 2020).
2.1 Notation

For a positive integer $n$, let $[n] \triangleq \{1, \cdots, n\}$. For a vector $v$, $\|v\|_A$ denotes the norm induced by a positive semi-definite matrix $A$: $\|x\|_A = \sqrt{x^T A x}$. For two square matrices $A, B$, $A \preceq B$ denote that the difference $B - A$ is symmetric and positive semi-definite. We write Poly$(n)$ and Polylog$(n)$ for terms that grow polynomially and polylogarithmically with $n$.

2.2 Generalized Linear Contextual Bandits

Let $T$ be the time horizon of the problem, $\mathcal{X}$ be a context set and $\mathcal{A}$ be an action set for the decision maker: both $\mathcal{X}$ and $\mathcal{A}$ are arbitrary sets, although a standard setting that suffices for practical purposes is that $\mathcal{X}$ and $\mathcal{A}$ are subsets of some finite-dimensional vector spaces (i.e. $\mathcal{X} \subset \mathbb{R}^{d_1}$ and $\mathcal{A} \subset \mathbb{R}^{d_2}$). At each time $t \in [T]$ in the online decision making process, a context $x_t$ arrives, and if the decision maker selects action $a \in \mathcal{A}$ at this time, the resulting reward at time $t$ is:

$$r_{t,a} = \mu(\langle \phi(x_t, a), \theta^* \rangle) + \xi_t,$$

where $\phi : \mathcal{X} \times \mathcal{A} \to \mathbb{R}^d$ is a given feature map that featureizes a given context-action pair into some $d$-dimensional Euclidean space, $\theta^* \in \mathbb{R}^d$ is the underlying parameter vector for the linear contextual bandits, the noises $\{\xi_t\}_{t=0}^\infty$ is a sequence of zero-mean independent 1-sub-Gaussian\(^3\) random variables, and $\mu(\cdot)$ is an inverse link function. GLCB is quite general: when $\mu(\cdot)$ is the identity function, it reduces to linear contextual bandits; when $\mu(x) = 1/(1 + \exp(-x))$, it reduces to logistic contextual bandits.

Throughout the paper, we adopt the standard regularity assumptions (Li et al., 2017) on the inverse link function: $\mu(\cdot)$ is monotonically increasing, Lipschitz with Lipschitz constant $L_\mu$, twice differentiable with its first derivative $\mu'$ satisfies that $\inf_{\|\theta - \theta'\|_2 \leq 2, \|\phi\|_2 \leq 1} \mu'(\phi^T \theta) \geq \kappa > 0$ and second derivative $\mu'' \geq 0$. Additionally, we work in the standard low-dimensional regime (Chu et al., 2011): $d^2 \leq T$. We assume the underlying parameters $\theta^*$ and the feature map $\phi$ are bounded, and for simplicity, we normalize everything into unit scale and assume $\|\theta^*\|_2 \leq 1$; $\|\phi(x, a)\|_2 \leq 1$, $\forall x \in \mathcal{X}, \forall a \in \mathcal{A}$ (the general case can be easily derived and is presented later as well). Throughout, we assume $T, d, M$ and $\kappa$ are known a priori. Finally, we use $a_t$ to denote the action selected at time $t$ (note that $a_t$ is a random variable) and $r_{t,a_t}$ to denote the reward realized at time $t$ under action $a_t$; when there is no confusion, we also write $r_t$ in its replacement. As noted, generalized linear contextual bandits include both logistic and linear contextual bandits as special cases. It’s also important to point out that the generality of our framework also stems from the general decision sets we are working. In particular, even in the subclass of linear contextual bandits, the general decision set structure contains many classes of well-known bandits problems as special cases. Below we briefly highlight a few:

1. **K**-armed Linear Contextual Bandits (Chu et al., 2011; Goldenshluger and Zeevi, 2013; Bastani and Bayati, 2020; Bastani et al., 2017) This is a setting where a finite set $\mathcal{A} = \{a_1, a_2, \ldots, a_K\}$ of $K$ actions are available. Each action $a_i$ has an associated parameter vector $\beta_i \in \mathbb{R}^d$. When a context vector $x_t \in \mathbb{R}^d$ arrives, if action $a_i$ is chosen, then a reward $r_{t,a_i} = \langle x_t, \beta_i \rangle + \xi_t$ is obtained. To see that this is a special case of our setting, note that given a $K$-armed linear contextual bandit, we can take $\theta^* = [\beta_1, \beta_2, \ldots, \beta_K]$ and the following feature map: $\phi(x_t, a_i) = [0, \ldots, 0, x_t, 0, \ldots, 0]$; that is, a $Kd$-dimensional vector with all zeros except at the $i$-th block. It is easy to see that $\langle x_t, \beta_i \rangle = \langle \phi(x_t, a_i), \theta^* \rangle$.

\(^3\)A random variable $X \in \mathbb{R}$ is said to be $\sigma^2$-sub-Gaussian if $\mathbb{E}[X] = 0$ and $\mathbb{E}[\exp(sX)] \leq \exp(s^2 \sigma^2 / 2)$, for any $s \in \mathbb{R}$. 

4
2. Linear Bandits (Rusmevichientong and Tsitsiklis, 2010; Bubeck et al., 2012; Abeille et al., 2017) The reward at time \( t \) is given by \( r_t = \langle a_t, \theta^* \rangle + \xi_t \), where \( a_t \in \mathcal{A} \), typically a convex and compact subset of \( \mathbb{R}^d \) (often normalized to be a unit ball). To see that this is a special case of our setting, simply specialize our setting to the case where contexts are absent and take \( \phi(x_t, a_t) = a_t \).

3. Combinatorial Bandits (Cesa-Bianchi and Lugosi, 2012; Durand and Gagné, 2014; Combes et al., 2015) In a combinatorial bandit, actions come from a combinatorial set: \( a_t \in \{0,1\}^d \) and the key feature in a combinatorial bandit is that there is a finite but large number of actions. Further the reward is \( r_t = \langle a_t, x_t \rangle + \xi_t \). Depending on whether \( x_t \) is stochastically generated or adversarially generated, a combinatorial bandit further divides into stochastic combinatorial bandits and adversarial combinatorial bandits. In either case, one can see that a combinatorial bandit is a special case of our setting by taking \( \phi(x_t, a_t) = \langle a_t, x_t \rangle \) and \( \theta^* = 1 \).

2.3 Batched Learning

In standard online learning, the decision maker immediately observes the reward \( r_{t,a_t} \) after selecting action \( a_t \) at time \( t \). In contrast, here we consider a batched learning setting, where the decision maker is only allowed to partition the \( T \) units into (at most) \( M \) batches, and the reward corresponding to each unit in a batch can only be observed at the end of the batch. More specifically, given \( M \), the decision maker needs to choose a batched learning algorithm \( \text{Alg} = (T, \pi) \), where 1) a grid \( T = \{t_1, t_2, \cdots, t_M = T\} \) (with \( 0 = t_0 < t_1 < \cdots < t_M = T \)) partitions the \( T \) units into \( M \) batches (the first batch contains units \( t_0 + 1 \) to \( t_1 \); the second batch contains units \( t_1 + 1 \) to \( t_2 \) and so on); 2) a sequential batch policy \( \pi = (\pi_1, \pi_2, \cdots, \pi_T) \) such that each \( \pi_t \) can only use reward information from all the prior batches as well as all the contexts that are observed up to and including \( t \).

Note that since \( M \) is the maximum number of batches, the decision maker is technically allowed to choose a grid that partitions the \( T \) units into less than \( M \) batches. However, since doing so will only decrease the amount of information available to the decision maker, we can without loss of generality assume the decision maker will always choose a grid of \( M \) batches. Additionally, \( M = T \) corresponds exactly to standard online learning. In this case, the decision maker need not select the grid. Consequently, the adaptive batched learning setting has a more complex decision space—one that entails selecting both the grid and the policy. Finally, the performance of a batched learning algorithm \( \text{Alg} \) can be measured by regret, which compares the cumulative reward obtained by \( \text{Alg} \) to that obtained by an optimal policy (i.e. an oracle that knows \( \theta^* \) and hence the optimal action for each unit):

**Definition 2.1.** The regret of \( \text{Alg} \) is defined as: \( R_T(\text{Alg}) \triangleq \sum_{t=1}^{T} (\max_{a \in \mathcal{A}} \mu(\langle \phi(x_t, a), \theta^* \rangle)) - \mu(\langle \phi(x_t, a_t), \theta^* \rangle) \), where \( a_1, a_2, \ldots, a_T \) are actions generated by \( \text{Alg} \).

**Remark 2.1.** Although the form of regret defined here is the same as that in standard online learning, the problem here is much more difficult: in batched learning, batches induce delays in obtaining reward feedback, and hence the decision maker cannot immediately incorporate the feedback into her subsequent decision making process. Nevertheless, we pursue an ambitious research agenda by still using the same regret metric as in standard online learning.

3 A Regret Lower Bound

In this section we characterize the fundamental learning limits of the batched decision making problem.
Theorem 3.1. For any batched learning algorithm Alg.

\[
\sup_{\theta^*; \|\theta^*\|_2 \leq 1} E_{\theta^*} [R_T(\text{Alg})] \geq c \cdot \max \left\{ \frac{\sqrt{\min(d, M) T}}{M}, d \sqrt{T} \left( \frac{T}{d^2} \right)^{2(j^d-1)} \right\},
\]

(3.1)

where \( c > 0 \) is a numerical constant independent of \((T, M, d)\), \(D \{x_t \}_{t=1}^T\) refers to the generating distribution of \(\{x_t \}_{t=1}^T\) and \(D\) denotes the set of all the possible choices of the context generating mechanism.

Note that here the supreme is taken over all \(\theta^*\) such that \(\|\theta^*\|_2 \leq 1\), and all possible choices of the generating mechanism of \(x_t\), the action set \(A\), the feature map \(\phi\) and distribution of the noise. It suffices to show that there exists a distribution of \(x_t\), a form of the action set and feature map and a noise distribution such that the above inequality holds. We consider two cases to obtain the above two terms separately. For both of the cases, the feature map is the pointwise multiplication: \(\phi(x_t, a) = (x_{t,j} a_j)_{j \in [d]}\); the inverse link function \(\mu(\cdot)\) is the identity function.

**Proof of the first term** We here consider a case where, roughly speaking, the context in each batch is orthogonal to each other (so that the observations in one batch do not contribute to the learning in the subsequent batches). We construct (a prior for) \(\theta^*\) in the following way: let \(d_M = \min(M, d)\); for \(j < d_M\), let \(\theta^*_j = -1/\sqrt{d_M}\) or \(1/\sqrt{d_M}\) with equal probability, and for \(j > d_M\), let \(\theta^*_j = 0\). We further claim by an averaging argument that for any grid design \(T\), there must exist \(d_M\) batches \(\{m_1, \ldots, m_{d_M}\}\) such that \(\sum_{k=1}^{d_M} (t_{m_k} - t_{m_k-1}) \geq d_M T/M\).

We then pick the context \(x_t\) sampled from a distribution where suppose \(t\) is in batch \(m_k\)—that is, \(t_{m_k-1} < t \leq t_{m_k}\)—the \(k_{th}\) coordinate of \(x_t\) takes value in \([-1, 1]\) with equal probability and the other coordinates take value \(0\). In the remaining batches (that are not in \(\{m_1, \ldots, m_{d_M}\}\)), we simply set \(x_t = 0\). The action set \(A\) is set to be \([-1, 1]^d\). Then in batch \(m_k\), there is no available information on the \(k_{th}\) coordinate of \(\theta^*\) from the previous batches, and a wrong decision incurs a regret at least \(2/\sqrt{d_M}\). Averaging over \(\theta^*\), we obtain that the average regret is at least \(\sum_{k=1}^{d_M} (t_{m_k} - t_{m_k-1})/\sqrt{d_M} \geq \sqrt{d_M T/M}\). We finish the proof by noting the worst-case regret is always lower bounded by the average regret.

**Proof of the second term** We now consider the case where \(x_t\) is generated \(iid\) from a distribution \(\nu\) such that for all \(j \in [d]\), \(E_\nu [x_{t,j}] \geq c_{min}\) and \(|x_{t,j}| \leq 1\) (e.g. \(x_{t,j} \sim \text{Uniform} [-1, 1]\) and \(c_{min} = 1/2\)). We further let \(A = [-\Delta, \Delta]^d\), where \(0 < \Delta \leq 1/\sqrt{d}\) is determined later (by construction \(\|\phi(x_t, a)\|_2 \leq \sqrt{d\Delta^2} \leq 1\)). The parameter \(\theta^*\) is (to be) chosen from \(\{-1/\sqrt{d}, 1/\sqrt{d}\}^d\) and the noise follows a standard normal distribution. Let \(x'\) denote the vector of context up to time \(t\), i.e., \((x_1, \ldots, x_t)\). For any algorithm Alg, we have:

\[
E_{\theta^*} [R_T(\text{Alg})] = \sum_{m=1}^{M} \sum_{t=m-1+1}^{t_m} E_{\theta^*} \left[ \sup_{a \in [-\Delta, \Delta]^d} \langle \phi(x_t, a), \theta^* \rangle - \langle \phi(x_t, a_t), \theta^* \rangle \right] \\
= \sum_{m=1}^{M} \sum_{t=m-1+1}^{t_m} \sum_{j=1}^{d} E_{\theta^*} \left[ \sup_{a \in [-\Delta, \Delta]} x_{t,j} a_j \theta^*_j - x_{t,j} a_t a_j \theta^*_j \right] \\
\geq \Delta \sum_{m=1}^{M} \sum_{t=m-1+1}^{t_m} \sum_{j=1}^{d} E \left[ |x_{t,j} \theta^*_j| 1\{|\text{sgn}(x_{t,j}) \neq \text{sgn}(a_t, j)\} \right]
\]

(3.2)
Taking expectation conditional on \( \mathbf{x}^t \), we have

\[
(3.2) \geq \frac{\Delta}{\sqrt{d}} \sum_{m=1}^{M} \sum_{t=t_{m-1}+1}^{t_m} \sum_{j=1}^{d} \mathbb{E}_{\theta^*} \left[ |x_{t,j}| p_{j,t}^{\theta^*}(\mathbf{x}^t) \right],
\]

where \( p_{j,t}^{\theta^*}(\mathbf{x}^t) = \mathbb{P}_{\theta^*} \left( \text{sgn}(x_{t,j}) \neq \text{sgn}(a_{t,j}) \mid \mathbf{x}^t \right) \). Lemma 3.2 then establishes a lower bound for \( p_{j,t}^{\theta^*}(\mathbf{x}^t) \), whose proof can be found in supplementary material.

**Lemma 3.2.** There exists \( \theta^* \in \{-1/\sqrt{d}, 1/\sqrt{d}\}^d \) s.t.,

\[
\frac{\Delta}{\sqrt{d}} \sum_{m=1}^{M} \sum_{t=t_{m-1}+1}^{t_m} \sum_{j=1}^{d} \mathbb{E}[|x_{t,j}| p_{j,t}^{\theta^*}(|\mathbf{x}^t|)] \geq \frac{c_{\min} \Delta \sqrt{d}}{4} \sum_{m=1}^{M} \left[ (t_m - t_{m-1}) \exp(-2t_{m-1} \Delta^2 / d) \right].
\]

With the result of Lemma 3.2, we have that (3.3) is lower bounded by

\[
(c_{\min} \Delta \sqrt{d}/4) \sum_{m=1}^{M} \left[ (t_m - t_{m-1}) \exp(-2t_{m-1} \Delta^2 / d) \right],
\]

for any \( \Delta \in [0, 1/\sqrt{d}] \). We consider \( \Delta \in \{1/\sqrt{d}, \sqrt{d}/t_s, \sqrt{d}/t_{s+1}, \ldots, \sqrt{d}/t_M\} \), where \( s = \inf \{m \in [M] : t_m \geq d^2 \} \)—such \( s \) exists due to the assumption \( T \geq d^2 \). Then the worst-case regret is lower bounded by

\[
\frac{c_{\min} \Delta \sqrt{d}/4}{d} \cdot \max\{t_s, \frac{dt_{s+1}}{\sqrt{d}}, \ldots, \frac{dt_M}{\sqrt{d}}\} \geq c \cdot d \sqrt{T} \left( \frac{T}{d^2} \right)^{\frac{1}{2(d^2-1)}}, \text{ QED.}
\]

**4 Batched UCB for GLCB**

In this section, we describe a batched learning algorithm for GLCB. We then highlight the main theoretical results that characterize the performance of the algorithm. The overall idea of the algorithm is that, at the end of every batch, the learner computes an estimate \( \hat{\theta} \) of the unknown parameter \( \theta^* \) via ridge regression, based on which it constructs a confidence set that contains \( \theta^* \) with high probability. When entering the new batch, at each time \( t \) the learner simply picks the action with the largest value, which is determined by the sum of the estimated reward value (using the current estimate) and the upper confidence score. Finally, we choose the uniform grid, i.e., \( t_m = \lfloor \frac{mT}{M} \rfloor \) for each \( m \in [M] \). See Algorithm 1.

**Remark 4.1.** There are two important features that distinguish the above algorithm BUCB-GLCB from the standard LinUCB algorithm in Chu et al. (2011). First, as already mentioned before, BUCB-GLCB is run on a grid of batches, and within each batch \( m \), the confidence score is formed using the same sample variance matrix \( A_{m-1} \) at the end of the previous batch. Further, as it turns out, the simple uniform grid already attains near-optimal performance, and, from the subsequent analysis, it is unlikely that any other choice of grid can do better. Second, and perhaps more importantly, a particular choice of ridge regularization constant is needed here to achieve the sharp performance characterized later. Specifically, while in the standard online setting (Chu et al., 2011), \( A_0 \) can be directly initialized to \( I_d \), therefore corresponding to a ridge regularization constant \( \lambda = 1 \), in the current adaptive batched learning setting, it is crucial that \( \lambda = \tilde{\Theta}(d) \), which comes as a result of two competing components of regret: one from standard online learning, the other from the batches. See Remark 5.1 for a detailed discussion. In particular, as it turns out, using a standard choice of \( \lambda = 1 \) would yield a regret bound that is a factor of \( \sqrt{d} \) worse.

**Remark 4.2.** In the (canonical) generalized linear model, solving equation (4.1) is equivalent to computing
**Algorithm 1** Batched UCB for GLCB (BUCB-GLCB)

1: **Input:** time horizon $T$; feature dimension $d$; number of batches $M$; inverse function derivative lower bound $\kappa$; regularization tuning parameter $\lambda = 4d\log(1+T/d^2)/\kappa^2$; confidence tuning parameter sequence $\gamma_m = \sqrt{\lambda} + \sqrt{t_m/(d\lambda)}$.

2: **Grid choice:** $T = \{t_1, \cdots, t_M\}$ with $t_m = \lfloor mT/M \rfloor$.

3: **Initialization:** $A_0 = \lambda I_d \in \mathbb{R}^{d \times d}$; $\hat{\theta}_0 = 0 \in \mathbb{R}^d$; $t_0 = 0$.

4: for $m \leftarrow 1$ to $M$ do

5: for $t \leftarrow t_{m-1} + 1$ to $t_m$ do

6: $a_t \leftarrow \arg \max_{a \in A} \left\{ \langle \phi(x_t, a), \hat{\theta}_{m-1} \rangle + \gamma_{m-1} \|\phi(x_t, a)\|_{A_{m-1}^{-1}} \right\}$

7: end for

8: Receive rewards in the $m$-th batch: $\{r_t, a_t\}_{t_{m-1} + 1 \leq t \leq t_m}$.

9: $A_m = A_{m-1} + \sum_{t=t_{m-1}+1}^{t_m} \phi(x_t, a_t)\phi(x_t, a_t)\top$.

10: $\hat{\theta}_m$ is the solution to the equation:

$$
\sum_{t=1}^{t_m} (r_t, a_t - \mu(\langle \phi(x_t, a_t), \theta \rangle))\phi(x_t, a_t) = \kappa \lambda \theta.
$$

(4.1)

11: end for

---

the penalized maximum likelihood estimator (MLE) under independence, and the existence and uniqueness—in fact our analysis does not require uniqueness—is guaranteed when $\lambda > 0$ and the parameter space is closed and convex. In fact, the existence, uniqueness and the computation of a penalized MLE have been well studied in previous works (see e.g., Friedman et al. (2010)).

### 4.1 Main Upper Bound for Expected Regret

The expected regret achieved by BUCB-GLCB is formalized by the following result.

**Theorem 4.1.** Assume the reward is generated from the generalized linear model, the inverse link function $\mu$ is monotonically increasing, Lipschitz with Lipschitz constant $L_\mu$ and twice differentiable with its derivative $\mu'$ satisfies that $\inf_{\|\theta - \theta^*\|_2 \leq 1, \|\phi\|_2 \leq 1} \mu'(\phi\top \theta) \geq \kappa > 0$ and second derivative $\mu'' \geq 0$. Then we have

$$
\sup_{\|\theta^*\|_2 \leq 1} \mathbb{E}_{\theta^*} [R_T(\text{Alg})] \leq \text{Polylog}(T, d) \frac{L_\mu \max(\kappa, 1)}{\kappa} \left( d\sqrt{T} + \frac{dT}{M} \right),
$$

where $\text{Alg}$ is the BUCB-GLCB algorithm.

### 5 Regret Analysis

In this section we sketch the proof of Theorem 4.1, whereas the complete and detailed proof (and corresponding lemmas) are provided in the supplementary material.

The first step of the BUCB-GLCB algorithm is to construct confidence intervals for $\theta^*$ at $t_m$ for all $m \in [M]$, as formalized in Lemma 5.1.
Lemma 5.1. Under the assumption in Theorem 4.1, with probability at least $1 - \delta$, for any $m \in [M]$, 
\[
\|\hat{\theta}_m - \theta^*\|_{A_m} \leq \gamma_m(\delta).
\]
where $\gamma_m(\delta) = \sqrt{\lambda} + \sqrt{2\log(1/\delta)} + d \log (1 + t_m/(d\lambda))/\kappa$.

To proceed, let $E$ denote the “good” event on which for any $m \in [M]$, \(|\theta^* - \hat{\theta}_m\|_{A_m} \leq \gamma_m(\delta)\). By Lemma 5.1 $P(E) \geq 1 - \delta$. On $E$, for any $a \in A$, any $m \in [M]$ and $t_{m-1} < t \leq t_m$, 
\[
\langle \phi(x_t, a), \theta^* \rangle \overset{(a)}{=} \langle \phi(x_t, a), \hat{\theta}_{m-1} \rangle + \gamma_{m-1}(\delta)\|\phi(x_t, a)\|_{A_{m-1}}^{-1} 
\overset{(b)}{\leq} \langle \phi(x_t, a_t), \hat{\theta}_{m-1} \rangle + \gamma_{m-1}(\delta)\|\phi(x_t, a_t)\|_{A_{m-1}}^{-1},
\]
where step (a) is due to Cauchy-Schwarz inequality and step (b) the choice of $a_t$. By assumption, $\mu(\cdot)$ is monotonically increasing and Lipschitz, 
\[
\max_{a \in A} \mu(\langle \phi(x_t, a), \theta^* \rangle) - \mu(\langle \phi(x_t, a_t), \theta^* \rangle) \leq \max_{a \in A} L_\mu \left( \langle \phi(x_t, a), \theta^* \rangle - \langle \phi(x_t, a_t), \theta^* \rangle \right)
\leq L_\mu \left[ \langle \phi(x_t, a_t), \hat{\theta}_{m-1} - \theta^* \rangle + \gamma_{m-1}(\delta)\|\phi(x_t, a_t)\|_{A_{m-1}}^{-1} \right]
\leq L_\mu \left[ \|\phi(x_t, a_t)\|_{A_{m-1}}^{-1}\|\hat{\theta}_{m-1} - \theta^*\|_{A_{m-1}} + \gamma_{m-1}(\delta)\|\phi(x_t, a_t)\|_{A_{m-1}}^{-1} \right] \leq 2L_\mu \gamma_{m-1}(\delta)\|\phi(x_t, a_t)\|_{A_{m-1}}^{-1},
\]
where step (a) follows from Cauchy-Schwarz inequality. Summing over $t$, we have:
\[
R_T(\text{Alg}) \overset{(a)}{\leq} 2L_\mu \sum_{m=1}^{M} \left[ \gamma_{m-1}(\delta) \sum_{t=t_{m-1}+1}^{t_m} \|\phi(x_t, a_t)\|_{A_{m-1}}^{-1} \right]
\leq 2L_\mu \sum_{m=1}^{M} \left[ \gamma_{m-1}(\delta) \sqrt{\frac{T}{M}} \sum_{t=t_{m-1}+1}^{t_m} \phi(x_t, a_t)^T A_{m-1}^{-1} \phi(x_t, a_t) \right]
= 2L_\mu \sum_{m=1}^{M} \left[ \gamma_{m-1}(\delta) \sqrt{\frac{T}{M}} \sqrt{\text{Tr}(A_{m-1}^{-1} D_m)} \right],
\]
where $D_m = A_m - A_{m-1}$; step (a) follows from Cauchy-Schwarz inequality and the choice of the grid. Lemma 5.2 then gives an upper bound on the quantity $\sum_{m=1}^{M} \sqrt{\text{Tr}(A_{m-1}^{-1} D_m)}$.

Lemma 5.2. For any $m \in [M]$, 
\[
\sum_{m=1}^{M} \sqrt{\text{Tr}(A_{m-1}^{-1} D_m)} \leq \sqrt{10} \left( \sqrt{dM \log \left( \frac{\lambda + T}{\lambda} \right)} + \frac{dT}{M \sqrt{\lambda}} \log \left( \frac{T + \lambda}{\lambda} \right) \right).
\]
Note that $\gamma_m$ is increasing in $m$. Then conditional on $E$, 
\[
R_T(\text{Alg}) \leq 8L_\mu \gamma_M(\delta) \left( \sqrt{dT \log \left( \frac{\lambda + T}{\lambda} \right)} + \frac{dT}{M \sqrt{\lambda}} \log \left( \frac{\lambda + T}{\lambda} \right) \right). \tag{5.1}
\]
Finally we return to the expected regret of BUCB-GLCB,

\[
E_{\theta^*}[R_T(\text{Alg})] = E_{\theta^*}[R_T(\text{Alg})1_E^c] + E_{\theta^*}[R_T(\text{Alg})1_E]
\leq 2\delta T + 8L\mu\gamma_M(\delta) \left[ \sqrt{dT \log \left( \frac{\lambda + T}{\lambda} \right)} + \frac{dT}{M\sqrt{\lambda}} \log \left( \frac{\lambda + T}{\lambda} \right) \right]. 
\] (5.2)

Now let \( \delta = 1/\sqrt{T} \) and \( \lambda = 4d\log(1 + T/d^2)/\kappa^2 \). Then \( \gamma_M \overset{\Delta}{=} \gamma_M \left( 1/\sqrt{T} \right) \leq \text{Polylog}(T, d) \cdot \sqrt{d}/\kappa \), and consequently, \( E_{\theta^*}[R_T(\text{Alg})] \) is upper bounded by \( \text{Polylog}(T, d)(\max(\kappa, 1)L\mu/\kappa) \left( d\sqrt{T} + dT/M \right) \), completing the proof.

**Remark 5.1.** In (5.2), the choice \( \lambda = \tilde{O}(d) \) is optimal. If the order of \( \lambda \) is less than \( d \), then \( \gamma_M = \tilde{O}(d) \); the order of the upper bound is then \( \tilde{O}(d\sqrt{T} + (dT/M) \cdot \sqrt{d/\lambda}) \), which is suboptimal. On the other hand, if the order of \( \lambda \) is greater than \( d \), then \( \gamma_M = \tilde{O}(\lambda) \). The resulting upper bound is \( \tilde{O}(\sqrt{dT} + dT/M) \), which is again, suboptimal.

As a direct by-product from the proof of Theorem 4.1, we present a high probability regret upper bound next.

**Theorem 5.3.** Under the assumption in Theorem 4.1, for any \( \theta^* \in \mathbb{R}^d \) s.t. \( \|\theta^*\|_2 \leq 1 \), with probability at least \( 1 - \delta \), the regret incurred by adaptive batched UCB (Algorithm 1) is upper bounded by

\[
R_T(\text{Alg}) \leq \text{Polylog}(T, d)\max(\kappa, 1)L\mu \left( d\sqrt{T} + dT/M \right), 
\] (5.3)

**Proof.** By Equation (5.1), conditional on the “good” event \( E \), with \( \lambda = 4d\log(1 + T/d^2)/\kappa \),

\[
R_T(\text{Alg}) \leq \text{Polylog}(T, d)L\mu \max(\kappa, 1) \left( d\sqrt{T} + dT/M \right).
\]

By Lemma 5.1, \( \mathbb{P}(E) \geq 1 - \delta \), and we complete the proof. \( \square \)

6 Conclusion

Our work provides a near-complete characterization of adaptive batched learning in generalized linear contextual bandits with general decision sets. In the future, it would be interesting to see whether one can further tighten the additional factor of \( O(\max(\sqrt{d}, d^{1/2}M)) \) in the regret bound.
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**Supplementary material**

**S.1 Auxiliary results**

**Lemma S.1** (Tsybakov (2008), Chapter 2). Let $P$ and $Q$ be probability measures on the same measurable space $(\Omega, \mathcal{F})$ and let $A \in \mathcal{F}$ be an arbitrary event. Then,

$$P(A) + Q(A^c) \geq \frac{1}{2} \exp(-D_{KL}(P, Q))$$

where $A^c = \Omega \setminus A$ is the complement of $A$.

**S.2 Proofs for the lower bound**

**S.2.1 Proof of Lemma 3.2**

We prove the argument by an averaging argument. For any $\theta \in \{-1/\sqrt{d}, 1/\sqrt{d}\}^d$ and $j \in [d]$, define $h_j(\theta)$ as a $d$-dimensional vector such that $h_j(\theta) = (\theta_1, \ldots, -\theta_j, \ldots, \theta_d)$, and let $[h_j(\theta)]_k$ denote the $k$th coordinate of $h_j(\theta)$. Averaging over all $\theta \in \{-1/\sqrt{d}, 1/\sqrt{d}\}^d$, one has

$$\frac{1}{2^d} \sum_{\theta \in (-\frac{1}{\sqrt{d}}, \frac{1}{\sqrt{d}})^d} \left[ \frac{\Delta}{2^{d/\sqrt{d}}} \sum_{m=1}^M \sum_{t=m-1+1}^t \sum_{j=1}^d E[x_{t,j} \mid \theta_j (\mathbf{x})] \right] \geq \frac{\Delta}{2^{d/\sqrt{d}}} \sum_{m=1}^M \sum_{t=m-1+1}^t \sum_{j=1}^d \sum_{\theta_j = \pm \frac{1}{\sqrt{d}}} E[x_{t,j} \mid \theta_j (\mathbf{x})] \exp \left( -\frac{2t_{m-1}\Delta^2}{d} \right) \geq \frac{c_{\min} \Delta^2}{4} \sum_{m=1}^M \sum_{t=m-1}^{t_{m-1}} \exp \left( -\frac{2t_{m-1}\Delta^2}{d} \right),$$

where step (a) is because

$$p_{\theta_j}^j(x^t) + p_{h_j(\theta)}^j(x^t) = \mathbb{P}_\theta(x_{t,j} \theta_j) + \mathbb{P}_{h_j(\theta)}(x_{t,j} h_j(\theta)) \geq \frac{1}{2} \exp \left( -D_{KL}(\mathbb{P}_\theta^t, \mathbb{P}_{h_j(\theta), x}^t) \right),$$

where $\mathbb{P}_\theta^t$ (resp. $\mathbb{P}_{h_j(\theta), x}^t$) denotes the law of rewards observable up to time $t$ with parameter $\theta$ (resp. $h_j(\theta))$ conditional on $x^t$, and step (a) is a result of Lemma S.1. We now focus on upper bounding the KL divergence. We here similarly define $E_{\theta,x}^t$ (resp. $E_{h_j(\theta), x}^t$) to be the expectation taken w.r.t the law of the observable rewards up to time $t$ with parameter $\theta$ (resp. $h_j(\theta))$ conditional on $x^t$. Using the chain rule of the KL divergence,

$$D_{KL}(\mathbb{P}_{\theta,x}^t, \mathbb{P}_{h_j(\theta), x}^t) \leq \sum_{\tau=1}^{t_{m-1}} E_{\theta,x}^t \left[ \frac{1}{2} (\theta - h_j(\theta), \phi(x_\tau, a_\tau))^2 \right] \leq \frac{2\Delta^2}{d} \sum_{\tau=1}^{t_{m-1}} x_{\tau,j}^2 \leq \frac{2t_{m-1}\Delta^2}{d},$$
where step (a) is because up to time \( t \), the learner can only observe rewards up to time \( t_{m-1} \). Combining the above, we claim that there exists \( \theta \in \{-1/\sqrt{d}, 1/\sqrt{d}\}^d \), such that

\[
\frac{\Delta}{\sqrt{d}} \sum_{m=1}^{M} \sum_{t=t_{m-1}+1}^{t_m} \sum_{j=1}^{d} \mathbb{E} \left[ |x_{t,j}| \phi_j^\theta(x_t) \right] \geq \frac{c_{\text{min}} \sqrt{d}}{4} \sum_{m=1}^{M} (t_m - t_{m-1}) \exp \left( -\frac{2t_{m-1} \Delta^2}{d} \right),
\]

since otherwise the average would be less than the right-hand side of the above inequality.

### S.3 Proofs for upper bound

#### S.3.1 Proof of Lemma 5.1

For any \( t \in [T] \), define \( V_t = \sum_{\tau=1}^{t} \phi(x_{\tau}, a_{\tau}) (x_{\tau}, a_{\tau})^\top, S_t = \sum_{\tau=1}^{t} \xi_{\tau} \phi(x_{\tau}, a_{\tau}) \); and for each \( m \in [M] \) we define \( A_m = \lambda I + V_{t_{m-1}} \). For any \( z \in \mathbb{R}^d \), define \( M_t(z) = \exp \left( \langle z, S_t \rangle - \frac{1}{2} \| z \|^2_{V_t} \right), \) with \( M_0(z) = 1 \). Let \( \{\mathcal{F}_t\}_{0 \leq t \leq T} \) denote a filtration of the past history, where for any \( t \geq 0 \),

\[
\mathcal{F}_t = \sigma(x_1, a_1, r_1, a_1, \ldots, x_t, a_t, r_t, a_t, x_{t+1}, a_{t+1}).
\]

By definition, \( M_t(z) \) is adapted to the filtration \( \{\mathcal{F}_t\}_{t \in [T]} \); additionally,

\[
\mathbb{E} \left[ M_t \mid \mathcal{F}^{t-1} \right] = \mathbb{E} \left[ \exp \left( \langle z, S_t \rangle - \frac{1}{2} \| z \|^2_{V_t} \right) \mid \mathcal{F}^{t-1} \right] = \exp \left( \langle z, S_{t-1} \rangle - \frac{1}{2} \| z \|^2_{V_{t-1}} \right) \mathbb{E} \left[ \exp \left( \langle z, \xi \phi(x_t) \rangle \mid \mathcal{F}^{t-1} \right) \right] \leq \exp \left( \langle z, S_{t-1} \rangle - \frac{1}{2} \| z \|^2_{V_{t-1}} \right) \exp \left( \frac{1}{2} \| z, \xi \phi(x_t) \|^2 \right) \leq M_{t-1}(z),
\]

where step (a) is due to the sub-gaussianity of \( \xi_t \). Consequently, \( M_t(z) \) is a supermartingale w.r.t. \( \{\mathcal{F}_t\}_{0 \leq t \leq T} \).

Based on \( M_t(x) \), we further define \( \tilde{M}_t = \int M_t(z) dh(z) \), where \( h(\cdot) \) corresponds to the law of \( \mathcal{N}(0, \frac{1}{2} I) \). We claim that \( \tilde{M}_t \) as well is a supermartingale w.r.t. \( \{\mathcal{F}_t\}_{0 \leq t \leq T} \): it is first straightforward that \( \tilde{M}_t \) is adapted to \( \{\mathcal{F}_t\}_{0 \leq t \leq T} \); the conditional expectation

\[
\mathbb{E}[\tilde{M}_t \mid \mathcal{F}^{t-1}] = \mathbb{E} \left[ \int M_t(z) dh(z) \mid \mathcal{F}^{t-1} \right] = \int \mathbb{E} \left[ M_t(z) \mid \mathcal{F}^{t-1} \right] dh(z) \leq \int M_{t-1}(z) dh(z) = \tilde{M}_{t-1}.
\]

Hence \( \tilde{M}_t \) is a supermartingale w.r.t. \( \{\mathcal{F}_t\}_{0 \leq t \leq T} \). Invoking the maximal inequality, one has

\[
\mathbb{P} \left( \sup_{t \geq 0} \tilde{M}_t \geq \frac{1}{\delta} \right) \leq \delta \mathbb{E} \tilde{M}_0 = \delta.
\]

On the other hand, \( \tilde{M}_t \) can be computed as,

\[
\tilde{M}_t = \int M_t(z) \frac{1}{\sqrt{\det(\lambda^{-1} I + V_t)^d}} \exp(-\lambda z_2/2) dz = \int \exp \left( \langle z, S_t \rangle - \frac{1}{2} z^2 T V_t z \right) \left( \frac{\lambda}{2\pi} \right)^{d/2} \exp(-\lambda z_2/2) dz
\]

\[
= \frac{\lambda^{\frac{d}{2}}}{\sqrt{\det(\lambda I + V_t)}} \exp \left( \frac{1}{2} \| S_t \|^2 (\lambda I + V_t)^{-1} \right).
\]
Consequently, with probability at least $1 - \delta$, for any $t \in [T]$, 
\[
\frac{\lambda^2}{\sqrt{\det(\lambda I + V_t)}} \exp \left( \frac{1}{2} \|S_t\|_{(\lambda I + V_t)^{-1}}^2 \right) \leq \frac{1}{\delta}.
\]
Rearranging yields $\|S_t\|_{(\lambda I + V_t)^{-1}}^2 \leq 2 \log (1/\delta) + \log \left( \det(\lambda I + V_t) / \lambda^d \right)$. We now focus on the grids $\{t_m\}_{m \in [M]}$. For $m \in [M]$, define $G_m(\theta) = \sum_{t=1}^{t_m} [\mu((\phi(x_t, a_t), \theta)) - \mu((\phi(x_t, a_t), \theta^*))] \cdot \phi(x_t, a_t)$. Then $G_m(\hat{\theta}_m) + \kappa \lambda \hat{\theta}_m = S_{t_m}$ and $G_m(\theta^*) = 0$. By the mean-value theorem, there exists $0 < \alpha < 1$ and $\tilde{\theta} = \alpha \hat{\theta}_m + (1 - \alpha) \theta^*$, such that 
\[
G_m(\hat{\theta}_m) - G_m(\theta^*) = \left[ \sum_{t=1}^{t_m} \mu'((\phi(x_t, a_t), \tilde{\theta}')) \phi(x_t, a_t) \phi(x_t, a_t)^\top \right] (\tilde{\theta}_m - \theta^*).
\]
Note that 
\[
\|S_{t_m} - \kappa \lambda \theta^*\|_{A_m^{-1}}^2 = \|G_m(\tilde{\theta}_m) + \kappa \lambda \tilde{\theta}_m - G_m(\theta^*) - \kappa \lambda \theta^*\|_{A_m^{-1}}^2 = \left\| \sum_{t=1}^{t_m} \mu'((\phi(x_t, a_t), \tilde{\theta})) \phi(x_t, a_t) \phi(x_t, a_t)^\top + \kappa \lambda I \right\|_{A_m^{-1}} (\tilde{\theta}_m - \theta^*)^2.
\]
A consequence of the above inequality is that 
\[
\inf_{\theta : \|\theta - \theta^*\|_2 = 2} \|G_m(\theta) + \kappa \lambda \theta - G_m(\theta^*) - \kappa \lambda \theta^*\|_{A_m^{-1}} \geq 2 \kappa \sqrt{\lambda},
\]
where we use the fact that $\sum_{t=1}^{t_m} \mu'((\phi(x_t, a_t), \tilde{\theta})) \cdot \phi(x_t, a_t) \phi(x_t, a_t)^\top + \kappa \lambda I \geq \kappa A_m$ since $\|\tilde{\theta} - \theta^*\|_2 \leq 2$. By Lemma A of Chen et al. (1999), we have that 
\[
\{ \theta : \|G_m(\theta) + \kappa \lambda \theta - G_m(\theta^*) - \kappa \lambda \theta^*\|_{A_m^{-1}} \leq 2 \kappa \sqrt{\lambda} \} \subset \{ \theta : \|\theta - \theta^*\|_2 \leq 2 \}.
\]
On the other hand, 
\[
\|S_{t_m} - \kappa \lambda \theta^*\|_{A_m^{-1}} \leq \|S_{t_m}\|_{A_m^{-1}} + \kappa \lambda \|\theta^*\|_{A_m^{-1}} \leq \sqrt{2 \log \left( \frac{1}{\delta} \right) + \log \left( \frac{\det(A_m)}{\lambda^d} \right)} + \kappa \lambda \|\theta^*\|_{A_m^{-1}},
\]
where step (a) follows from the triangular inequality. Since the eigenvalues of $A_m$ are lower bounded by $\lambda$ and $\|\theta^*\|_2 \leq 1$, 
\[
\|\theta^*\|_{A_m^{-1}} \leq \sqrt{(\theta^*)^\top A_m^{-1} \theta^*} \leq \frac{\|\theta^*\|_2}{\sqrt{\lambda}} \leq \frac{1}{\sqrt{\lambda}}.
\]
Meanwhile, 
\[
\det(A_m) = \det \left( \lambda I + \sum_{t=1}^{t_m} \phi(x_t, a_t) \phi(x_t, a_t)^\top \right) \leq \left( \frac{\text{Tr} \left( \lambda I + \sum_{t=1}^{t_m} \phi(x_t, a_t) \phi(x_t, a_t)^\top \right)}{d} \right)^d \leq \left( \frac{\lambda d + t_m}{d} \right)^d.
\]
where the step (a) uses the arithmetic mean-geometric mean inequality and step (b) uses the fact that \( \text{Tr}(\phi(x_t, a_t)\phi(x_t, a_t)^	op) = \|\phi(x_t, a_t)\|_2^2 \leq 1 \). Consequently,

\[
\|S_{t_m} - \kappa \lambda \theta^*\|_{A_m}^{-1} \leq \sqrt{2 \log(1/\delta)} + d \log(1 + t_m/(\lambda d)) + \kappa \sqrt{\lambda}.
\]

Taking \( \lambda = 4d \log(1 + T/d^2)/\kappa^2 \), we have that \( \|S_{t_m} - \kappa \lambda \theta^*\|_{A_m}^{-1} \leq 2\kappa \sqrt{\lambda} \), and thus \( \|\hat{\theta}_m - \theta^*\|_2 \leq 2 \). By assumption, \( \mu' \left( \langle \phi(x_t, a_t), \hat{\theta} \rangle \right) \geq \kappa \), and we have

\[
\|\hat{\theta}_m - \theta^*\|_{A_m} \leq \sqrt{2 \log(1/\delta)} + d \log(1 + t_m/(\lambda d))/\kappa + \sqrt{\lambda}.
\]

### S.3.2 Proof of Lemma 5.2

Part of the proof is based on the technique in Han et al. (2020). To start, using Equation (2) in Han et al. (2020), we have

\[
\sum_{m=1}^{M} \sqrt{\text{Tr}(A_{m-1}^{-1}D_m)} \leq \sum_{m=1}^{M} \sqrt{10M \sum_{j=1}^{d} \frac{\nu_{m,j} - \nu_{m-1,j}}{\nu_{m-1,j}}},
\]

where \( \nu_{m,j} \) is the \( j \)th eigenvalue of \( A_m \) arranged in a way such that \( \nu_{m,j} \geq \nu_{m-1,j} \) and \( \nu_{0,j} = \lambda \). Note that

\[
\sum_{m=1}^{M} \sqrt{10M \sum_{j=1}^{d} \frac{\nu_{m,j} - \nu_{m-1,j}}{\nu_{m-1,j}}} \leq \sqrt{10M} \sum_{j=1}^{d} \sum_{m=1}^{\nu_{m,j} - \nu_{0,j}} \frac{1}{2\pi} \frac{1}{x} dx
\]

\[
= \sqrt{10M \sum_{j=1}^{d} \log \left( \frac{\nu_{M,j} - \nu_{0,j}}{\nu_{0,j}} \right)} \leq \sqrt{10Md \log \left( \frac{T + \lambda}{\lambda} \right)}.
\]

The last inequality is because \( \nu_{0,j} = \lambda \) and for any \( z \in \mathbb{R}^d \) such that \( \|z\|_2 = 1 \),

\[
z^\top A_M z = z^\top \left( \lambda I + \sum_{t=1}^{T} \phi(x_t, a_t)\phi(x_t, a_t)^	op \right) z = \lambda \|z\|^2_2 + \sum_{t=1}^{T} \|\phi(x_t, a_t)\|^2_2 \leq \lambda \|z\|^2_2 + T \|z\|^2_2.
\]

Finally we bound the difference between \( \sum_{m=1}^{M} \sqrt{10 \sum_{j=1}^{d} \frac{\nu_{m,j} - \nu_{m-1,j}}{\nu_{m-1,j}}} \) and \( \sum_{m=1}^{M} \sqrt{10 \sum_{j=1}^{d} \frac{\nu_{m,j} - \nu_{m-1,j}}{\nu_{m-1,j}}} \).

\[
\sum_{m=1}^{M} \sqrt{10 \sum_{j=1}^{d} \frac{\nu_{m,j} - \nu_{m-1,j}}{\nu_{m-1,j}}} - \sum_{m=1}^{M} \sqrt{10 \sum_{j=1}^{d} \frac{\nu_{m,j} - \nu_{m-1,j}}{\nu_{m-1,j}}} \leq \sqrt{10} \sum_{m=1}^{M} \sum_{j=1}^{d} \frac{\nu_{m,j} - \nu_{m-1,j}}{\nu_{m-1,j}} \frac{\nu_{m,j} - \nu_{m-1,j}}{\nu_{m,j}} \frac{\nu_{m,j} - \nu_{m-1,j}}{\nu_{m-1,j}}
\]

\[
= \sqrt{10} \sum_{m=1}^{M} \sum_{j=1}^{d} \frac{(\nu_{m,j} - \nu_{m-1,j})^2}{\nu_{m,j}^2 \nu_{m-1,j}} \leq \sqrt{10} \sum_{m=1}^{M} \sum_{j=1}^{d} \frac{(\nu_{m,j} - \nu_{m-1,j})^3}{\nu_{m,j}^2 \nu_{m-1,j}} \frac{(\nu_{m,j} - \nu_{m-1,j})^3}{\nu_{m,j}^2 \nu_{m-1,j}}
\]

\[
= \sqrt{10} \sum_{m=1}^{M} \sum_{j=1}^{d} \frac{(\nu_{m,j} - \nu_{m-1,j})^3}{\nu_{m,j}^2 \nu_{m-1,j}} \frac{(\nu_{m,j} - \nu_{m-1,j})^3}{\nu_{m,j}^2 \nu_{m-1,j}}.
\]
where step (a) is by the Cauchy-Schwarz inequality. Also note that \( \nu_{m-1,j} \geq \lambda \) and \( \nu_{m,j} - \nu_{m-1,j} \leq \text{Tr}(D_m) \leq t_m - t_{m-1} = T/M \). Then

\[
(S.2) \leq \sqrt{\frac{10T}{MA} \sum_{m=1}^{M} \left( \sum_{j=1}^{d} \frac{(\nu_{m,j} - \nu_{m-1,j})^2}{\nu_{m,j}^2} \right)} \leq \sqrt{\frac{10T}{MA} \sum_{m=1}^{M} \sum_{j=1}^{d} \frac{(\nu_{m,j} - \nu_{m-1,j})}{\nu_{m,j}}} \\
\leq \sqrt{\frac{10T}{MA} d \log \left( \frac{T + \lambda}{\lambda} \right)},
\]

where the second inequality is because \( \sum_{i=1}^{n} a_i^2 \leq (\sum_{i=1}^{n} a_i)^2 \) for \( a_i \geq 0 \). Combining (S.1) and (S.3) completes the proof.