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Abstract—We study a recent dataset documenting the nature of gang involvement among 14-25 year-olds participating in the Los Angeles Mayor’s Office of Gang Reduction and Youth Development (GRYD) Intervention Family Case Management Program. We use natural language processing techniques, including emotion classification and textual clustering, to perform quantitative analyses of free-form responses in the data. These analyses yield insights into the effectiveness of the program and provide a better understanding of its participants. We also compare several computational techniques and remark on their relative effectiveness in application to this dataset.
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I. INTRODUCTION

Gangs present longstanding challenges for many communities, particularly large urban centers [1]–[3]. Gang involvement and activity can pose threats to personal development, community health, and public safety [4]–[8]. Therefore, numerous cities and non-profit groups have developed programs for curtailing gang involvement and activity within their communities [9]–[13].

Since 2008, the City of Los Angeles Mayor’s Office Gang Reduction & Youth Development Office has funded prevention and intervention services throughout the city as part of a comprehensive strategy to address gang violence [14]. The GRYD Intervention Family Case Management (FCM) Program is designed to increase youth and family protective factors and resiliency, while reducing gang embeddedness for gang-involved youth and young adults between ages 14–25. Participants who engage with GRYD FCM services are asked to complete the Social Embeddedness Tool (SET) questionnaire [15], which asks about family background, substance use, lifestyle, personality, gang involvement, gang-related activity, and many other attitudinal and behavioral features. The intent of the SET instrument is to evaluate how close an individual is to the center of the gang (i.e., gang embeddedness) and to record a broad collection of covariates. While many participants only complete the SET questionnaire once, others complete it at multiple points in time (typically every six-months in the program), giving insight as to how GRYD FCM services affects participants over time. While many of the questions in the SET rely on Likert-like scale responses [16], several questions yield open-ended, free-form, textual responses. Additionally, GRYD FCM Providers record the problems and strategies identified by participants and the FCM Strategy Team when building case plans. Both the SET data and data on participant problems and strategies to address the problem were used in this analysis.

In this paper, we apply natural language processing (NLP) techniques, such as emotion classification and textual clustering, to the SET free-text responses to produce novel insights into trends of gang involvement and activity. Our results suggest significant correlations between various factors such as detected emotions, the problems and strategies identified by GRYD FCM providers, and subsequent participant outcomes. As part of our work, we compare several state-of-the-art approaches for emotion classification, which continues to be an active area of NLP research.

II. RELATED WORK

A. Gang Embeddedness and Delinquency

Researchers often consider the notion of gang embeddedness when describing how an individual is affiliated with a gang. Gang embeddedness generally refers to how close someone is to the center of the gang. [17] uses a simple three-tiered classification for prison gang embeddedness. [18] uses personality measures and constructs related to personal resilience and antisocial personality in order to define a measure of gang embeddedness. Based on Hagan’s notion of criminal embeddedness [19], [20] proposed a graded gang embeddedness model based on item response theory. Thus, embeddedness may be measured with various metrics, and an appropriate quantitative description of gang embeddedness largely depends on the data one has available.

Some studies have explored the consequences of gang embeddedness in terms of individual or group outcomes. For example, [21] observed that arresting a gang leader (someone with high embeddedness) can potentially result in temporarily increased gang violence. [22] studied how decreasing gang embeddedness (disengaging form gangs) affected personal
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social and developmental outcomes. Works like these inspire a related consideration of individual risk scores, capturing how likely it is that an individual will engage in delinquent behavior. We hypothesize that there is a correlation between gang embeddedness and (gang-affiliated) risk scores. Data collected by GRYD FCM providers allows us to directly examine such risk scores, and we explore what factors make an individual more or less at risk according to this metric.

B. Natural Language Processing

The field of NLP has made great advances in recent years in understanding certain aspects of free-form textual content. These advances were aided by both “the data explosion” [23] and the advent of deep learning. A particularly interesting area in NLP is sentiment analysis [24]–[26], which generally aims to understand what emotions are conveyed by text and with what intensity. A common example is understanding whether messages on Twitter convey positive or negative emotion, e.g. [27], [28].

A related but less common NLP task is emotion classification. Instead of scoring whether the sentiment of text is positive or negative, emotion classification seeks to label or score a text by the semantic emotions it conveys (joy, fear, anger, etc.). This is an inherently more challenging task since there are more possible labels and hence greater room for confusion/error; though recently, a growing number of researchers are addressing this challenge. [29] considered long short-term memory (LSTM) networks and BiLSTM approaches with attention mechanisms to classify emotions on a tweet data set. [30] proposed a dual attention-based transfer learning approach which uses sentiment analysis to improve results of emotion classification. [31] presented a method based on graph convolutional networks. In general, the maximum per-class accuracy in recent work hovers around 80%, meaning there is still ample room for novel algorithms.

III. COMPUTING RISK SCORES

To numerically evaluate a GRYD FCM participant’s tendency to take risks and engage in delinquent behaviors, we calculate a risk score based on their answers to 20 questions in the SET questionnaire, related to gang embeddedness, delinquent behavior, and personality traits. Specifically, we group questions into categories according to four sociological factors: personal behavior norms (4 questions), impulsive risk taking (4 questions), experience with arrest and detention (10 questions), and experience with delinquency and violence (2 questions).

A person’s score in each factor is calculated by taking the average of their answers to all related questions. Given these per-category scores for an individual, we then convert each of the four raw scores to a corresponding z-score by the formula \((\text{score} - \text{mean})/\text{standard deviation}\). Summing the four z-scores yields our risk score, a composite score of the four equally-weighted factors. This metric is designed so that the lower the score, the less the person is at risk for delinquent (in particular, gang-related) activity. Our risk score allows for weighting of the different categories if, for example, experience with arrest is known to have greater correlation with future delinquency than impulsive risk taking; we leave tuning these component weights to future work.

IV. EMOTION CLASSIFICATION

We are interested in characterizing emotional factors of GRYD FCM participants. We therefore perform emotion classification on an open-ended question that asks participants to briefly talk about stressful or upsetting things that have happened to them. As is common in the recent literature, we choose to pursue learning-based approaches rather than relying on limited ontological or linguistic models [32].

A. Data Selection

For training our models, we use a unified dataset [33] that combines news headlines, tweets, tales, conversation data, and other large-scale corpora [34]–[42]. Our dataset consists of 190,895 texts in total with a small set of standard emotion labels commonly used psychological studies, i.e., joy, neutral, anger, sadness and fear. Although answers from our SET question of interest mainly consist of negative events and positive emotion labels are expected to be rare, we keep the “joy” emotion in our model for the purpose of generalizing our trained models to other questions.

B. Traditional Machine Learning Methods

We randomly split the data into 80% training 20% testing data. We then evaluate traditional machine learning methods to classify texts using only one of the five emotional labels. We first clean the text data using tokenization, punctuation and stopword removal, stemming, and lemmatization. We then vectorize texts using TF-IDF from the Scikit-Learn library [43]. Words between given minimum and maximum document frequency scores constitute the features for training and test vectors; default thresholds and parameters in [43] were used except for specifying the usage of unigrams and bigrams, as well as specifying the usage of sublinear term frequency.

A range of ML methods including naïve Bayes, random forest, logistic regression, and support vector machines produced unsatisfactory results. (For naïve Bayes, we consider two implementations: one from the Scikit-Learn library [43] and one from NLTK [44]. The latter does not use TF-IDF when preprocessing the data.) Although the all-class accuracies shown in Table I seem promising, a confusion matrix analysis reveals that prediction for individual emotions is not accurate. In fact, the lowest prediction accuracy on the test set for a particular emotion is 5%. Hence we focus on deep learning approaches for the remainder of this section.

C. Convolutional Neural Network Modeling

Convolutional neural network (CNN) models were originally developed for image classification and feature learning, in which the model accepts a two-dimensional input representing an image’s pixels and color channels. This similar process can be applied to one-dimensional (1D) sequences of text data.
TABLE I

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes (Scikit-Learn)</td>
<td>55.95%</td>
</tr>
<tr>
<td>Naïve Bayes (NLTK)</td>
<td>68.2%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>62.97%</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>66.68%</td>
</tr>
<tr>
<td>Support Vector Machine</td>
<td>67.86%</td>
</tr>
<tr>
<td>CNN</td>
<td>69.71%</td>
</tr>
<tr>
<td>GRU</td>
<td>70.25%</td>
</tr>
<tr>
<td>BERT</td>
<td>76.11%</td>
</tr>
</tbody>
</table>

In fact, a simple CNN with only one convolution layer can achieve great performance in deep learning for NLP [45]. Accordingly, we consider training a 1D CNN model in the present work.

The first step of building the CNN model is to generate vectors for each word. Many researches have shown that initializing word vectors with those obtained from an unsupervised neural language model can improve performance in the absence of a large supervised training set [46]. Thus, after preprocessing the data, we first create a word embedding layer on top of 300-dimensional Word2Vec word vectors that were pre-trained on Wikipedia articles [47]. Then, one layer of convolution is applied with 512 different filters to produce features. These filters are expected to be able to discern different emotion markers. For instance, one filter may specialize in detecting “joy,” e.g. it may be strongly activated by textual signals like “great” or “better.” The next operation is to apply a max pooling layer over the feature map to obtain the most important features. These important features are passed to a fully connected softmax layer to produce five emotion classes: neutral, joy, anger, fear and sadness. The general network structure is visualized in Figure 1; more details of CNN modeling are found in [45].

![Fig. 1. Flow chart for CNN model.](image)

With this CNN model, we achieve 69.71% overall classification accuracy on our validation set. The model performs particularly well on predicting the sadness class. The confusion matrix for all of the classes is shown in Figure 2.

**D. Bidirectional GRU**

The concept of a BiRNN (Bidirectional Recurrent Neural Network) was introduced to overcome limitations of a regular RNN [48]. The advantage of a BiRNN is that it can be trained using all available input information from both backwards and forward states. It has a structure that splits neurons of a regular RNN into two parts, which are responsible for positive time direction and negative time direction respectively [48]. The GRU (Gated Recurrent Unit), which was first used in the context of machine translation, is a useful recurrent unit. The most important feature of this approach is that it encodes the input sentence into a sequence of vectors and adaptively captures a subset of these vectors while decoding [49]. Long short-term memory (LSTM) [50] is another architecture for recurrent neural networks (RNNs), which have feedback (recurrent) connections as opposed to purely feedforward networks. LSTMs are a particularly effective type of RNN because they can overcome the vanishing gradient problem [51]. Both LSTM units and GRUs have been demonstrated to be superior to traditional recurrent units as the convergence is often faster, and the solutions tend to be better [52]. In our case, we trained a Bidirectional RNN model with a GRU layer\(^1\).

The model built with a bidirectional GRU also achieves great performance levels on our training data with overall classification accuracy of 70.25%. In particular, it classifies sadness emotion quite well. For the validation set, 90% of sadness events are correctly classified.

**E. BERT**

BERT (Bidirectional Encoder Representations from Transformers) is a language representation model proposed in [53]. It is a state-of-the-art pre-trained model that can be used for a wide variety of tasks. By using a “masked language model” (MLM) pre-training objective which predicts the masked tokens from the input based on both the left and the right context, BERT enables pre-trained deep bidirectional representations. As a result, it achieves excellent performance on a broad range of token-level tasks including question answering. Therefore,

\(^1\)https://github.com/lukasgarbas/nlp-text-emotion
we also apply BERT to our problem of multiclass emotion classification. The classification process includes preprocessing of textual data, training, and validation with the pre-trained BERT model.\(^2\)

The overall classification accuracy achieved by training with a BERT model is 76.11%. Figure 4 shows the confusion matrix for the results obtained using BERT. As we can observe from the confusion matrix, BERT has the best performance in terms of classification accuracy for each emotion. All of the emotions are classified with an accuracy over 50%, and anger has the highest classification accuracy with up to 89%.

\(^2\)The model used is https://tfhub.dev/google/uncased_L-12_H-768_A-12/1, trained on Wikipedia and the BookCorpus, see [53].

\(F.\) Emotion Classification of SET Responses

The emotional distribution of 991 valid responses (after removing NA values) in the open-ended text SET question is shown in Figure 5. Fear and sadness emotions are prevalent among these gang-involved youth and young adults. Since sadness is the most frequent emotion label and fear is the second most frequent, the model suggests that it is important for GRYD to further investigate strategies and interventions targeting sadness and fear. However, these conclusions are influenced by the model’s accuracy on the sadness class, and may vary if accuracy were increased for other classes.

\(V.\) Problem and Strategy Classification

\(A.\) Text classification for Problem and Strategy

The “problem” column within the SET dataset consists of descriptions of different problems (social, health, financial, etc.) that clients are currently experiencing. The “strategy” column in the dataset consists of a number of workshops/services received participants when receiving GRYD FCM services. Classification of these problems and strategies helps us better evaluate the effectiveness of the GRYD FCM Program. The method we used to classify is the \(k\)-means clustering algorithm. We first prepare the input for the algorithm using TF-IDF vectorizer, which converts the raw text data to a matrix of feature terms. Then, the optimal numbers of clusters \(k\) are determined to be five (for problems) and five (for strategies) using the elbow method.

After clustering, looking at the words in cluster centers allows us to classify problems into five categories: (1) emotional/behavioral issues, (2) school-related issues, (3) probation issues, (4) employment issues, and (5) substance abuse issues. We also classified strategies into five categories: (1) mentoring/support, (2) developmental asset, (3) employment counseling, (4) job/school readiness, and (5) anger management/life skills.

\(B.\) Visualization of Problem and Strategy Clustering

We take advantage of PCA and t-SNE techniques for dimension reduction and visualizing clustering results. We first
reduce the dimension of text data to 30 with PCA, allowing us to extract main features of the text and filter out irrelevant noise. We then apply the t-SNE visualization algorithm to create a two-dimensional map from our PCA-reduced text data. Figures 6 and 7 show the results of visualizing the problem and strategy clusters, respectively. In both cases, the majority of clusters seem qualitatively well-separated from one another, suggesting k-means clustering is relatively successful on our dataset. However, a limitation is that reducing our dataset to two dimensions eliminates a great deal of the structure that may exist in higher dimensions.

VI. Statistical Analysis of Risk Scores

Risk scores, introduced in Section III, represent an individual’s tendency to take risks and engage delinquent behaviors. A high risk score indicates a high possibility of delinquency. We explore risk score distribution based on SET questionnaire data related to problems, strategies, and emotions.

A. Positive Activities

One of the free-form questions in the SET dataset asks respondents to “Describe positive activities.” We pre-process the raw data by manually grouping the answers into 12 categories: sports, art, church, job, study, program, self-improve, volunteer, therapy, family, entertainment and other.

The boxplot in Figure 8 shows how risk scores are distributed for each of these activity categories. We observe that the entertainment category (which may include activities like movies, video games, etc.) has the highest median risk score among the categories, while categories like family, job, program, and church tend to have relatively lower risk score. We hypothesize that activities that involve greater commitment and reliability, such as jobs, may contribute to lower risk scores. Programs that emphasize teamwork and responsibility may also contribute significantly to lower risk.

B. Problems and Strategies

The boxplot in Figure 9 shows how risk scores are distributed by each category problem participants face. We observe that participants who are experiencing probation issues tend to have higher risk score than others, though other categories such as emotion/behavior issues exhibit a number of outliers with large risk scores.
The boxplot in Figure 10 shows how risk scores are distributed by each type of strategy. We can see that young adults who are provided with employment counseling services tend to correlate with higher risk score than others. Other categories such as mentoring/support exhibit a number of outliers with large risk scores.

Within the SET data, some individuals are tested more than once, at different points in time. Accordingly, we consider a subset of the SET data corresponding to SET-Intake and SET-Retest pairs of results. Using this subset of the data, the boxplot in Figure 11 shows that the median risk scores of young adults for all five classes of problems decrease. Most notably, participants who had substance abuse issues and probation issues tend to have significant drops in their median risk score.

Similarly, the boxplot in Figure 12 shows that the median risk scores of young adults for all five classes of strategies decrease. In particular, young adults who engage in anger management/life skills classes tend to have substantial reductions in their risk score while those who receive developmental asset have the least reduction, though this plot suggests that any type of intervention by GRYD FCM providers is, on average, effective.

C. Significance of Changes in Risk Score by Emotion

Using the SET-intake and SET-Retest pairings of data as in the previous subsection, we explore how individuals’ risk
scores change over time according to their emotion classification results obtained from the BERT model in Section IV. To assess whether statistically significant changes occurred among the various sub-groups, we conduct one-sided paired $t$-tests on the emotion classes. See Table II. Based on the $p$ values from the $t$-tests, there is not enough evidence to suggest that participants exhibiting “anger” and “joy” have significant drops in risk score from SET-Intake to SET-Retest. However, we are able to conclude that participants exhibiting other emotions do have a significant drop in risk score. This suggests two interesting conclusions: (1) GRYD provider interventions are effective in reducing risk score for most subpopulations, when partitioning the population by emotion label, and (2) GRYD may need to invest more in addressing the specialized needs of those who present anger as a regular feature in text responses.

D. Significance of Changes in Risk Score by Problem Type

Similarly, we performed one-sided paired $t$-tests to see whether the drop in risk score ($\mu_d$) for participants with a specific kind of problem is significant following from SET-Intake to SET-Retest. The null hypothesis for the test is

$$H_0 : \mu_d = 0$$

i.e., that there is no difference in risk score from SET-Intake to SET-Retest for participants facing a particular problem. The alternative hypothesis is

$$H_a : \mu_d < 0$$

i.e., that there is a significant decrease in risk score from intake to retest for participants facing a particular problem.

Performing these tests reveals that participants who experienced emotional/behavioral issues, school-related issues, probation issues, and Substance abuse issues have significant drops in risk score (see Table II). However, we cannot reject the null hypothesis for individuals who had employment issues. Hence we cannot conclude that the drop in risk score is significant.

E. Significance of Changes in Risk Score by Strategy Type

We again applied one-sided paired $t$-tests to analyze the significance of reductions in risk scores for participants who were treated with various strategies offered by the GRYD FCM Program. From these tests (see Table II), we conclude that strategies in the mentoring/support, developmental Asset, and anger management/life skill are effective since they all have $p$-values less than 0.05. However, strategies focusing on providing Employment counseling and Job/school readiness do not produce sufficient evidence to reject the null hypothesis. The drop in risk score for these strategies are not statistically significant.

VII. CONCLUSIONS

We explored how risk scores of GRYD FCM participants who completed the SET questionnaire depend on their answers to several free-form text questions. We applied NLP techniques for labeling the emotions conveyed in these responses. We also studied responses related to participants’ other (non-gang) activities, their problems, and the GRYD FCM intervention strategies they were exposed to. While these analyses revealed interesting insights on their own, we further considered how participants’ risk scores changed over time, breaking down the population by several different factors. We found statistically significant changes for many—but not all—subsets of the population. These results suggest strengths of existing GRYD FCM interventions as well as areas where GRYD FCM can further investigate. In the future, we are interested in applying transfer learning techniques like BERT to broader sets of gang-related data, such as criminal records and other questionnaires. We are also interested in exploring topic modeling approaches for text classification and understanding, particularly for short texts, see e.g. [54].
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