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Abstract. We formulate and compute a class of mean-field information dynamics for
reaction-diffusion equations. Given a class of nonlinear reaction-diffusion equations and
entropy type Lyapunov functionals, we study their gradient flows formulations with
generalized optimal transport metrics and mean-field control problems. We apply the
primal-dual hybrid gradient algorithm to compute the mean-field control problems with
potential energies. A byproduct of the proposed method contains a new and efficient
variational scheme for solving implicit in time schemes of mean-field control problems.
Several numerical examples demonstrate the solutions of mean-field control problems.

1. Introduction

Metrics [2] are essential in mathematical physics equations with applications in scientific
computing and Bayesian sampling problems. One popular example in this field is the
optimal transport metric, a.k.a. Wasserstein metric [2, 40], defined in probability density
space. The study of gradient flow in optimal transport metric space has found applications
in Markov-chain-Monte-Carlo (MCMC) methods. An example is that the heat flow is the
gradient descent flow of negative Boltzman-Shannon entropy in Wasserstein space [38].
In addition, the optimal control problems and differential games in Wasserstein space
are known as mean-field control problems and mean-field games, respectively [4, 24, 37].
Moreover, all the above variational formulations are useful in modeling a large number of
particles simultaneously, which are essential in modeling inverse problems, AI inference,
and optimization problems [15, 16, 17, 29, 31].

Recently, generalizations of optimal transport metrics and gradient flows have been
studied by [6, 11, 29, 37]; see many references therein. They are helpful in studying nonlin-
ear diffusion equations. Meanwhile, information geometry has been using the Fisher-Rao
information metric, which can be applied to study the pure reaction equations, arisen in
population games, AI inference, and modeling [1]. A “linear” combination of informa-
tion geometry and optimal transport metrics has been applied to the study of reaction-
diffusion equations [35, 36]. One typical example is the unbalanced optimal transport
metric [10, 22, 30]. In this direction, [13, 25] also propose generalized optimal transport
distances in unnormalized density space.
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This paper introduces numerical schemes for general metric spaces and mean-field con-
trol problems for reaction-diffusion equations. Given a Lyapunov functional (entropy)
and a nonlinear reaction-diffusion equation, we study a metric space in which the given
reaction-diffusion equation forms a gradient flow. In the designed metric space, we derive
mean-field Hamiltonian flows and Hamilton-Jacobi equations in positive density space.
They are derived from mean-field optimal control problems of nonlinear reaction-diffusion
equations. We call these equations mean-field information dynamics. We then design
primal-dual algorithms to compute the proposed dynamics. Numerically, an additional
potential energy is also proposed to improve the convexity of the problem. We apply
Newton’s method to compute the sub-optimization problems in mean-field control prob-
lems. Our mean-field control problem provides a variational formulation for implicit
schemes of mean-field information dynamics. And the primal-dual hybrid gradient algo-
rithm solves the implicit scheme with a simple component by component update. The
flowchart is summarized in the above figure.

Various gradient flows have been studied in [18, 35, 36]; see many references therein.
These formulations are motivated and derived from the Onsager principle. The principle
is used to derive many evolution equations from soft matter physics and chemistry [39].
This work focuses on both modeling and computational formalism for gradient flows, such
as reaction-diffusion equations. We study mean-field control problems and generalized
optimal transport metrics for reaction-diffusion equations. By using primal-dual hybrid
gradient algorithms, we can efficiently compute the mean-field control problems implicitly
in time. It also has a potential to compute reaction-diffusion equations implicit in time;
see similar studies in [28].

The paper is organized as follows. In section 2, we briefly review both gradient flows
and Hamiltonian flows in a finite-dimensional Euclidean space. In section 3, we introduce
the mean-field information distance in positive density space, in which we formulate both
gradient flows and Hamiltonian flows in the positive density space. In section 4, we
demonstrate several concrete examples of proposed mean-field information dynamics. In
section 5, we design the primal-dual hybrid-gradient methods to compute the mean-field
information dynamics. It also provides a scheme to compute the mean-field control
problem implicitly in time. Several numerical examples are presented.

2. Review

In this section, we review some facts on gradient systems and optimal control in a
d-dimensional Euclidean space. We next apply these facts into the infinite-dimensional
space.
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2.1. Gradient flows. Consider a optimization problem in Rd

min
x∈Rd

f(x),

where the function f : Rd → R is a given smooth objective function. To find the minimizer
of function f , consider an initial value dynamical system

dx(t)

dt
= −g(x(t))−1∇f(x(t)), x(0) = x0, (1)

where g : Rd → Rd×d is a given matrix function. In practice, there are several natural
choices of matrix functions g.

(i) If g(x) = I, where I is an identity matrix. Dynamic (1) forms the gradient flow in
Euclidean space.

(ii) If g(x) = ∇2f(x), where ∇2 is the Euclidean Hessian operator. Dynamic (1)
satisfies Newtonian flow in Euclidean space.

Assume that matrix function g is positive definite. We observe that the objective function
f decays along the dynamic (1). In other words,

d

dt
f(x(t)) = ∇f(x(t))T

dx(t)

dt
= −∇f(x(t))Tg(x(t))−1∇f(x(t)) ≤ 0. (2)

The above decaying behavior is known as a Lyapunov method, in which the objective
function is a “natural” Lyapunov function for equation (1). Dynamic (1) can be viewed
as a gradient flow in the metric space (Rd, g). The matrix function g is often named the
metric tensor. It is also called the matrix operator or the preconditioner matrix.

2.2. Optimal control. In this metric space (Rd, g), one often considers the following vari-
ational problem. Denote k : Rd → R as a given smooth potential function and formulate
L : Rd × Rd → R as a Lagrangian function:

L(x, v) =
1

2
vTg(x)v − k(x).

Consider
1

2
D(x0, x1)2 := inf

x : [0,1]→Rd

∫ 1

0
L(x(t),

dx(t)

dt
)dt, (3)

where the infimum is taken among all smooth paths x(t) ∈ Rd, t ∈ [0, 1] with fixed initial
and terminal functions x0, x1. By direct calculations, the Euler-Lagrange equation of
problem (3) is formulated below. Denote a Hamiltonian H : Rd × Rd → R as the convex
conjugate of L.

H(x, p) = sup
v∈Rd

pTv − L(x, v) =
1

2
pTg(x)−1p+ k(x). (4)

where x ∈ Rd represents the state variable and p ∈ Rd is the momentum variable. The
minimizer of variational problem (3) satisfies x(0) = x0, x(1) = x1, with

dx(t)

dt
=∇pH(x(t), p(t)),

dp(t)

dt
=−∇xH(x(t), p(t)).

(5)
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If k = 0, equation (5) is called the geodesic equation in metric space (Rd, g), and D(x0, x1)
is the distance function. The above flow defines the characteristics of Hamilton-Jacobi
equation. Consider a value function U : [0,∞)× Rd → R, such that

∂tU(t, x) +H(x,∇xU(t, x)) = 0.

And

p(t) = ∇xU(t, x).

2.3. Gradient flows and variational time discretizations. We remark that both
gradient flow (1) and Hamiltonian flow (5) are different but connected with each other.
One can design a variational implicit scheme for gradient flow (1).

Formally speaking, the gradient flow (1) can be written below:
dx(t)

dt
=∇pH(x(t), p(t)),

p(t) =−∇xf(x(t)),

where H is the quadratic Hamiltonian function defined in (4) with k = 0. We observe
that the equation p(t) = −∇xf(x(t)) does not satisfy the second equation in (5) di-
rectly. However, one can construct a time approximation variational scheme, which en-
forces p(t) = −∇f(x(t)) at the terminal time.

Denote a time stepsize ∆t > 0. Construct a sequence {xk}∞k=1 below. Consider an
iterative variational sequence

inf
x : [tk,tk+1]→Rd

{∫ tk+1

tk

L(x(t),
dx(t)

dt
)dt+ f(x(tk+1)) : x(tk) = xk

}
. (6)

Write

xk+1 = x(tk+1),

where x(tk+1) is the minimizer of variational problem (6).

Proposition 1. The minimizer of variational problem (6) satisfies
dx(t)

dt
= ∇pH(x(t), p(t)), t ∈ [tk, tk+1)

dp(t)

dt
= −∇xH(x(t), p(t)), t ∈ [tk, tk+1),

p(tk+1) = −∇xf(x(tk+1)).

(7)

Then {xk}∞k=1 is a first-order time discretization of gradient flow (1).

Proof of Proposition 1. To see this fact, one can solve the minimization problem (6) and
observe that 

dx

ds
=∇pH(x, p),

dp

ds
= −∇xH(x, p),

x(tk) =xk, p(tk+1) = −∇xf(x(tk+1)).
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The update forms

xk+1 =x(tk+1) = xk +

∫ tk+1

tk

dx(t)

dt
dt

=xk +

∫ tk+1

tk

∇pH(x(t), p(t))dt

=xk + (tk+1 − tk)∇pH(x(t), p(t))|t=h + o(h)

=xk − hg(xk+1)−1∇xf(xk+1) + o(h).

Hence {xk}∞k=1 is a backward Euler time discretization of x(t) up to a small order pertur-
bation. We notice that the implicit scheme is a first order time discretization in term of
stepsize h. �

Remark 1. We remark that equation (5), (6) are consequences of Pontryagin’s maximum
principle. A modification of this connects with gradient flows. These modifications induce
implicit schemes to approximate gradient flows.

3. Mean-field information metric spaces and their dynamics

In this section, we first develop motivations and examples, including reaction diffusion
equations and Lyapunov functionals. We next review the mean-field information metric
space in positive density space; see [2, 35]. Finally, we formulate both gradient flows and
Hamiltonian flows in positive density metric space. We define a class of mean-field control
problems.

3.1. Motivation and examples. In this subsection, we review some known facts about
reaction-diffusion equations in term of optimal transport type gradient flows. See related
studies of diffusion equations in [38], and reaction-diffusion equations [35, 36]. In a word,
we can construct metrics and mean-field control problems for some nonlinear reaction-
diffusion equations from Lyapunov functionals.

Consider a scalar nonlinear reaction-diffusion equation

∂tu(t, x) = ∆F (u(t, x)) +R(u(t, x)), (8)

where x ∈ Ω, Ω ⊂ Rd is compact convex set, u ∈ M(Ω) = {u ∈ C∞(Ω): u ≥ 0}, and
∆ is the Euclidean Laplacian operator. We assume periodic boundary conditions on the
boundary of the spatial domain Ω, and F , R : R+ → R+ are smooth functions.

We next construct a Lyapunov functional G : M(Ω) → R to study equation (8). Con-
sider

G(u) =

∫
G(u(x))dx,
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where G : R → R is a convex function with G′′(u) > 0. In this case, along the reaction-
diffusion equation (8), we observe that

d

dt
G(u(t, ·)) =

∫
G′(u(t, x)) · ∂tu(t, x)dx

=

∫
G′(u(t, x))(∆F (u(t, x)) +R(u(t, x)))dx

=−
∫ (
∇G′(u(t, x)),∇F (u(t, x))

)
dx+

∫
G′(u(t, x))R(u(t, x))dx

=−
∫ (
∇G′(u(t, x)),∇u(t, x)

)
F ′(u(t, x))dx+

∫
G′(u(t, x))R(u(t, x))dx

=−
∫ (
∇G′(u(t, x)),∇u(t, x)

)
G′′(u(t, x))

F ′(u(t, x))

G′′(u(t, x))
dx+

∫
G′(u(t, x))2 R(u(t, x))

G′(u(t, x))
dx

=−
∫ (
∇G′(u(t, x)),∇G′(u(t, x))

) F ′(u(t, x))

G′′(u(t, x))
dx+

∫
G′(u(t, x))2 R(u(t, x))

G′(u(t, x))
dx,

where we apply integration by parts in the third equality and ∇G′(u) = G′′(u)∇u in the
last equality.

We assume that R ∈ C1(Ω) is a given function with − R
G′ > 0, and F ′(u) > 0 for u > 0.

Under these assumptions, it is clear that

d

dt
G(u) ≤ 0.

This indicates that functional G(u) is not increasing along flow (8).

In fact, the above decay behavior indicates a gradient flow formulation for dynamics (8).
We introduce the following notations. Denote an inverse of the weighted elliptic operator

g(u) :=
(
−∇ · ( F

′(u)

G′′(u)
∇)− R(u)

G′(u)

)−1
.

We have

∂tu =− g(u)−1 δ

δu
G(u)

=−
(
−∇ · ( F

′(u)

G′′(u)
∇)− R(u)

G′(u)

) δ
δu
G(u)

=∇ · ( F
′(u)

G′′(u)
∇G′(u)) +

R(u)

G′(u)
G′(u)

=∆F (u) +R(u),

(9)

where δ
δu represents the L2 first variation w.r.t. u ∈ M(Ω). In the above notation, the

dissipation of Lyapunov functional G along equation (8) satisfies

d

dt
G(u) = −

∫ ( δ
δu
G(u), g(u)−1 δ

δu
G(u)

)
dx ≤ 0.

Clearly, our assumptions on F , R are sufficient conditions to guarantee that g(u) is a
“positive definite” operator.
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3.2. Mean-field information metrics and their gradient flows. In this subsection,
we illustrate a formal definition of metric space and gradient flows. See details in [2, 34, 36].

Denote a smooth positive density space as

M =
{
u ∈ C∞(Ω): u > 0

}
.

Given F , G : R→ R satisfying F ′(u) > 0 if u > 0, and G′′(u) > 0. Denote

V1(u) =
F ′(u)

G′′(u)
, V2(u) = − R(u)

G′(u)
.

Denote the tangent space of M at u ∈M as

TuM =
{
σ ∈ C∞(Ω)

}
.

We define the F , G, R induced metric in the positive density space.

Definition 2 (Mean-field information metric). The inner product g(u) : TuM×TuM→ R
is given below. For any σ1, σ2 ∈ TuM, define

g(u)(σ1, σ2) =

∫
Ω
σ1

(
−∇ · (V1(u)∇) + V2(u)

)−1
σ2dx,

where (
−∇ · (V1(u)∇) + V2(u)

)−1
: TuM→ TuM,

denotes the inverse operator of weighted elliptic operator −∇·(V1(u)∇)+V2(u). The other
formulation of metric is given below. Denote Φi ∈ C∞(Ω), such that

σi = −∇ · (V1(u)∇Φi) + V2(u)Φi, i = 1, 2,

Hence the metric satisfies

g(u)(σ1, σ2) =

∫
Ω

(∇Φ1,∇Φ2)V1(u)dx+

∫
Ω

Φ1Φ2V2(u)dx.

Remark 2. We remark that the special case of the above metric is the L2-Wasserstein
metric, which is well-studied in optimal transport. It corresponds to V1 = u, V2 = 0.
It also contains the Fisher-Rao metric, which is important in information geometry. It
corresponds to V1 = 0, V2 = u. There are several interactive studies of them in unbalanced
optimal transport V1 = V2 = u [10, 30] and unnormalized optimal transport V1 = u, V2 = 1
[13, 25]. They are different choices of metric operators g(u), depending on the Lyapunov
functional. We call the above metrics mean-field information metrics.

We are now ready to formulate gradient flows in (M, g).

Proposition 3 (Mean-field information Gradient flow). Given an energy functional E : M→
R, the gradient flow of E in (M(Ω), g) satisfies

∂tu(t, x) = ∇ · (V1(u)∇ δ

δu
E(u))(t, x)− V2(u)

δ

δu
E(u)(t, x). (10)

If

E(u) = G(u) =

∫
G(u)dx,

then equation (10) forms the reaction-diffusion equation (8).
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Proof. The proof follows the definition. The gradient operator in (M(Ω), g) is defined by

g(σ, gradE(u)) =

∫
δ

δu(x)
E(u) · σ(x)dx, for any σ(x) ∈ TuM. (11)

In other words,

gradE(u) =g(u)−1 δ

δu
F(u)

=−∇ · (V1(u)∇ δ

δu
E(u)) + V2(u)

δ

δu
E(u),

which finishes the proof. Thus the gradient flow in (M(Ω), g) satisfies

∂tu(t, x) = −gradE(u)(t, x) = ∇ · (V1(u)∇ δ

δu
E(u))− V2(u)

δ

δu
E(u).

If E(u) =
∫

ΩG(u)dx, then

∂tu =∇ · (V1(u)∇ δ

δu
E(u))− V2(u)

δ

δu
E(u)

=∇ · ( F
′

G′′
∇G′) +G′ · R

G′

=∇ · ( F
′

G′′
G′′∇u) +G′ · R

G′

=∆F (u) +R(u).

�

We next present the decay of the Lyapunov functional along gradient flow equation (8).

Proposition 4 (Mean-field information De-Bruijn identity). Suppose u(t, x) satisfies (8),
then

d

dt
G(u) = −I(u),

where I : M(Ω)→ R is a functional:

I(u) =

∫
Ω
‖∇G′(u)‖2V1(u)dx+

∫
Ω
|G′(u)|2V2(u)dx. (12)

Proof. The proof follows from the definition of gradient flow. Note that along the gradient
flow (8),

d

dt
G(u) =

∫
Ω

(
δ

δu
G(u), ∂tu)dx

=

∫
Ω

(G′(u),∇ · (V1(u)∇G′(u))− V2(u)G′(u))dx

=−
∫

Ω
‖∇G′(u)‖2V1(u)dx−

∫
Ω
|G′(u)|2V2(u)dx

=− I(u),

where the third equality holds following the integration by parts formula. �
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Remark 3. We remark that if G = u log u, V1 = u, V2 = 0, then the gradient flow satisfies
the heat equation. And the decay of Lyapunov functional along the heat flow satisfies

I(u) =

∫
Ω
‖∇ log u‖2udx.

In literature, the relation d
dtG(u) = −I(u) is often named the De-Bruijn identity. And

I(u) is called the Fisher information functional. Following this spirit, we name the gen-
eralized dissipation property “mean-field information De-Bruijn identity”. And we call I
the “mean-field information functional”; see examples in [29].

Remark 4. The gradient flow not only works for a scalar function u. One can define a
similar metric operator for a vector valued function u; see examples in [36]. It is worth
mentioning that there are more general choices of V1, which includes kernel functions; see
examples in [6, 11, 27].

Remark 5. In information geometry [1] and its applications in machine learning, the Fisher-
Rao gradient flow is known as the natural gradient flow. The Fisher-Rao metric refers to
V1(u) = 0, V2(u) = u. This metric and gradient flow has been widely used in machine
learning. In addition, the mean-field information gradient flow is the generalization of
the “natural gradient” flow. The terminology “natural” corresponds to the “projection”
operation. In other words, one projects the infinite dimensional metric space into finite
dimensional parameterized models, e.g. neural networks. In this paper, we focus on the
infinite dimensional gradient flows, and design classical finite volume methods to solve
the related dynamics. We postpone the related AI scientific computing methods in future
work. See an initial approach in [31].

3.3. Mean-field information control problems. In this subsection, we state the main
variational problem studied in this paper, for which we will design fast numerical methods.
We first study the critical point of a variational problem in positive density space. We call
the derived system mean-field information dynamics.

Definition 5 (Mean-field information control problems). Denote an energy functional
F : M(Ω)→ R, and write

V1(u) =
F ′(u)G′(u)

G′′(u)
, V2(u) = − R(u)

G′(u)
.

Consider a variational problem

inf
v1,v2,u

∫ 1

0

[ ∫
Ω

1

2
‖v1(t, x)‖2V1(u(t, x)) +

1

2
|v2(t, x)|2V2(u(t, x))dx−F(u)

]
dt, (13a)

where the infimum is taken among all density functions u : [0, 1] × Ω → R, vector fields
v1 : [0, 1]× Ω→ Rd, and reaction rate functions v2 : [0, 1]× Ω→ R, such that

∂tu(t, x) +∇ · (V1(u(t, x))v1(t, x)) = v2(t, x)V2(u(t, x)), (13b)

with fixed initial and terminal density functions u0, u1 ∈M(Ω).

We briefly explain variational problem (13) with a modeling perspective. It is a gener-
alized optimal control problem in optimal transport [3, 40] and mean-field control [24, 37].
Suppose an infinite number of identical particles/agents evolve under both transportation
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and reaction. The transportation mobility is selected as V1, and the reaction mobility is
chosen as V2. Suppose that the mean-field limit of these particles exits, which satisfies an
unnormalized density function. And the evolution of density function satisfies equation
(13b). Given two sets of densities u0, u1, what is the optimal way to move or control
density u0 to density u1? The “optimal” is in the sense of the objective functional, which
combines transportation and reaction kinetic energies with a potential energy. We notice
that the consideration of general reaction mobility functions V2 has not been considered
in mean-field control/game communities [24, 37]. We expect that the proposed variational
problems will be useful in controlling reaction-diffusion models, which arise in biology,
chemistry, and, recently, social dynamics and pandemic evolution.

We next obtain the critical point for the variational problem (13). Assume that a
minimizer for variational problem (13) exists. We formally present the derivation of the
critical point.

Proposition 6 (Mean-field information Hamiltonian flows). Assume u(t, x) > 0 for t ∈
[0, 1]. Then there exists a function Φ: [0, 1] × Ω → R, such that the critical points of
variational problem (13) satisfy

v1(t, x) = ∇Φ(t, x), v2(t, x) = Φ(t, x),

with
∂tu(t, x) +∇ · (V1(u(t, x))∇Φ(t, x)) = V2(u(t, x))Φ(t, x),

∂tΦ(t, x) +
1

2
‖∇Φ(t, x)‖2V ′1(u(t, x)) +

1

2
|Φ(t, x)|2V ′2(u(t, x)) +

δ

δu
F(u)(t, x) = 0,

(14)

and

u(0, x) = u0(x), u(1, x) = u1(x).

Proof. We first rewrite the variables in variational formula (13) as

m1(t, x) = V1(u)v(t, x), m2(t, x) = V2(u)v2(t, x),

Then variational problem (13) forms

inf
m1,m2,u

{∫ 1

0

∫
Ω

‖m1(t, x)‖2

2V1(u(t, x))
+
|m2(t, x)|2

2V2(u(t, x))
−F(u)dxdt :

∂tu(t, x) +∇ ·m1(t, x) = m2(t, x), fixed u0, u1

}
.

(15)

Denote the Lagrange multiplier of problem (15) by Φ. We consider the following saddle
point problem

inf
m1,m2,u

sup
Φ

L(m1,m2, u,Φ),

with

L(m1,m2, u,Φ) =

∫ 1

0

∫
Ω

{ ‖m1(t, x)‖2

2V1(u(t, x))
+
|m2(t, x)|2

2V2(u(t, x))

+ Φ(t, x)
(
∂tu(t, x) +∇ ·m1(t, x)−m2(t, x)

)}
dxdt.
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By finding the saddle point of L, we have

δ

δm1
L = 0,

δ

δm2
L = 0,

δ

δu
L = 0,

δ

δΦ
L = 0,

⇒



m1

V1
= ∇Φ,

m2

V2
= Φ,

− 1

2

‖m1‖2

V 2
1

V ′1 −
1

2

|m2|2

V 2
2

V ′2 −
δ

δu
F − ∂tΦ = 0,

∂tu+∇ ·m1 −m2 = 0,

where δ
δm1

, δ
δm2

, δ
δu , δ

δΦ are L2 first variations w.r.t. functions m1, m2, u, Φ, respectively.
Substituting the above two row equations into the last two row equations, we derive the
PDE pair (14) in M(Ω). �

Remark 6. If V1 = u, V2 = 0, the above formulation corresponds to the well-known
Benamou-Brenier formula [3] in optimal transport.

Remark 7. If V1, V2 are positive functions and are convex w.r.t. u, and the functional F
is convex w.r.t. u, then the objective functional of problem (15) is convex. In this case,
the derived flow is a minimizer of variational problem (15).

Proposition 7 (Functional Hamilton-Jacobi equations in positive density space). The
Hamilton-Jacobi equation in positive density space satisfies

∂tU(t, u) +
1

2

∫
Ω
‖∇ δ

δu(x)
U(t, u)‖2V1(u)dx+

1

2

∫
Ω
| δ

δu(x)
U(t, u)|2V2(u)dx+ F(u) = 0,

where U : [0, 1]× L2(Ω)→ R is a value functional.

Proof. Denote the Hamiltonian functional H : L2(Ω)× L2(Ω)→ R as

H(u,Φ) =

∫
Ω

(1

2
‖∇Φ‖2V1(u) +

1

2
|Φ|2V2(u)

)
dx+ F(u). (16)

Then the minimizer system (14) satisfies

∂tu =
δ

δΦ
H(u,Φ), ∂tΦ = − δ

δu
H(u,Φ), fixed u0, u1.

Here the density function u is the state variable, while potential function Φ is the momen-
tum variable in positive density space. The above flow forms the characteristic equation
of Hamilton-Jacobi equation in positive density space. This is true by the fact that

δ

δu(x)
U(t, u) = Φ(t, x).

�

3.4. Variational time discretization. In this section, we present a mean-field control
problem, which gives a first order accuracy in small time interval limit for the reaction-
diffusion equation (8).
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From now on, we consider

H(u,Φ) =
1

2

∫
Ω

[
‖∇Φ‖2V1(u) + |Φ|2V2(u)

]
dx. (17)

Proposition 8. The reaction-diffusion equation (8) can be formulated as
∂tu(t, x) =

δ

δΦ(x)
H(u,Φ) = −∇ · (V1(u(t, x))∇Φ(t, x)) + V2(u(t, x))Φ(t, x),

Φ(t, x) =− δ

δu(x)
G(u) = −G′(u(t, x)).

Proof. The proof is based on a direct calculation. Notice

δ

δΦ
H(u,Φ) = −∇ · (V1∇Φ) + V2Φ.

Hence

δ

δΦ
H(u,Φ)|Φ=−G′ =∇ · (V1∇G′)− V2G

′

=∇ · (V1
F ′G′′

V1
∇u) +

R

G′
G′

=∆F +R.

The second equality follows from the definition of V1, V2. �

We notice that proposition 8 is useful in designing a variational implicit time discretiza-
tion. It is the mean-field control generalization of Jordan-Kinderlehrer-Otto (JKO) scheme
[5, 21], where they select V1(u) = u, V2(u) = 0, and F(u) = 0. Similarly, we consider an
iterative sequence of variational problems, which approximates equation (8) sequentially,
in each time interval [tk, tk+1].

Definition 9 (Iterative variational formulations for reaction-diffusion equations). Denote
a time stepsize as ∆t > 0, and tk = k∆t, k = 0, 1, 2, · · · , and u0(x) = u(0, x). Consider
the following iterative variational problem

inf
v1,v2,u(·,·),uk+1

∫ tk+1

tk

{∫
Ω

1

2
‖v1(t, x)‖2V1(u(t, x)) +

1

2
|v2(t, x)|2V2(u(t, x))dx

}
dt

+ G(u(tk+1, ·)),
(18)

where the infimum is taken among all density functions u : [tk, tk+1]×Ω→ R, vector fields
v1 : [tk, tk+1]× Ω→ Rd, and reaction functions v2 : [tk, tk+1]× Ω→ R, such that

∂tu(t, x) +∇ · (V1(u(t, x))v1(t, x)) = v2(t, x)V2(u(t, x)),

with a fixed initial value function u(tk, x) = uk(x) and a terminal energy functional
G(uk+1). Denote the update as

uk+1(x) = u(tk+1, x), k = 1, 2, 3, · · ·

where u(tk+1, x) is the minimizer for variational problem (18).
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Proposition 10. Consider the minimizer of variational problem (18):
∂tu+∇ · (V1∇Φ) = V2Φ, t ∈ [tk, tk+1),

∂tΦ +
1

2
‖∇Φ‖2V ′1 + |Φ|2V ′2 = 0, t ∈ [tk, tk+1),

u(tk, x) = uk(x), Φ(tk+1, x) = − δ

δu(x)
G(u)|t=tk+1

= −G′(uk+1).

(19)

Then {uk}∞k=1 in (19) approximates the reaction-diffusion equation (8) with the first order
accuracy in time.

Proof. As the proof in Proposition 17, we derive the minimizer system for variational
problem (18). We note that the minimizer system follows the Pontryagin maximum
principle. Again, denote the Lagrangian multiplier of problem (18) as Φ. We consider the
following saddle point problem

inf
m1,m2,u(t,·),uk+1

sup
Φ

L1(m1,m2, u,Φ),

where

L1(m1,m2, u,Φ, uk+1) =

∫ tk+1

tk

∫
Ω

{ ‖m1(t, x)‖2

2V1(u(t, x))
+
|m2(t, x)|2

2V2(u(t, x))

+ Φ(t, x)
(
∂tu(t, x) +∇ ·m1(t, x)−m2(t, x)

)}
dxdt+ G(uk+1).

Similarly, by finding the saddle point of L1, we have

δ

δm1
L1 = 0,

δ

δm2
L1 = 0,

δ

δu
L1 = 0,

δ

δΦ
L1 = 0,

δ

δuk+1
G(uk+1) = 0,

⇒



m1

V1
= ∇Φ,

m2

V2
= Φ,

− 1

2

‖m1‖2

V 2
1

V ′1 −
1

2

|m2|2

V 2
2

V ′2 − ∂tΦ = 0,

∂tu+∇ ·m1 −m2 = 0,

Φ(tk+1, x) +
δ

δuk+1(x)
G(uk+1) = 0.

In other words, we have
∂tu =

δ

δΦ
H(u,Φ), ∂tΦ = − δ

δu
H(u,Φ),

u0(x) =uk(x), Φ(tk+1, x) = − δ

δuk+1(x)
G(uk+1),

where

H(u,Φ) =
1

2

∫
Ω

[
‖∇Φ‖2V1(u) + |Φ|2V2(u)

]
dx.
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We notice that the sequence {uk}∞k=1 forms an approximation for reaction-diffusion (8):

uk+1(x) =u0(x) +

∫ tk+1

tk

∂tu(t, x)dt

=uk(x) +

∫ tk+1

tk

δ

δΦ(x)
H(u(t, x),Φ(t, x))dt

=uk(x) + (tk+1 − tk) ·
δ

δΦ(x)
H(u,Φ)|Φ=Φ(tk+1,x) + o(∆t)

=uk(x) + ∆t · δ

δΦ(x)
H(u,Φ)|Φ=− δ

δuk+1
G(uk+1) + o(∆t).

The above update is a time discretization for equation (8), which is true for a small order
time increment ∆t. We finish the derivation. �

Remark 8. We remark that equation (14), (19) are again consequences of Pontryagin
maximum principles. They are generalizations of equations in optimal transport and
mean field control/game problems.

Remark 9. We note that equation (19) is different from equation (8). In gradient flow (8),
Φ is chosen as the L2 gradient of Lyapunov functional G, while in (19), Φ satisfies a dual
equation. However, if we intentionally “ingore” the equation (19) of Φ and keep solving the
equation (19) of u, we obtain a time approximation scheme for reaction-diffusion equations.
In this way, we let the terminal condition Φ(tk+1) = −G′(u(tk+1)) enter the system. And
the first equation of system (19) does approximate the original reaction-diffusion equation.

Remark 10. If there is a Lyapunov functional G and functional H, such that variational
problem (18) becomes a convex optimization. We can develop a convex optimization
method to approximate reaction-diffusion equation implicitly in time. We leave these
careful studies and computations for future work. In the numerical section of this paper,
we develop a new and efficient algorithm for solving problem (13).

Remark 11. Variational problem (18) can be viewed as a generalized Moreau envelope
problem in (M, g). Consider

uk+1 = arg inf
u∈M

1

2h
Dist(uk, u)2 + G(u).

Here the distance functional Dist(uk, u)2 is the value function in variational problem (13),
where we select F = 0. In detail,

Dist(uk, u)2 := inf
v1,v2,u

∫ 1

0

[ ∫
Ω
‖v1(t, x)‖2V1(u(t, x)) + |v2(t, x)|2V2(u(t, x))

]
dxdt,

where the infimum is taken among u, v1, v2, such that

∂tu(t, x) +∇ · (V1(u(t, x))v1(t, x)) = v2(t, x)V2(u(t, x)),

with fixed initial and terminal density functions u0, u1.

Remark 12. We remark that the implicit time discretizations of gradient flows are not
unique. There are many other semi-implicit variational time discretization methods, e.g.
Crank–Nicolson algorithm [5, 18].
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Remark 13. It is worth mentioning that the variational scheme could be useful in comput-
ing “nonlinear” reaction-diffusion equations, when there exists a non-quadratic functional
H. See examples in [2, 37].

4. Examples

In this section, we list several examples. They are designed by using both Lyapunov
functionals and reaction-diffusion equations. From now on, we also study an additional
energy functional F for the mean-field control problem (15). We shall design numerical
schemes for them using primal-dual hybrid gradient methods.

Example 1 (Wasserstein metric and heat flow). Let

G(u) = u log u− 1, F (u) = u, R(u) = 0,

thus

V1(u) =
F ′(u)

G′′(u)
= u, V2(u) = − R(u)

G′(u)
= 0.

The metric forms

g(u)(σ1, σ2) =

∫
Ω

(∇Φ1(x),∇Φ2(x))u(x)dx,

with σi = −∇ · (u∇Φi), i = 1, 2. In this case, the mean-field information metric coincides
with the Wasserstein-2 metric [2, 14, 38, 40]. The gradient flow of G(u), named negative
Boltzmann-Shannon entropy, in (M(Ω), g) forms the heat equation, i.e.

∂tu = ∇ · (u∇G′(u)) = ∇ · (uG′′(u)∇u) = ∆u.

The dissipation of G(u) forms

I(u) =

∫
Ω
‖∇ log u(x)‖2u(x)dx.

And the Hamilton-Jacobi equation in (M(Ω), g) follows

∂tU(t, u) +
1

2

∫
Ω
‖∇ δ

δu(x)
U(t, u)‖2u(x)dx+ F(u) = 0.

Its “characteristics” in (M(Ω), g) satisfy
∂tu+∇ · (u∇Φ) = 0,

∂tΦ +
1

2
‖∇Φ‖2 +

δ

δu
F(u) = 0.

Example 2 (Generalized Wasserstein metric and nonlinear heat flow). Choose functions
F , G, R, such that

F ′(u)

G′′(u)
= uα, R(u) = 0,

where α ∈ R. The metric forms

g(u)(σ1, σ2) =

∫
Ω

(∇Φ1(x),∇Φ2(x))uα(x)dx,
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with σi = −∇ · (uα∇Φi), i = 1, 2. The gradient flow of G in (M(Ω), g) forms

∂tu = ∇ · (V1(u)∇G′(u)) = ∇ · ( F
′(u)

G′′(u)
G′′(u)∇u) = ∇ · (F ′(u)∇u) = ∆F (u),

and the dissipation of G(u) satisfies

I(u) =

∫
Ω
‖∇G′(u)‖2uαdx.

And the Hamilton-Jacobi equation in (M(Ω), g) follows

∂tU(t, u) +
1

2

∫
Ω
‖∇ δ

δu(x)
U(t, u)‖2uα(x)dx+ F(u) = 0.

Its “characteristics” in (M(Ω), g) satisfy
∂tu+∇ · (uα∇Φ) = 0,

∂tΦ +
α

2
‖∇Φ‖2uα−1 +

δ

δu
F(u) = 0.

Example 3 (H−1 metric and nonlinear heat flow). Consider α = 0 in the above example.
We choose functions F , G, R, such that

F ′(u)

G′′(u)
= 1, R(u) = 0.

In this case,
V1(u) = 1, V2(u) = 0.

The metric forms

g(u)(σ1, σ2) =

∫
Ω

(∇Φ1(x),∇Φ2(x))dx,

with σi = −∇ · (∇Φi), i = 1, 2. The gradient flow of G in (M(Ω), g) satisfies

∂tu = ∆F (u),

and the dissipation of G(u) satisfies

I(u) =

∫
Ω
‖∇G′(u)‖2dx.

And the Hamilton-Jacobi equation in (M(Ω), g) follows

∂tU(t, u) +
1

2

∫
Ω
‖∇ δ

δu(x)
U(t, u)‖2dx+ F(u) = 0.

Its “characteristics” in (M(Ω), g) satisfy
∂tu+∇ · (∇Φ) = 0,

∂tΦ +
δ

δu
F(u) = 0.

Example 4 (Fisher-Rao metric and birth-death equation). Consider

F (u) = 0, G(u) = u log u− u, R(u) = −u log u,

then

V1(u) =
F ′(u)

G′′(u)
= 0, V2(u) = − R(u)

G′(u)
= u.
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The metric satisfies

g(u)(σ1, σ2) =

∫
Ω

Φ1(x)Φ2(x)u(x)dx,

with σi(x) = Φiu, i = 1, 2. In this case, the mean-field information metric forms the
Fisher-Rao metric in positive density space; see information geometry [1]. The gradient
flow of G in (M(Ω), g) satisfies the birth-death dynamics

∂tu = −V2(u)G′(u) = −V2(u) log u = −u log u.

And the dissipation of G(u) forms

I(u) =

∫
Ω
| log u(x)|2u(x)dx.

And the Hamilton-Jacobi equation in (M(Ω), g) follows

∂tU(t, u) +
1

2

∫
Ω
| δ

δu(x)
U(t, u)|2u(x)dx+ F(u) = 0.

Its “characteristics” in (M(Ω), g) satisfy
∂tu− uΦ = 0,

∂tΦ +
1

2
|Φ|2 +

δ

δu
F(u) = 0.

Example 5. Consider

F (u) = u, G(u) = u log u− u, R(u) = −uα log u,

where α ∈ R is a given value. In this case,

V1(u) =
F ′(u)

G′′(u)
= u, V2(u) = − R(u)

G′(u)
= uα.

The metric forms

g(u)(σ1, σ2) =

∫
Ω

(∇Φ1(x),∇Φ2(x))u(x)dx+

∫
Ω

Φ1(x)Φ2(x)u(x)αdx,

with σi = −∇ · (u∇Φi) + Φiu
α, i = 1, 2. The gradient flow of G in (M(Ω), g) forms

∂tu = ∆u+ uα log u,

and the dissipation of G(u) satisfies

I(u) =

∫
Ω
‖∇ log u‖2udx+

∫
Ω
| log u|2uαdx.

And the Hamilton-Jacobi equation in (M(Ω), g) follows

∂tU(t, u) +
1

2

∫
Ω
‖∇ δ

δu(x)
U(t, u)‖2u(x)dx+

1

2

∫
Ω
| δ

δu(x)
U(t, u)|2u(x)αdx+ F(u) = 0.

Its “characteristics” in (M(Ω), g) satisfy
∂tu+∇ · (u∇Φ) = Φuα,

∂tΦ +
1

2
‖∇Φ‖2 + αΦuα−1 +

δ

δu
F(u) = 0.
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Example 6 (Constant regularized optimal transport metric). Consider

F (u) = u, G(u) = (u+ 1) log(u+ 1), R(u) = 0.

Thus

V1(u) =
F ′(u)

G′′(u)
= u+ 1, V2(u) = 0.

The metric forms

g(u)(σ1, σ2) =

∫
Ω

(∇Φ1,∇Φ2)(u+ 1)dx,

with σi = −∇ · ((u+ 1)∇Φi), i = 1, 2. The gradient flow of G in (M(Ω), g) satisfies

∂tu(t, x) = ∆u(t, x).

And the dissipation of G(u) satisfies

I(u) =

∫
Ω
‖∇ log(u+ 1)‖2(u+ 1)dx.

And the Hamilton-Jacobi equation in (M(Ω), g) follows

∂tU(t, u) +
1

2

∫
Ω
‖∇ δ

δu(x)
U(t, u)‖2(u+ 1)dx+ F(u) = 0.

Its “characteristics” in (M(Ω), g) satisfy
∂tu+∇ · ((u+ 1)∇Φ) = 0,

∂tΦ +
1

2
‖∇Φ‖2 +

δ

δu
F(u) = 0.

Example 7 (Fisher-KPP metric and Fisher-KPP equation). Consider the Fisher-KPP
equation

∂tu = u(1− u) + ∆u.

Consider
F (u) = u, G(u) = u log u− u, R(u) = u(1− u).

Thus

V1(u) =
F ′(u)

G′′(u)
= u, V2(u) = − R(u)

G′(u)
=
u(u− 1)

log u
.

The metric forms

g(u)(σ1, σ2) =

∫
Ω

(∇Φ1,∇Φ2)udx+

∫
Ω

Φ1Φ2
u(u− 1)

log u
dx,

with σi = −∇ · (u∇Φi) + u(u−1)
log u Φi, i = 1, 2. The gradient flow of G in (M(Ω), g) satisfies

the Fisher-KPP equation
∂tu(t, x) = u(1− u) + ∆u.

And the dissipation of G(u) satisfies

I(u) =

∫
Ω
‖∇ log u‖2udx+

∫
Ω
| log u|2u(u− 1)

log u
dx.

And the Hamilton-Jacobi equation in (M(Ω), g) follows

∂tU(t, u) +
1

2

∫
Ω
‖∇ δ

δu(x)
U(t, u)‖2udx+

1

2

∫
Ω
| δ

δu(x)
U(t, u)|2u(u− 1)

log u
dx+ F(u) = 0.
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Its “characteristics” in (M(Ω), g) satisfy
∂tu+∇ · (u∇Φ)− u(u− 1)

log u
Φ = 0,

∂tΦ +
1

2
‖∇Φ‖2 + |Φ|2 (2u− 1) log u+ 1− u

(log u)2
+

δ

δu
F(u) = 0.

Example 8 (Allen-Cahn metric and Allen-Cahn equation). Let f ∈ C2(R) be a given
function. Consider

F (u) = u, G(u) = f(u), R(u) = −f ′(u).

Thus

V1(u) =
F ′(u)

G′′(u)
= f ′′(u)−1, V2(u) = − R(u)

G′(u)
= 1.

The metric forms

g(u)(σ1, σ2) =

∫
Ω

(∇Φ1,∇Φ2)f ′′(u)−1dx+

∫
Ω

Φ1Φ2dx,

with σi = −∇ · (f ′′(u)−1∇Φi) + Φi, i = 1, 2. The gradient flow of G in (M(Ω), g) satisfies

∂tu(t, x) = ∆u(t, x)− f ′(u(t, x)).

And the dissipation of G(u) satisfies

I(u) =

∫
Ω
‖∇f ′(u)‖2f ′′(u)−1dx+

∫
Ω
|f ′(u)|2dx.

And the Hamilton-Jacobi equation in (M(Ω), g) follows

∂tU(t, u) +
1

2

∫
Ω
‖∇ δ

δu(x)
U(t, u)‖2f ′′(u(x))−1dx+

1

2

∫
Ω
| δ

δu(x)
U(t, u)|2dx+ F(u) = 0.

Its “characteristics” in (M(Ω), g) satisfy
∂tu+∇ · (f ′′(u)−1∇Φ)− Φ = 0,

∂tΦ−
1

2
‖∇Φ‖2 f

′′′(u)

f ′′(u)2
+

δ

δu
F(u) = 0.

5. Algorithms

In this section, we propose an algorithm to solve the mean-field information variational
problem (15) in two dimensions. Section 5.1 presents the main optimization tool we
use to solve the variational problem. We use the primal-dual hybrid gradient (PDHG)
algorithm [7, 8], which is a popular first-order optimization method to solve saddle point
problems. More specifically, we use the general proximal primal dual hybrid gradient
(G-prox PDHG) method from [20], which is a variation of the PDHG algorithm with a
precondition matrix. Section 5.2 shows the implementation of G-Prox PDHG algorithm
to solve the variational problem. Section 5.3 provides additional algorithm when V1 and
V2 in (15) are affine functions with specific forms (see (33)). In Section 5.4, we give details
of the discretization of the algorithms to solve the variational problem on a compact set
in 2-dimensional space. This section also shows the solution of the algorithm is equivalent
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to the solution of an implicit finite difference scheme that is stable and convergent for all
ratios of ∆t and ∆x.

5.1. PDHG for mean-field control problems. We first review the PDHG algorithm.
Consider the following convex optimization problem.

min
z

f(Az) + g(z),

where z is a variable to be minimized, f and g are convex functions and A is a linear
operator. Recall the Legendre transform f∗ of f is

f∗(p) = sup
z
〈z, p〉 − f(z).

It is well-known that if f is convex then f∗∗ = f . Thus, we have

f(w) = f∗∗(w) = sup
p
〈w, p〉 − f∗(p).

Using this property of convex functions, the minimization problem can be converted to a
saddle point problem

min
z

max
p

g(z) + 〈Az, p〉 − f∗(p) =: L(z, p) (20)

where L is a Lagrangian functional. The PDHG algorithm solves the problem by iterating

p(k+1) = argmax
p

L(z(k+1), p)− 1

2σ
‖p− p(k)‖2L2

z(k+1) = argmin
z

L(z, 2p(k+1) − p(k)) +
1

2τ
‖z − z(k)‖2L2 .

(21)

The scheme converges if the step sizes τ and σ satisfy

τσ‖ATA‖L2 < 1, (22)

where ‖ · ‖L2 is the operator norm in L2. G-Prox PDHG provides an appropriate choice
of norms for the algorithm and the authors prove that choosing the proper norms allows
the algorithm to have larger step sizes and faster convergence than the original PDHG
algorithm. The G-prox PDHG iterates

p(k+1) = argmax
p

L(z(k+1), p)− 1

2σ
‖p− p(k)‖2H ,

z(k+1) = argmin
z

L(z, 2p(k+1) − p(k)) +
1

2τ
‖z − z(k)‖2L2 .

(23)

Note that the norm in the first line is changed to H from L2. The norm ‖ · ‖H is defined
as

‖p‖2H = ‖A>p‖2L2 .

For example, in our problem, we define z = (m1,m2, u) as a vector of functions, p = Φ,
and the linear operator A as

A(m1,m2, u)(t, x) = ∂tu(t, x) +∇ ·m1(t, x)−m2(t, x). (24)
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Note that the differential operator ∂t and the divergence operator ∇· are linear operators,
which make A a linear operator. We define the inner product as

〈z1, z2〉 =

∫ 1

0

∫
Ω

(m1)1(t, x) · (m1)2(t, x) + (m2)1(t, x)(m2)2(t, x) + u1(t, x)u2(t, x) dx dt

where zi =
(
(m1)i, (m2)i, ui

)
for i = 1, 2, and

〈p1, p2〉 =

∫ 1

0

∫
Ω

Φ1(t, x)Φ2(t, x) dx dt.

where pi = Φi for i = 1, 2. Thus, we have

〈Az, p〉 =

∫ 1

0

∫
Ω

Φ(t, x)
(
∂tu(t, x) +∇ ·m1(t, x)−m2(t, x)

)
dx dt.

These inner products induce the L2 norm of z and p, such that

‖z‖2L2 =

∫ 1

0

∫
Ω
|m1(t, x)|2 +m2(t, x)2 + u(t, x)2 dx dt

‖p‖2L2 =

∫ 1

0

∫
Ω

Φ2(t, x) dx dt

(25)

and the H norm of p can be written as

‖p‖2H =

∫ 1

0

∫
Ω

(∂tΦ(t, x))2 + |∇Φ(t, x)|2 + (Φ(t, x))2 dx dt (26)

where the A> is computed using integration by parts. With abuse of notation, we also
define the L2 norm of m1, m2, and u as follows

‖m1‖2L2 =

∫ 1

0

∫
Ω
|m1(t, x)|2 dx dt

‖m2‖2L2 =

∫ 1

0

∫
Ω
m2(t, x)2 dx dt

‖u‖2L2 =

∫ 1

0

∫
Ω
u(t, x)2 dx dt

(27)

By choosing such norm based on [20], the step sizes of the algorithm only need to satisfy

στ < 1,

which is independent of the operator A. From the definition of A in (24), the operator
involves an unbounded operator ∇. Thus, this step size condition in PDHG allows us to
run the algorithm with larger step sizes independent of the grid sizes.

5.2. Implementations of the algorithm. To implement the algorithm in the varia-
tional problem (15), we define z, p, and the linear operator A as above. Furthermore, we
set convex functionals g as

g(m1,m2, u) =

∫ 1

0

∫
Ω

|m1(t, x)|2

2V1(u(t, x))
+

m2(t, x)2

2V2(u(t, x))
dx−F(u(t, ·)) dt+ G(u(1, ·)) (28)
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where the functional F is of the form

F(u(t, ·)) = −
∫

Ω
s(u(t, x)) dx

and the terminal functional G is of the form

G(u(1, ·)) =

∫
Ω
G(u(1, x)) dx

where s,G : R→ R are convex functions. Set a convex functional f as

f (w) =

∫ 1

0

∫
Ω
i∞
(
w(t, x)

)
dx dt

i∞(t) =

{
0 if t = 0

∞ otherwise.

(29)

From the definition of function f , we can compute the Legendre transform of f

f∗(Φ) = sup
w

∫ 1

0

∫
Ω

Φ(t, x)w(t, x)− i∞(w(t, x)) dx dt = 0.

Thus, from the definition of a Lagrangian functional in (30), we have

L(m1,m2, u,Φ)

= g(m1,m2, u) + 〈A(m1,m2, u),Φ〉 − f∗(Φ)

=

∫ 1

0

∫
Ω

{ |m1(t, x)|2

2V1(u(t, x))
+

m2(t, x)2

2V2(u(t, x))

+ Φ(t, x)
(
∂tu(t, x) +∇ ·m1(t, x)−m2(t, x)

)}
dx−F(u(t, ·)) dt+ G(u(1, ·)).

(30)

G-Prox PDHG computes the saddle point (m∗1,m
∗
2, u
∗,Φ∗) by iterating

Φ(k+1) = argmax
Φ:[0,1]×Ω→R

L(m
(k)
1 ,m

(k)
2 , u(k),Φ)− 1

2σ
‖Φ− Φ(k)‖2H

m
(k+1)
1 = argmin

m1:[0,1]×Ω→R
L(m1,m

(k)
2 , u(k), 2Φ(k+1) − Φ(k)) +

1

2τ
‖m1 −m(k)

1 ‖
2
L2

m
(k+1)
2 = argmin

m2:[0,1]×Ω→Rd
L(m

(k)
1 ,m2, u

(k), 2Φ(k+1) − Φ(k)) +
1

2τ
‖m2 −m(k)

2 ‖
2
L2

u(k+1) = argmin
u:[0,1]×Ω→R

L(m
(k+1)
1 ,m

(k+1)
2 , u, 2Φ(k+1) − Φ(k)) +

1

2τ
‖u− u(k)‖2L2 .

(31)

Here, L2 and H norms are defined in (26) and (27).

From the optimality conditions, we can find the explicit formula for each variable

Φ(k+1),m
(k+1)
1 ,m

(k+1)
2 , u(k+1)(t, ·).
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Proposition 11. The variables m
(k+1)
1 ,m

(k+1)
2 ,Φ(k+1), u(k+1)(1, ·) from (31) satisfy the

following explicit formulas:

Φ(k+1)(t, x) = Φ(k)(t, x) + σ(AAT )−1
(
∂tu

(k)(t, x) +∇ ·m(k)
1 (t, x)−m(k)

2 (t, x)
)
,

m
(k+1)
1 (t, x) =

V1(u(k)(t, x))

τ + V1(u(k)(t, x))

(
m

(k)
1 (t, x) + τ∇

(
2Φ(k+1)(t, x)− Φ(k)(t, x)

))
,

m
(k+1)
2 (t, x) =

V2(u(k)(t, x))

τ + V2(u(k)(t, x))

(
m

(k)
2 (t, x) + τ

(
2Φ(k+1)(t, x)− Φ(k)(t, x)

))
,

for (t, x) ∈ [0, 1]× Ω and

u(k+1)(1, x) = (G∗)′(−2Φ(k+1)(1, x) + Φ(k)(1, x)), x ∈ Ω.

The variable u(k+1) also satisfies the following optimality condition:

− ‖m
(k+1)
1 ‖2

2V 2
1 (u(k+1))

V ′1(u(k+1))− |m(k+1)
2 |2

2V 2
2 (u(k+1))

V ′2(u(k+1))

− ∂t(2Φ(k+1) − Φ(k))− s′(u(k+1)) +
1

τ
(u(k+1) − u(k)) = 0

(32)

for (t, x) ∈ [0, 1] × Ω. As one can see, the solution u(k+1) of equation depends on V1, V2,
and F . We first present the algorithm for general V1, V2 and F . Assuming V1, V2 and F
are smooth, we can compute u(k+1) using Newton’s method.

Algorithm 1: Newton’s method to compute u(k+1)(t, x)
Input: u(k)(t, x),m1(t, x),m2(t, x), ∂tΦ(t, x).

Output: u(k+1)(t, x).

Initialize u0 = u(k)(t, x) and set ε > 0.
For j ∈ N

a = − ‖m1‖2
2V 2

1 (uj)
V ′1(uj)− |m2|2

2V 2
2 (uj)

V ′2(uj)− ∂tΦ− s′(uj) + 1
τ (uj − u(k));

b = ‖m1‖2
V 3
1 (uj)

(V ′1(uj))2 − ‖m1‖2
2V 2

1 (uj)
V ′′1 (uj) + |m2|2

V 3
2 (uj)

(V ′2(uj))2 − |m2|2
2V 2

2 (uj)
V ′′2 (uj) + c

uj
+ 1

τ ;

uj+1 = max(0, uj − a
b );

Stop the iteration when
∣∣a
b

∣∣ < ε.

In the algorithm 1, we omit (t, x) in uj , uj+1, u(k), m1, m2, ∂tΦ to simplify the notations.
Using Proposition 11, we can rewrite the algorithm (31).
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Algorithm 2: G-prox PDHG for mean-field information variational problem
Input: Initial density u0.
Output: u,Φ,m2 : [0, T ]× Ω→ R, m1 : [0, T ]× Ω→ Rd.

For k ∈ N

For (t, x) ∈ [0, 1]× Ω

Φ(k+1)(t, x) = Φ(k)(t, x) + σ(AAT )−1
(
∂tu

(k)(t, x) +∇ ·m(k)
1 (t, x)−m(k)

2 (t, x)
)

;

m
(k+1)
1 (t, x) = V1(u(k)(t,x))

τ+V1(u(k)(t,x))

(
m

(k)
1 (t, x) + τ∇

(
2Φ(k+1)(t, x)− Φ(k)(t, x)

))
;

m
(k+1)
2 (t, x) = V2(u(k)(t,x))

τ+V2(u(k)(t,x))

(
m

(k)
2 (t, x) + τ

(
2Φ(k+1)(t, x)− Φ(k)(t, x)

))
;

u(k+1)(t, x) ← Compute using Algorithm 1

with m1 = m
(k+1)
1 ,m2 = m

(k+1)
2 ,Φ = 2Φ(k+1) − Φ(k);

u(k+1)(1, x) = (G∗)′(−2Φ(k+1)(1, x) + Φ(k)(1, x)).

The convergence of Newton’s method from Algorithm 1 depends on functions V1, V2

and a functional F . In the numerical experiments, we use

F(u(t, ·))(x) = −c
∫

Ω

(
u(t, x) log u(t, x)− u(t, x)

)
dx,

with a given positive constant c. This functional regularizes equation (32). Thus the
algorithm converges faster. In the actual numerical experiments, Newton’s method only
requires less than 10 iterations to reach the residual error |a/b| less than 10−10. We use
FFTW library to compute (AAT )−1 by Fast Fourier Transform (FFT). It takes O(n log n)
operations per iteration, where n is the number of points in both time and spatial grids.
Overall, the algorithm takes just O(n log n) operations per iteration.

In the next subsection, we present an alternative algorithm when V1 and V2 are linear
functions with specific forms. The optimality condition for u(k+1) leads to a third-order
polynomial equation which has an analytical solution and can easily be computed without
using the second-order optimization method just as in Algorithm 1.

5.3. Affine Case. Suppose V1 and V2 are affine functions, such that

V1(u) = c1(u+ c3), V2(u) = c2(u+ c3) (33)

where c1, c2, c3 are constants, and the functional F is of the form

F(u(t, ·)) = −
∫

Ω
s(u(t, x)) dx

where s : R → R is a smooth convex function. Note that from the algorithm (31), the

optimality condition for u(k+1) involves a functional F . We can get rid of a functional
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F from the optimality condition for u(k+1) by introducing an extra Lagrangian multiplier
Ψ : [0, 1]× Ω→ R to the saddle point problem (20).

inf
m1,m2,u

sup
Φ,Ψ
L(m1,m2, u,Φ,Ψ)

= inf
m1,m2,u

sup
Φ,Ψ

∫ 1

0

∫
Ω

{ |m1(t, x)|2

2V1(u(t, x))
+

m2(t, x)2

2V2(u(t, x))

+ Φ(t, x)
(
∂tu(t, x) +∇ ·m1(t, x)−m2(t, x)

)}
dx dt

+

∫ 1

0

∫
Ω

Ψ(t, x)u(t, x)− s∗
(
Ψ(t, x)

)
dx dt+ G(u(1, ·)).

Using G-Prox PDHG algorithm, the saddle point can be computed by iterating

Φ(k+1) = argmax
Φ

L(m
(k)
1 ,m

(k)
2 , u(k),Φ,Ψ(k))− 1

2σ
‖Φ− Φ(k)‖2H

Ψ(k+1) = argmax
Ψ

L(m
(k)
1 ,m

(k)
2 , u(k),Φ(k),Ψ)− 1

2σ
‖Ψ−Ψ(k)‖2L2

m
(k+1)
1 = argmin

m
L(m,m

(k)
2 , u(k), 2Φ(k+1) − Φ(k), 2Ψ(k+1) −Ψ(k)) +

1

2τ
‖m−m(k)

1 ‖
2
L2

m
(k+1)
2 = argmin

m
L(m

(k)
1 ,m, u(k), 2Φ(k+1) − Φ(k), 2Ψ(k+1) −Ψ(k)) +

1

2τ
‖m−m(k)

2 ‖
2
L2

u(k+1) = argmin
u
L(m

(k+1)
1 ,m

(k+1)
2 , u, 2Φ(k+1) − Φ(k), 2Ψ(k+1) −Ψ(k)) +

1

2τ
‖u− u(k)‖2L2 .

(34)

From the optimality conditions, we can find the explicit formula for each variable

Φ(k+1),Ψ(k+1),m
(k+1)
1 ,m

(k+1)
2 .

Proposition 12. The variables m
(k+1)
1 ,m

(k+1)
2 ,Φ(k+1),Ψ(k+1), u(k+1)(1, ·) from (34) sat-

isfy the following explicit formulas:

Φ(k+1)(t, x) = Φ(k)(t, x) + σ(AAT )−1
(
∂tu

(k+1)(t, x) +∇ ·m(k+1)
1 (t, x)−m(k+1)

2 (t, x)
)
,

Ψ(k+1)(t, x) =
(
Id + σ(s∗)′

)−1(
Ψ(k)(t, x) + σu(k)(t, x)

)
,

m
(k+1)
1 (t, x) =

V1(u(k)(t, x))

τ + V1(u(k)(t, x))

(
m

(k)
1 (t, x) + τ∇

(
2Φ(k+1)(t, x)− Φ(k)(t, x)

))
,

m
(k+1)
2 (t, x) =

V2(u(k)(t, x))

τ + V2(u(k)(t, x))

(
m

(k)
2 (t, x) + τ

(
2Φ(k+1)(t, x)− Φ(k)(t, x)

))
,

for (t, x) ∈ [0, 1]× Ω,

u(k+1)(1, x) = (G∗)′(−2Φ(k+1)(1, x) + Φ(k)(1, x)), x ∈ Ω,

and Id is an identity operator.

For the explicit formula of Ψ(k+1), if s(t) = c
2 t

2 with c > 0, then the formula can be
simplified to

Ψ(k+1)(t, x) =
1

1 + σ/c

(
Ψ(k)(t, x) + σu(k)(t, x)

)
.
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The following proposition shows the equation from the optimality condition of u(k+1)

from (31).

Proposition 13. If V1 and V2 are affine functions in (33), u(k+1)(t, x) satisfies the fol-
lowing equation for (t, x) ∈ [0, 1]× Ω:(
u(k+1)(t, x)

)3
+
(
u(k+1)(t, x)

)2
(2c3 + k2) +u(k+1)(t, x)(c2

3 + 2c3k2) + (k1 + k2c
2
3) = 0 (35)

where

k1(t, x) = −τ |m
(k+1)
1 (t, x)|2

2c1
− τm

(k+1)
2 (t, x)2

2c2
,

k2(t, x) = −τ∂t
(
2Φ(k+1)(t, x)− Φ(k)(t, x)

)
+ τ
(
2Ψ(k+1)(t, x)−Ψ(k)(t, x)

)
− u(k)(t, x).

Proof. The optimality condition for u(k+1) from (31) gives

− |m(k+1)
1 |2

2c1(u(k+1) + c3)2
− (m

(k+1)
2 )2

2c2(u(k+1) + c3)2
−∂t(2Φ(k+1)−Φ(k))+2Ψ(k+1)−Ψ(k)+

1

τ
(u(k+1)−u(k)) = 0.

Simple algebra leads to (35).

�

From Proposition 13, the optimality condition for u(k+1) leads to the third order poly-
nomial which has an analytical solution. Thus, u(k+1) can be computed through

u(k+1)(t, x) = root+(2c3 + k2, c
2
3 + 2c3k2, k1 + k2c

2
3), (t, x) ∈ [0, 1]× Ω

where root+(q1, q2, q3) is a positive root of a third-order polynomial x3+q1x
2+q2x+q3 = 0.

Together with Proposition 12 and 13, we present the algorithm for the linear case.

Algorithm 3: G-prox PDHG for mean-field information variational problem
with V1, V2 defined in (33)

Input: Initial density u0.
Output: u,Φ,m2 : [0, T ]× Ω→ R, m1 : [0, T ]× Ω→ Rd.

For k ∈ N

For (t, x) ∈ [0, 1]× Ω

Φ(k+1)(t, x) = Φ(k)(t, x) + σ(AAT )−1
(
∂tu

(k)(t, x) +∇ ·m(k)
1 (t, x)−m(k)

2 (t, x)
)

;

Ψ(k+1)(t, x) =
(
Id + σ(s∗)′

)−1(
Ψ(k)(t, x) + σu(k)(t, x)

)
;

m
(k+1)
1 (t, x) = V1(u(k)(t,x))

τ+V1(u(k)(t,x))

(
m

(k)
1 (t, x) + τ∇

(
2Φ(k+1)(t, x)− Φ(k)(t, x)

))
;

m
(k+1)
2 (t, x) = V2(u(k)(t,x))

τ+V2(u(k)(t,x))

(
m

(k)
2 (t, x) + τ

(
2Φ(k+1)(t, x)− Φ(k)(t, x)

))
;

u(k+1)(t, x) = root+(2b+ k2, b
2 + 2bk2, k1 + k2b

2), k1, k2 are defined in Proposition 13
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u(k+1)(1, x) = (G∗)′(−2Φ(k+1)(1, x) + Φ(k)(1, x)).

Note that by introducing an extra dual variable Ψ, the optimality condition for u(k+1)

becomes a third-order polynomial which has an analytical solution. Thus, the linear case
algorithm does not require a second-order optimization method to compute u(k+1) as in
Algorithm 2. The computational complexity of Algorithm 3 is similar to Algorithm 2. We
use FFTW library to compute (AAT )−1 by Fast Fourier Transform (FFT), which takes
O(n log n) operations per iteration, where n is the number of points in time and spatial
grids. The other variables, Ψ, m1, m2, and u, takes O(n) operations to compute over
(t, x) ∈ [0, 1]× Ω. Overall, the algorithm takes O(n log n) operations per iteration.

5.4. Discretization in 2D. Let Ω = [0, 1]2 be a unit square in R2 and the terminal time
T = 1. Since we simulate the formulation on a compact set, we set the following boundary
conditions on m1 for the variational problem (15).

m1(t, x) · ~n(t, x) = 0, (t, x) ∈ [0, 1]× ∂Ω (36)

where ~n is an outward normal vector and ∂Ω is a boundary of Ω. This boundary condition
is equivalent to no-flux condition that means no mass flows through a boundary. For the
numerical experiments, the domain [0, 1]×Ω is discretized with the regular Cartesian grid.
Denote

∆x1 =
1

Nx1

, ∆x2 =
1

Nx2

, ∆t =
1

Nt − 1

where Nx1 , Nx2 are the number of discretized points in x1-axis and x2-axis, and Nt is the
number of discretized points in time. Denote grid points in space and time as

xjl = ((j + 0.5)∆x1, (l + 0.5)∆x2) , j = 0, · · · , Nx1 − 1

l = 0, · · · , Nx2 − 1

tn = n∆t, n = 0, · · · , Nt − 1.

Using notations, we have the following approximations:

u(tn, xjl) ≈ u[n,jl],

Φ(tn, xjl) ≈ Φ[n,jl],

m1(tn, xjl) ≈ [m1][n,jl] = ([m1,x1 ][n,jl], [m1,x2 ][n,jl]),

m2(tn, xjl) ≈ [m2][n,jl].

The subscript n represents the approximation at tn ∈ [0, 1] and the subscript jl represents
the approximation at xjl ∈ Ω. Here, m1,x1 and m1,x2 are x1 and x2 components of m1,
respectively.

The gradient operators are calculated using the first order approximation.

∂x1Φ[n,jl] =
Φ[n,jl] − Φ[n,j−1,l]

∆x1
, ∂x2Φ[n,jl] =

Φ[n,jl] − Φ[n,j,l−1]

∆x2

∂tΦ[n,jl] =
Φ[n+1,jl] − Φ[n,jl]

∆t
, ∂tu[n,jl] =

u[n,jl] − u[n−1,jl]

∆t
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where ∂xi is a partial derivative with respect to xi (i = 1, 2) axis and ∂t is a partial
derivative with respect to time t. The divergence operator for m1 is calculated using the
first order approximation as well.

∇ · [m1][n,jl] = ∂x1 [m1,x1 ][n,jl] + ∂x2 [m1,x2 ][n,jl]

∂x1 [m1,x1 ][n,jl] =
[m1,x1 ][n,j+1,l] − [m1,x1 ][n,j,l]

∆x1
, ∂x2 [m1,x2 ][n,jl] =

[m1,x2 ][n,j,l+1] − [m1,x2 ][n,jl]

∆x2

Note that the partial derivative of Φ with respect to t uses forward difference scheme and
that of u uses backward difference scheme. The partial derivatives of Φ with respect to
x1 and x2 use backward difference scheme and those of m1 use forward difference scheme.
The following proposition justifies our choices of finite difference schemes for each variable.

Proposition 14. Define the discrete partial differential operators of u and m1 as follows

∂tu[n,jl] =
u[n,jl] − u[n−1,jl]

∆t
∇ · [m1][n,jl] = ∂x1 [m1,x1 ][n,jl] + ∂x2 [m1,x2 ][n,jl]

∂x1 [m1,x1 ][n,jl] =
[m1,x1 ][n,j+1l] − [m1,x1 ][n,jl]

∆x1

∂x2 [m1,x2 ][n,jl] =
[m1,x2 ][n,j,l+1] − [m1,x2 ][n,jl]

∆x2
.

(37)

Suppose u satisfies the Dirichlet boundary condition in time

u0,jl = u0(xjl), j = 0, · · · , Nx1 − 1

l = 0, · · · , Nx2 − 1

and m1 satisfies the no-flux boundary condition in space

[m1,x1 ][n,0,l] = [m1,x1 ][n,Nx1 ,l] = 0, n = 0, · · · , Nt − 1,

l = 0, · · · , Nx2 − 1

and
[m1,x2 ][n,j,0] = [m1,x2 ][n,j,Nx2 ] = 0, n = 0, · · · , Nt − 1,

j = 0, · · · , Nx1 − 1.

Then, Φ[n,jl], [m1][n,jl], [m2][n,jl] satisfy the following optimality conditions:

∂tu[n,jl] +∇ · [m1][n,jl] − [m2][n,jl] = 0 (38)

[m1,xi ][n,jl]

V1(u[n,jl])
− ∂xiΦ[n,jl] = 0, (i = 1, 2) (39)

[m2][n,jl]

V2(u[n,jl])
− Φ[n,jl] = 0, (40)

for n = 0, · · · , Nt − 1, j = 0, · · · , Nx1 − 1, l = 0, · · · , Nx2 − 1. The optimality condition
for u[n,jl] is

−
([m1,x1 ][n,jl])

2 + ([m1,x2 ][n,jl])
2

2V1(u[n,jl])2
V ′1(u[n,jl])−

([m2][n,jl])
2

2V2(u[n,jl])2
V ′2(u[n,jl])− ∂tΦ[n,jl] + s′(u[n,jl]) = 0

(41)
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for n = 1, · · · , Nt − 2, j = 0, · · · , Nx1 − 1, l = 0, · · · , Nx2 − 1 and

Φ[Nt−1,jl] +G′(u[Nt−1,jl]) = 0 (42)

for j = 0, · · · , Nx1 − 1, l = 0, · · · , Nx2 − 1. The differential operators of Φ with respect to
time and space are defined as

∂tΦ[n,jl] =
Φ[n+1,jl] − Φ[n,jl]

∆t
,

∂x1Φ[n,jl] =
Φ[n,jl] − Φ[n,j−1,l]

∆x1
,

∂x2Φ[n,jl] =
Φ[n,jl] − Φ[n,j,l−1]

∆x2
,

with Neumann boundary conditions in time and space

Φ[1,jl] = Φ[0,jl], j = 0, · · · , Nx1 − 1,

l = 0, · · · , Nx2 − 1.

Φ[n,j,0] = Φ[n,j,−1], n = 0, · · · , Nt − 1,

j = 0, · · · , Nx1 − 1.

Φ[n,0,l] = Φ[n,−1,l], n = 0, · · · , Nt − 1,

l = 0, · · · , Nx2 − 1

and a boundary condition in time at t = 1 from (42).

Proof. Using the discretization notations that are introduced in this subsection, we dis-
cretize the Lagrangian functional in (30).

L(m1,m2, u,Φ)

≈ ∆t∆x1∆x2

Nt−1∑
n=1

Nx1−1∑
j=0

Nx2−1∑
l=0

(
([m1,x1 ][n,jl])

2 + ([m1,x1 ][n,jl])
2

2V1(u[n,jl])
+

([m2][n,jl])
2

2V2(u[n,jl])

+ Φ[n,jl]

(
∂tu[n,jl] +∇ · [m1][n,jl] − [m2][n,jl]

)
+ s(u[n,jl])

)

+ ∆x1∆x2

Nx1−1∑
j=1

Nx2−1∑
l=1

G(u[Nt−1,jl]).

The optimality condition for Φ[n,jl] can be obtained by differentiating with respect to
Φ[n,jl]

∂tu[n,jl] +∇ · [m1][n,jl] − [m2][n,jl] = 0

for n = 0, · · · , Nt − 1, j = 0, · · · , Nx1 − 1, l = 0, · · · , Nx2 − 1.
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Let us take a closer look at the terms with gradients and divergence operators. Using
the difference schemes defined in (37), it can be rewritten as

Nt−1∑
n=1

Nx1−1∑
j=0

Nx2−1∑
l=0

Φ[n,jl]

(
∂tu[n,jl] +∇ · [m1][n,jl]

)

=

Nt−1∑
n=1

Nx1−1∑
j=0

Nx2−1∑
l=0

Φ[n,jl]

(u[n,jl] − u[n−1,jl]

∆t
+

[m1,x1 ]n,j+1l − [m1,x1 ][n,jl]

∆x1
+

[m1,x2 ][n,j,l+1] − [m1,x2 ][n,jl]

∆x2

)
.

By rearranging the indices,

=−
Nt−2∑
n=1

Nx1−1∑
j=0

Nx2−1∑
l=0

(Φ[n+1,jl] − Φ[n,jl]

∆t

)
u[n,jl]

−
Nt−1∑
n=1

Nx1−1∑
j=0

Nx2−1∑
l=0

(Φ[n,jl] − Φ[n,j−1,l]

∆x1

)
[m1,x1 ][n,jl]

−
Nt−1∑
n=1

Nx1−1∑
j=0

Nx2−1∑
l=0

(Φ[n,jl] − Φ[n,j,l−1]

∆x2

)
[m1,x2 ][n,jl]

+

Nx1−1∑
j=1

Nx2−1∑
l=1

1

∆t
(Φ[Nt−1,jl]u[Nt−1,jl] − Φ[0,jl]u[0,jl]).

From above, we define partial differential operators of Φ as

∂tΦ[n,jl] = (Φ[n+1,jl] − Φ[n,jl])/∆t,

∂x1Φ[n,jl] = (Φ[n,jl] − Φ[n,j−1,l])/∆x1,

∂x2Φ[n,jl] = (Φ[n,jl] − Φ[n,j,l−1])/∆x2.

Putting back to the Lagrangian functional, we get

L(m1,m2, u,Φ)

≈ ∆t∆x1∆x2

Nt−1∑
n=1

Nx1−1∑
j=0

Nx2−1∑
l=0

(
([m1,x1 ][n,jl])

2 + ([m1,x1 ][n,jl])
2

2V1(u[n,jl])
+

([m2][n,jl])
2

2V2(u[n,jl])
− Φ[n,jl] [m2][n,jl]

− ∂x1Φ[n,jl][m1,x1 ][n,jl] − ∂x2Φ[n,jl][m1,x2 ][n,jl] + s(u[n,jl])

)

−∆t∆x1∆x2

Nt−2∑
n=1

Nx1−1∑
j=0

Nx2−1∑
l=0

∂tΦ[n,jl]u[n,jl]

+ ∆x1∆x2

Nx1−1∑
j=1

Nx2−1∑
l=1

Φ[Nt−1,jl]u[Nt−1,jl] − Φ[0,jl]u[0,jl] +G(u[Nt−1,jl]).

By differentiating with respect to [m1,xi ][n,jl] (i = 1, 2), [m2][n,jl], u[n,jl], we achieve the
optimality conditions (39), (40), (41).
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From Proposition 14, the variational problem solves the following PDE:

∂tu+∇ ·m1 = m2

∂tΦ +
1

2
V ′1(u)|∇Φ|2 +

1

2
V ′2(u)Φ2 = s′(u)

u(0, x) = u0(x), Φ(1, x) = −G′(u(1, x)), x ∈ Ω.

(43)

Note that solving this system of PDEs is computationally challenging. The PDE of u
evolves forward in time with an initial condition u0 and that of Φ evolves backward in
time with a terminal condition −G′(u(1, x)). Solving the PDEs using the finite difference
methods is difficult due to the strict CFL condition (the ratio of ∆t, ∆x1, ∆x2). Further-
more, using finite difference schemes that are implicit in time is also challenging because
there is no simple formula of u[n,jl] in terms of u[n−1,jl], [m1][n,jl], [m2][n,jl] that satisfy the
PDE of Φ (43). With nonlinear V1 and V2, it becomes even more difficult to use any finite
difference schemes.

Instead of solving PDEs directly using finite difference schemes, the algorithm computes
the saddle point of a variational problem (15) that satisfies the optimality conditions in
Proposition 14. Thus, the saddle points are in fact the solutions to the PDE (43). Further-
more, by (38) and (41), the algorithm solves (43) with implicit finite difference schemes
(forward in time for u and backward in time for Φ). Thus, the algorithm circumvents the
numerical difficulties coming from the strict CFL conditions.

6. Numerical Examples

In this section, we present two sets of numerical experiments using the Algorithm 2
with different V1, V2 functions. We wrote C++ codes to run the numerical experiments.
For all the experiments we used the discretization sizes Nx1 = Nx2 = 128, Nt = 30 and
c = 0.1. Furthermore, in the numerical experiments, we use

F(u(t, ·))(x) = −c
∫

Ω

(
u(t, x) log u(t, x)− u(t, x)

)
dx,

with a given positive constant c.

6.0.1. Numerical Example 1. The numerical simulations are based on the choice of

V1(u) = u and V2(u) = uα

where α > 0. The choices are from Example 5 in Section 4. We show how varying
the exponent α affects the evolution of the densities. Below are the initial and terminal
densities used in the simulations.

u0(0, x1, x2) = 10 exp
(
−60

(
(x1 − 0.3)2 + (x2 − 0.7)2

))
+ 1

u1(0, x1, x2) = 20 exp
(
−60

(
(x1 − 0.7)2 + (x2 − 0.3)2

))
+ 1.
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Furthermore, we use the terminal functional

G(u(1, ·)) =

∫
Ω
iu1(x)(u(1, x)) dx (44)

where

iu1(x)(u(1, x)) =

{
0 if u(1, x) = u0(x)

∞ otherwise.

This function is equivalent to the following discrete form:

i[u1][jl](u[0,jl]) =

{
0 if u[Nt−1,jl] = [u1][jl]
∞ otherwise

for j = 0, · · · , Nx1 − 1 and l = 0, · · · , Nx2 − 1. Recall that, from Proposition 14, the
boundary condition of Φ at t = 1 is given by

Φ[Nt−1,jl] = −(i[u1][jl])
′(u[Nt−1,jl]).

However, dealing with the derivative of i[u1][jl] is computationally challenging because it is

non-differentiable and discontinuous. Since the function is convex, we may use a property
Legendre transform, i.e.,

(f∗)′ = (f ′)−1

for any convex function f . Using the property, we get the boundary condition of u at time
t = 1,

u[Nt−1,jl] = (i∗[u1][jl]
)′(−Φ[Nt−1,jl])

where
i∗[u1][jl]

(Φ) = sup
u∈R

u · Φ− i[u1][jl](u) = [u1][jl]Φ.

Thus, we have
u[Nt−1,jl] = [u1][jl].

In other words, the terminal functional (44) is equivalent to the boundary condition of u
in time at t = 1.

The variational problem (15) is solved with these initial conditions using Algorithm 2.
The solution of the variational problem represents the evolution of the density u from
initial density u0 at time t = 0 to terminal density u1 at t = 1 that satisfies the system
of PDEs (43). The results are shown in Figure 1, Figure 2 and Figure 3. In Figure 1,
the plots show the evolution of densities from time t = 0 to t = 1. The first row is from
V2(u) = u, the second row is from V2(u) = u2, the third row is from V2(u) = u3 and the
last row is from V2(u) = u4. The Figure 2 shows the cross sections of the 2d plots from
Figure 1 along a line x+ y = 1.

Note that the function (u,m) 7→ ‖m‖22
2V (u) is nonconvex when V (u) = uα and α > 1.

Thus, the solutions for V2(u) = u2, u3, u4 of the variational problems are not unique and
the numerical results may not represent the global minimizer of the formulation (15).
However, the algorithm converges to a local minimum and the convergence plot can be
seen in Figure 3. In Figure 3, the vertical axis represents the value of the energy functional
given in (13) and the horizontal axis represents iterations.
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Figure 1. Example 1: Snapshots of the densities at different times t.
Each column shows the results at t = 0 (column 1), t = 0.24 (column
2), t = 0.48 (column 3), t = 0.72 (column 4), t = 0.9 (column 5), t = 1
(column 6). The first, the second, the third and the fourth rows represent
V2(u) = u, V2(u) = u2, V2(u) = u3, V2(u) = u4, respectively. V1(u) = u for
all simulations.

6.0.2. Numerical Example 2. The numerical simulations are based on the choice of V2(u) =
u(u−1)

log u which is from the Fisher-KPP equation in Example 7. In particular, this result

compares the following three sets of functions.

V1(u) V2(u)
1 u u(u− 1)/ log u
2
√
u u(u− 1)/ log u

3
√
u u

Below are the initial and terminal densities used in the simulations.

u0(0, x) = 15 exp
(
−80

(
(x− 0.5)2 + (y − 0.5)2

))
+ 1

u1(0, x) = 15 exp
(
−80

(
(x− 0.3)2 + (y − 0.3)2

))
+ 15 exp

(
−80

(
(x− 0.7)2 + (y − 0.7)2

))
+ 1.
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Figure 2. Example 1: Cross sections along a line x + y = 1 for different
time t. Each color represents V2(u) = u, V2(u) = u2, V2(u) = u4.

Figure 3. Example 1: The convergence plot from the Algorithm. The x-
axis represents iterations and y-axis represents the energy defined in (13).

As in example 1, the terminal functional is defined as

G(u(1, ·)) =

∫
Ω
iu1(x)(u(1, x)) dx.
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The variational problem (15) with these initial conditions are solved using Algorithm 2.
The results are shown in Figure 4 and Figure 5. This example is also computed from our
Algorithm 2. Figure 4 demonstrates the evolution of densities for different V1 and V2 for
the time interval [0, 1]. Figure 5 shows the optimal control energy functional value for
different choices of V1, V2. The evolution of density functions are similar, but the energy
functionals are different.

Figure 4. Example 2: Snapshots of the densities at different times t.
Each column shows the results at t = 0 (column 1), t = 0.24 (column 2),
t = 0.48 (column 3), t = 0.72 (column 4), t = 0.9 (column 5), t = 1 (column

6). The first row is from (V1(u) = u, V2(u) = u(u−1)
log u ), the second row is

from (V1(u) =
√
u, V2(u) = u(u−1)

log u ) and the last row is from (V1(u) =
√
u,

V2(u) = u).

7. Discussion

In this paper, we applied a novel generalized mean field control for nonlinear reaction-
diffusion equations. Several mean-field information variational problems and dynamics in
unnormalized density space are presented. In computations, we focus on mean field control
problems. And we design primal-dual hybrid gradient methods to compute these general-
ized optimal transport and mean-field control problems. In future work, we shall design
and compute unconditional stable implicit time schemes for reaction-diffusion equations
using mean field control problems.
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Figure 5. Example 2: The convergence plot from the Algorithm. The x-
axis represents iterations and y-axis represents the energy defined in (13).

The blue line represents the solution of V1(u) = u and V2(u) = u(u−1)
log u and

converges to 0.00029. The orange line represents the solution of V1(u) =
√
u

and V2(u) = u(u−1)
log u and converges to 0.0135. The green line represents the

solution of V1(u) =
√
u and V2(u) = u and converges to 0.0183.
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[2] L. Ambrosio, N. Gigli and G. Savaré. Gradient Flows in Metric Spaces and in the Space of Probability
Measures. Lectures in Mathematics ETH Zurich, Birkhauser Verlag, Basel, 2nd ed. 2008.

[3] J.D. Benamou and Y. Brenier. A Computational Fluid Mechanics Solution to the Monge-Kantorovich
Mass Transfer Problem. Numerische Mathematik, 84(3):375–393, 2000

[4] P. Cardaliaguet, F. Delarue, J. Lasry, and P. Lions. The master equation and the convergence problem
in mean-field games. arXiv:1509.02505, 2015.

[5] J.A. Carrillo, K. Craig, L. Wang and C.Z. Wei. Primal Dual Methods for Wasserstein Gradient Flows.
Found Comput Math, 2021.
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