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ABSTRACT. The transmission eigenvalue problem is a type of non-elliptic and non-selfadjoint
spectral problem that arises in the wave scattering theory when invisibility /transparency
occurs. The transmission eigenfunctions are the interior resonant modes inside the scatter-
ing medium. We are concerned with the geometric rigidity of the transmission eigenfunc-
tions and show that they concentrate on the boundary surface of the underlying domain in
two senses. This substantiates the recent numerical discovery in [10] on such an intriguing
spectral phenomenon of the transmission resonance. Our argument is based on generalized
Weyl’s law and certain novel ergodic properties of the coupled boundary layer-potential
operators which are employed to analyze the generalized transmission eigenfunctions.
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1. INTRODUCTION

We first introduce the time-harmonic acoustic wave scattering, which is the physical
origin of the transmission eigenvalue problem in our study and moreover shall be used to
motivate our mathematical analysis.

Let D be an open connected and bounded domain in R¢, d > 2, with a C> smooth bound-
ary 0D and a connected complement Rd\ﬁ. In the physical setting, D signifies the support
of an inhomogeneous medium scatterer located in an otherwise uniformly homogeneous
space. The medium parameter is characterised by the refractive index which is normalised
tobe 1in R\ D and is assumed tobe Q@ € R and Q # 1in D. Set V = (Qz—l)XD+OXRd\E7

which is referred to as the scattering potential. Let vy € C>®(R%) be an impinging wave
field which is an entire solution to (A + k*)¢p = 0 in R?, where € R signifies the an-
gular frequency of the wave. The impingement of 1)y on the scattering potential (D, V), or
equivalently on the scattering medium (D, @), leads to the following Helmholtz system for
the total wave field ¢ € H. (R9):

A+ K21+ V) =0 in RY

d+1 (1.1)
(Or —1K)(¥ —tho) =O(r™ 27) as r— oo,

where i := v/—1 and r := |z| for # € R%. The last limit in (1.1) is known as the Sommerfeld
radiation condition which holds uniformly in the angular variable  := 2/|z| € S¥~! and
characterises the outgoing nature of the scattered ¥® := 1 — 1)9. The well-posedness of the
scattering system (1.1) is known (cf. [11]) and in particular it holds that

1RT

1
Y(z) = tho(z) + mlﬁm(@) +0 <r(d+1)/2) as r — +o00. (1.2)

In (1.2), 1o is referred to as the far-field pattern which encodes the scattering information

of the underlying scatterer under the probing of the incident wave 9. An inverse problem of

industrial importance is to recover (D, V) by knowledge of ¢, It is clear that the recovery

fails if ¢, = 0, namely invisibility /transparency occurs. In such a case, one has by the
1
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Rellich theorem [11] that 1) = ¢y in R¥\D. Hence, if setting u = 1|p and v = 1o |p, it holds
that
Au+r2(14+V)u=0 in D,

Av+ K?v =0 in D, (1.3)
u=uv, Oyu=0aw on 0D,

where and also in what follows v € S stands for the exterior unit normal to dD. That
is, if invisibility /transparency occurs, the total and incident wave fields fulfil the spectral
system (1.3), which is referred to as the transmission eigenvalue problem in the literature.

Let us consider the spectral study of the transmission eigenvalue problem (1.3). It is clear
that u = v = 0 are trivial solutions. If there exist nontrivial u € L?(D) and v € L?(D) such
that u —v € H3(D) and the first two equations in (1.3) are fulfilled, then & is referred to as
a transmission eigenvalue and u, v are the corresponding transmission eigenfunctions. It is
emphasised that in this paper, we are mainly concerned with real transmission eigenvalues,
namely £ € Ry, though there exist complex transmission eigenvalues. The transmission
eigenvalue problem is non-elliptic and non-selfadjoint, and this is partly evidenced by setting
w = u — v and verifying that

(A+r*)(A+K*(1+V)w=0 in Hi(D), (1.4)

which is a fourth-order PDE eigenvalue problem and quadratic in A = 2. The following

connection of the transmission eigenfunctions with the scattering problem (1.1)—(1.2) shall
be a useful observation for our subsequent study.

Theorem 1.1 ( [6]). Suppose that k € Ry is a transmission eigenvalue and u,v € L*(D)
are the associated transmission eigenfunctions to (1.3). Then for any sufficiently small
e > 0, there exists g- € L*(S%1) such that

o = vllop) <. vaula) = [ explina-0)g.(6) ds(o). (15)

Moreover, if taking vy = vy in (1.1), one has ||l L2(sa-1) < Cyie and ||u — 2y <
Cv e, where Cy, is a positive constant depending only on V and k.

In the physical setting, v,, is referred to as a Herglotz wave, and Theorem 1.4 states that if
u, v are transmission eigenfunctions, they respectively correspond to the total and incident
wave fields (restricted in D) from a nearly invisible/transparent scattering scenario.

The transmission eigenvalue problem was first proposed and studied in [9,23]. The ex-
clusion of the transmission eigenvalues can guarantee the injectivity and dense range of the
far-field operator and hence the validity of a certain reconstruction scheme for the inverse
scattering problem mentioned earlier. Applications to invisibility cloaking of the transmis-
sion eigenfunctions were discussed in [20,27]. The spectral properties of the transmission
eigenvalues have been extensively and intensively studied in the literature, and we refer
to [7,11,26] for reviews and surveys on the existing developments on this aspect. Recently,
several intrinsic geometric properties of the transmission eigenfunctions were discovered and
investigated. In [4-6], it is shown the transmission eigenfunctions are generically vanishing
around corners or high-curvature places of dD. In [10], it is found that “many” trans-
mission eigenfunctions tend to localize around on 9D in the sense that the L2-energies of
those eigenmodes are concentrated in a neighbourhood of dD; see Fig. 1 for two typical
numerical illustrations, where the transmission eigenfunctions are plotted associated with
different (D, V)’s. It is highly intriguing to have the following observations:

(1) Tt is clear that the transmission eigenfunctions are interior resonant modes which
exhibit highly oscillatory patterns. Interestingly, the high oscillations of these res-
onant modes are localized on dD. The study on the eigenfunction concentration is
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FIGURE 1. Transmission eigenfunctions to (1.3) associated with @ = 8 (or
equivalently, V' = 63) for different D’s and x’s. In Figures (a) and (b), the
domain D is a central disk of radius 1. In Figure (c), D is an ellipsoid.
Figure (d) is the slice plotting of Figure (¢) at z3 = 0 for x = (a:j);-’zl € R3.

a central topic in mathematical physics and spectral theory; see e.g. [36] and the
references cited therein. However, the concentration phenomenon presented here
is peculiar and different from the existing ones in the literature for the classical
eigenvalue problems. Hence, it represents a new spectral phenomenon.

(2) The physical intuition to explain the surface-localizing behaviour can be described
as follows. According to Theorem 1.1, the transmission eigenfunctions are (at least
approximately) restrictions of the incident and total wave fields when invisibil-
ity /transparency occurs. Hence, in order to reach the invisibility/transparency,
a ‘smart’ way for the propagating wave is to ‘slide’ over the surface of the scattering
object, namely (D, V), and return to its original path after passing through the
object. This clearly gives rise to the regular pattern depicted in Fig. 1, where the
wave fields inside the object clearly propagates along the surface 0D.

(3) The surface-localization indicates that the transmission eigenfunctions carry the
geometric information of the underlying scattering medium and hence is a global
geometric rigidity property. This spectral property has been proposed for super-
resolution wave imaging, generation of the so-called pseudo plasmon modes with

a potential bio-sensing application and the artificial electromagnetic mirage effect
[10,14].

However, the discovery in [10] is mainly based on numerics, though the case within radial
geometry is verified rigorously [10,13] by using the analytic expressions of the transmission
eigenfunctions via Bessel and spherical harmonic functions. It is the aim of this paper to
derive a theoretical understanding of this peculiar spectral phenomenon. First, we make
essential use of the layer-potential operators, especially the so-called Neumann-Poincaré
operators, which are used to reformulate the transmission eigenvalue problem (1.3) as a
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spectral system associated with coupled integral equations. Treating those potential op-
erators as pseudo-differential operators and exploiting their quantitative properties, we
introduce a certain generalized transmission eigenvalue problem which approximates the
original transmission eigenvalue problem in a certain sense. Second, we show that the (lo-
cal) Dirichlet energy of the generalised transmission eigenfunctions are localized around 0D
with quantitative characterisations. Then via quantum ergodicity, we can also establish that
the generalised transmission eigenfunctions are quantitatively localized around 0D almost
surely. In establishing those quantitative results, generalized Weyl’s law and certain novel
ergodic properties of the coupled layer potential operators are explored. Finally, we would
like to remark briefly that throughout our study, it is assumed that 0D is C*° smooth and
@ =1+ V is a constant, though the numerics in [10] indicate that the surface-localizing
property should hold in more general scenarios with Lipscthiz domains and variable Q;
see the numerical illustrations in Fig. 1 as well. However, even in the current setup, the
study presents significant technical difficulties and challenges. We believe the theoretical
framework developed in this paper can be used to treat similar phenomena for transmis-
sion resonances arising in electromagnetic and elastic scattering. Moreover, we shall mainly
consider the case that d > 2. In fact, the case d = 2 can be treated within our framework,
but with different calculations and analysis. In order to be focusing in our study, we stick
to the case d > 3, which presents more theoretical challenges.

The rest of the paper is organized as follows. In Section 2, we present the integral refor-
mulation of the transmission eigenvalue problem (1.3) as well as the quantitative properties
of the layer-potential operators as pseudo-differential operators. In Section 3, we present
the generalized transmission eigenvalue problem and discuss its properties. Section 4 is
devoted to the main results on the surface localization as well as the corresponding proofs.

2. INTEGRAL FORMULATION AND LAYER-POTENTIAL OPERATORS

2.1. Preliminaries. From this section and onward, let us only consider D C R¢ with
0D € C* and d > 3. We discuss the layer potential formulism (cf. [11,16,22,28,34]). For
a given k € R, we introduce the single- and double-layer potential operators as follows:

Spplol(x) = - Gr(z —y)o(y)do(y), (2.1)

Diplel(x) = - Oy, Gr(x — y)o(y)do(y), (2.2)
for z € R?, where and also in what follows vy signifies the exterior unit normal vector at
y € 0D and Gy, is the outgoing fundamental solution of the PDO A + k2 in R¢ given by

Gl =) = (Car® 1) (sle — )~ 5" H, (sl — ). (2.3)

Here, Cy is some dimensional constant and H ((11_)2 is the Hankel function of the first kind

and order (d — 2)/2. It is known that the singleQ—layer potential S5, satisfies the following
jump condition on 9D:
0,k 1 -
Y (SEplel)™ = (F5 L+ K5p7)1e], (2.4)

where the superscripts + indicate the limits from outside and inside D respectively, and
5p" 1 L2(0D) — L*(dD) is the Neumann-Poincaré operator defined by

Kép*lo)(x) := - 00, Gr(x — y)o(y)do(y) . (2.5)
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By an abuse of notations, whenever no confusions arise, we denote the restriction of the
layer potential operator onto the boundary with the same notations, i.e. we write S5, :
L?(0D) — L?*(0D) and Djp - L*(0D) — L?*(0D).

With the above preparation, we consider the transmission eigenvalue problem (1.3) by
taking

u=3858lel, v=38hple] on D, (2.6)
where (¢, p) € L?(0D) x L?>(0D); and via (2.4), we rewrite (1.3) into the following boundary
integral system:

1 i Q* 1_SgD <¢) = <O> ; (2.7)
=l + K55 —(=31+K5p7)) \¥ 0

or that
K 1 KQ* 1 K% Kk 1— K
o= IS5l 58, (5T K380 — (- + 5" IS5l 558 ) 1ol =0 (28)

Instead of (1.3), we shall consider (2.6)—(2.8) in what follows.

We shall treat the layer potential operators in (2.6)—(2.8) as pseudo-differential operators
in our subsequent analysis. For clarity and self-containedness, we briefly discuss the pseudo-
differential operators and refer to [18,19] for more relevant details. Throughout the rest
of the paper, we let h := k=1 and ®SO}"* denote the pseudo-differential operator with the
action Op, j := F) Lom, o Fj,, where Fj, is the semi-classical Fourier transform, 9, is the
action with multiplication by a and a belongs to the symbol class of order m. For clarity,
we have

Fiuf () = (2mh)=%? / e F(y) dy, (2.9)
Rd
and
Onuf(e) = Cany [ [ 0 a (T ) sy v (20

It is noted that Op, j is uniquely defined modulus h®SOT ! if a € S™(T*(9D))), where
T*(0D) signifies the cotangent space of D. Here, we briefly mention the following notations
and definitions that are used in our study:

Uui=oD, Fi:x'(U) - Ui xR, > g2 =1, spt(vy) C Uy

S™(T*(8D)) ::{a . T*(D)\AD x {0} — C;
0= 3 GiE? (B W) i € §7(Us = Rd-l\{on};
S™(U; x R\ {0}) ::{a (U x (RT1\{0}) — C;

a € C(U; x (RT1\{0})), |020a(x,€)| < caﬁ(,gbwa}

Given an operator <7, € ®SO}', we also denote the symbol (under a given coordinate
system):

Py, ('1"’5) = CL(SL‘,&) if ) = Opa,h' (211)
Notice that the principal symbol p, (z,&)(mod hS™ 1(T*(dD))) is independent of the
choice of the coordinate system. In (2.11), we define the operator via the Weyl quanti-
sation. It is remarked that one can also use the left or right quantisation, but this will
not affect our subsequent analysis since the principal symbol of the operator is independent
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of the choice of the quantisation (cf. [3]). For notational sake, we also recall the smooth
symbol class of order m, S™(T%(0D)), as

S™(IT(0D)) = {a :T*(0D) = Csa =Y iFy (F7 ) (i)ai), a; € S™(U; x Rd_l)} :
S™U; x R = {a U; x R = Cha € C°(U; x R

080%a(2,6)] < Cag(1 + ra%”f} |

2.2. Layer potential operators as ®SO’s. In this subsection, we compute the principal
*

symbols of of Sgg and ICS% , and also derive some quantitative properties of these operators.
First, we briefly introduce the geometric description of D C R?, and we also refer to [] for

a similar treatment. Let X(z): 2 € U € R+ 9D C R? be a regular parametrization of

the surface dD. We often write the vector X; := 387%" j=1,2,...,d—1. One has that the

the normal vector is given as v := x?;llXj /| x?;% Xj|. Let V denote the standard covariant

derivative on the ambient space R%, and II be the second fundamental form defined on the

tangent space T'(0D). Next, we introduce the following matrix A;;(z),x € D , defined as

A(z) == (Ajj(2)) = (L(Xi, X)), v) -
Let g = (gi;) be the induced metric tensor and (¢¥) = g~1. We write H(z),z € dD as the
mean curvature satisfying

d—1

tro@) (A(@)) == > g¥(x)Aij(x) = (d — 1)H(z).

1,j=1

We write V as the_LeVi—CiVita connection on 9D and V that on the ambient Euclidean
space. Let I‘fj and Ffj be the Christoffel symbols such that

d—1 d
VX = ZF%Xk, Ve ej = fojek for i,5=1,....d—1,
k=1 k=1

for the basis {e;}i=1,..4—1 = {Xi}i=1,...a—1 and eg = v. It is noted that for a fixed z € 9D, if
one takes the geodesic normal coordinate in a neighborhood of x to give z € Dom(exp,,) C
T,(0D) 2 RT! s X(2) := exp,(z) € OD, then at the point z, we have that g;;(z) = &;;
and Flij(a:) = 0 for 4,j,l = 1,...,d — 1. Here and also in what follows, & signifies the
Kronecker delta. Moreover, if we choose on the ambient space the semi-geodesic normal
coordinate in a neighborhood of x, which is given in a neighbourhood of = € 9D as («, s),
X(a, 5) = exp,(a)+ sv(exp,(a)), we have f‘éj(m) = Fﬁj(:c) = 0forl # d and f‘%(m) = Ajj(x).
Now, for y = exp,(dw) with § € Ry and w € S9!, we have (cf. [8,21,25]):

Yy = + dw — %52(A(a:)w,w) v(z) + 08,
v(y) =v(z) + JA(x)w + %(52 [0,A(z)w — ]A(x)w[QV(:U)] +0(8%),
k(g =1 + é52 Ric, (w, w) + O(8%)

14 éaQ [(d = V) H(@){A@)w,w) — |A@@)w]?] + O(6%),

(2.12)

where Ric signifies the Ricci and curvature.
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Next, for the fundamental solution Gy, introduced in (2.3), by using the analytic properties
of the Hankel function (cf. [24]), one can have by direct calculations that

;

Rd—2 Cdn2_d|x . y|2—d + C’dn4_d|x . y|4—d + C’dliﬁ_d|x . y|6—d

+0 (¥ Yz — y[®~9) | when d > 2,d # 4,6;

[\
1

k2| Car™2|a — y| 2 + Cy log(kla — y|) + Cur?lz — y|?
Gz —y) = - . (2.13)
+0 (k*z —y|*) | when d = 4;

Kk Cor ™o — y| = + Cor 2|z — y| =2 + Ce log(k|z — y])

+0 (k*|lz — y|?) | when d =6;
and when d > 2:

0, Gz —y) = K972 Ca(2 — d) K> v, w — g — y| ¢
(2.14)
+ Cald = Ay vp, @ =yl =y~ + O (K z — yP ) ] :

where and also in what follows Cy, Cy, C:'d signify some dimensional constants.
Using (2.13), (2.14) and (2.12), together with direct though tedious calculations, one has
that when d # 4, 6:

Gro(z —y) do(y)
= (rQ)"? [CdQQ_d(/‘é5)2_d + CaQ (k)" 4 Calr6)* % + O((r6)* %)

%m(x)w,wﬂ + % (d— DH@)A@w,w)  (2.15)

+Cd/€_2Q2_d(K5)4_d<
1 _ _
—glAP ) + 020
and when d = 4:

Gr(r —y)do(y)

— (Q)[CaQ 3 (w0)? + CaQlo(QD) + Calid)? + O((w3)) (2.16)
FOR2Q 2 (i(A(a:)w,w>2 + %H(@(A(x)w,m - é|A(m)w|2) + (9(,{—2(1@5))] dy:

and when d = 6:
Gro(z —y)do(y)
= (kQ)* [CGQ_Q(K(S)_4 + Cs(k0) 2 + CsQlog(kQ8) + O((k6)Y) (2.17)

+Cor Q60?5 (Aol + H@)(Ale)o) = AP ) +O06(:0) ™) s

as well as that when d > 2:
0, Grg(z —y) do(y)
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_ (kQ)*? B 2-d/,. \2—d 5 o0 a—dy, s\A—d
= 5 Ca(2 —d)Q (ko)™ (A(z)w,w) + Cq(4 — d)Q* (k)" “(A(z)w, w)

2—-d

FO((0)°~4) + Caf2 = 2@ 4e0) 4 (25

(A(x)w,w)3 (2.18)

5 (0= DH@ A0~ AP (A)e.s) ) + Ol w0

Next, by using the Fourier transform (2.9) with respect to q := kéw = h~!dw, together
with the use of the results derived in (2.15)—(2.16), one can obtain by direct though tedious
calculations the following principal symbols around & = y in the geodesic normal coordinate
(here, we also refer to [1,2,29,30] for related results in the literature), when d # 4, 6:

p,{‘ggg (:E7 5)
= [OdQ2—dfq [1a27) (€) + Ca@'~17, [lal"~] (&)

+CaQ ", [10] (€) + O + Cah? Q> F, [2gd|q|d<A(x>q, 9)*(2.19)

5 (d= DH@RE A0~ glal 4@ | (€ + 002 )]

and when d = 4:

angg ('% 5)
= Q" [cdcf-dfq [1a127] (&) + CaQ' =7, log(lal)] (¢)

+CaQ"Fy [Jal°] (©) + 01 ) + Cah?Q* R, [2gd|q|‘d<A(:c>q, 9)*(2.20)

5 (@ DH@EA@a.0) - Glal AR | (€ + Ol )

and when d = 6:

pﬁsgg (xa 5)
= Q" {cdcz”fq [1a2-%] (€) + CaQ*~7, [lal~] (&)

+CaQ' =" Fy log(1a)] (§) + O(IE T + Cah?Q* ", [%\qrdm@:)q? a)* (2:21)

5 (d= DH@EA@a.0) - glalA@aP)(©) + 00l |

and when d > 2:

megg*(x’é-)
d—2 ~
= | Cul2 = Q™ [l A@)a, @)] (€) + Cal4 = DQF, [l A(@)a, )] (€)

FOUEP) + Cul2 = Q7| 2Ll ). (222)

+5 (@ = DH@ A0 = gl AP (A0 | € + 0wl ).
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Finally, by letting q = (qj)?zl and £ = (§j);l:1, one can deduce the following relations by
direct calculations:

Fo |lal?~) (€) = Kuale ™. Fy [lal*~") (€) = Ka.alg| ™ for d # 4

e _ Kygl¢|™ ford =14
Fo|lal5| (&) = Kzale| ™ for d £ 6, F[l =q M :
o [l (€) = Koalél ™ for d £.6, 7 log(lab) (€ { oS g
Fq _Clz'q]'!qrd} (&) = —K540:0;[¢],  Fy [qz'qg'lﬂﬂz_d} (§) = —K1adi0i1¢] 715 (2.23)
Fy [wasanailal =] () = Ks.a0:0,00011¢]

Fq qu%qmmqnW_z_d} (&) = —Kg,40i0; 03 010m0n| | ;

where K4, j = 1,2,...,6 are dimensional constants. By combining (2.19)-(2.23), we can
further obtam

pmggg (.CC, 6)

= Calel™ + CaQE] ™ + CaQel 7 + O(€ T
d—1

d
+h2<8K1d D Aij(x) Ap()0:0;00011€| (2.24)
i,5,k,l=1
1 d—1
—gK2ald ZAW )2i0;€ ™ —K3d > Ail(x) A (z )@‘@"é\l)
7] 1 ,],k
O(h?*[¢[™"),
and
pHIng*(m’f)
1 d—1
= 2[ Ca(2—d ZAU 0,05[€] — Cal4 - d)Q* D Aij(2)0:0;1¢ 7" + O(I¢] )
1,j=1 4,j=1
2| 2—d = 3
+H2 = dh™| = —— Ky > Ai(@) Ap(@) Ann (2)0:0;010,0m0n €[> (2.25)
i,5,k,l,m,n=1
1
+gHsald Z Aij(2) Api(7)0;0;0,0, /]
ij:l 1

d—1
——Kg 4 Z Az’j(x)Akm(w)Aml(96)37;5]‘31931\5\] +O(h2\§’_4)] ;

,7,k,l,m=1

where éd, éd are another set of dimensional constants.
Finally, we would like to point out that by tracing back the computations in (2.24), one

can see that the derivation of the principal symbol of ké’gg, namely p, oro (z,€) is contained
oD
in:
Cale] ™! + CaQ?I€[ 7> + CaQ €] + O(€] ™) = Q7' BG1((0, ) NQ ')

where G1(-) is G.(-) with k = 1; (0,2) € R? with 2/ € R%"!; and § is standard Fourier
transform, namely J, in (2.9) with h = 1, but associated with 2’ € R4~!,
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In summarizing the derivation and discussion so far in this subsection, we present the
following lemma.

Lemma 2.1. The operators S g and IC"’D can be decomposed as follows:

« h
S5 =n (S +n28"G) and K5E" =3 (K +h72K79) (2.26)
where

S"¢ e #50; !, 8"Y € #50;°  and K" € #50; !, K¢ € #S0;°,

and in the geodesic normal coordinate, we have

psi?(xvé.)

= QUEGH((0,)))(Q 7€) = Cale| ! + CaQ2le| ™ + CaQUE " + Ol 7T, (2.27)
pSnQ(x7£)

1

- g, j;‘lA” 2) A (2)0:0; 0 01[€] — G o0 (d = 1) H () X (2.28)
d—1 d—1
> Aij(x)0:051¢] " Kscr > Ain(x) A (2)2:0;1€] 71 + O(I1€| ™),
i,j=1 .5,k

and
p,CnQ(x7§)

d—1
= —Cy2- Z Ay (@)0951€] — Cald — d)Q? > Ay()0:051] 7 + O(l¢]°)(2:29)
i,j=1 i,j=1
p}ciﬁg(xvg)
2-d "
= (2-4d) ( — g Kua > Aij(@) Ap() Ann (2)0i0; 04 010mOn €[ (2.30)

7jklﬂ”Ln*l

1
2 Ksa(d Z Ajj(2) A (2)0:0; 0,01 €]
1,7,k,l=1
d-1
—~Kea Y Aij($)Akm($)Aml(l')aiajakal|€|>+O(|£|_4)a

iaj7k7l7m:1

where Cy, Cy, Cy, éd, 5d and Kj 4,5 =1,...,6 are dimensional constants.
d—
It is also noted that Qd_QSf? and %K'ﬁ? are the principal parts of the operators /@Sgg
and KICS%*, respectively.

2.3. Layer potential operators associated with a surface in D. For the subsequent
use, we shall also need to consider layer potential operators defined on surfaces in D, which
correspond to the boundaries of certain interior domains. To that end, for a given R € R,
let us consider a surface I'r C D which has a global C'*° diffeomorphism Fgr : 0D — I'r
and satisfies dist(I'g, D) > R. Consider a smooth vector field X in D C R? which may
coincide with either a tangent vector field or a normal vector field v when restricted on
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I'r. Let us also write X (f) = df(X) = El 1 Xi(2)0; f(x). Then we consider the following
operator Sf,, : L2(9D) — L*(dD) and X o SgD L*(0D) — L?*(dD):
Sipldl(@) == (S5pl@]) (Fr(@)) (X ° 351)) [¢](z) := [X o (S5ple])] (Fr(z))  (2.31)

for z € OD and vp,(,) is a normal of I'g at the point Fr(z). For a simple illustration, if
D is strictly convex and contains the origin 0 € R? with dist(0D, 0) > 0, then for any 0 <

R < dist(0D, 0) we can choose I'p = ( m) 0D and Fr(z) = (1 - W) x

Lemma 2.2. Given R € Ry and a surface T'r C D with dist(I'r,0D) > R and a smooth

vector field X in D, the operators S”g and X/o\:S’/”D can be decomposed as follows:

S8 = QF YRS, ), 232)
a>0
X osgg = Z B4 el (Xo SNQ) ord—1—|o| (2.33)
a>0
where
- P a1l
SﬁQa7_d_1—\a| ) (X OSHQ)&,—d—l—\M c (I)Soh || ’ (234)
and
=3 g1
psa, @8] < CaaR™ 5 loljg o101l

(‘(:‘S )a,fdflf‘cd Y
’07 some COﬂSl&anl&S Cd o and Cd’a’ X -

Proof. First, noting that G(z — y) is real analytic outside the region |x — y| > R, together

with the fact that
9 . _
HEII,)Q (x) ~ 1/ = ele=2Pm) g |z| — oo,
o= T

we have that

GelFr(@) —y) = w23 —02 [Gi(w(Fr(2) = 2))] e (y = 2)°
a>0
= WY (G (e(FR() — )] Ay 2 (2.36)
a>0

where for x > 1, we have
1(0°G1) (k(Fr(x) — 2))|| e < Car~ 7"l g=57 el (2.37)
Similarly, we have

(Xpp(a) © Gr)(FR(T) — y)

d
= RS 08 X (Fr(@)0, (G (5(Fie) — )] Lo (g~ ) (239)

a>0i=1

= —r" 122 . N [(8i0°Gr) ((Fr(z) — 2))] £%(y — )%,

a>01=1

where for k > 1, we have

1(8:0°G1) (s5(Fr(x) — 2))[1oe < Can™ "z Il =5 lel, (2.39)
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Using (2.36)7(2.39), one can show that

—_— e~

Sp9 . Zh HHlelgrQ a1 e, XoSpR=Q Zh el XOS“Q) a—d—1—|al]>
a>0 a>0

where S d-1—|al’ (XOSHQ)a77d717|a| € @So;d‘l“"" via checking with Beal’s criterion

that for hnear functions, ¢4, ..., {n,

Hadﬂl@gha)O"'(3adﬁNthB)55&5a;—d—1—4a|”L24»L2

P

+llady, (@,ho) © -+ 0 adyy (@ no) (X 0 SFR), 4 1 jallL2r2

< O TN VOl [(0°G) (5(Fr(x) — )]l 1=
|Bl=N
TR ZHn—Naﬁ Fir(x))(8:0°G1) (5(Fr(x) — 2))]|
|B|=N i=1
< ORN | RN ST 108 Fp(a) VRT3 (108 Fr(a)|PV))08 X ()Y
|B|=N |B|=N+4
= Oo(h*™) < o).
The proof is complete. O

3. GENERALIZED/APPROXIMATE TRANSMISSION EIGENVALUE PROBLEM

We first recall the integral formulation of the transmission eigenvalue problem (2.6)—(2.8).
Using the results derived in the previous section, we can show that

Lemma 3.1. There exists a self-adjoint operator Ag’g such that we have a non-trivial
solution to (2.7) if and only if there exists a solution to the following (eigenvalue) problem

for Ag’g :
0= (A58 ~1) (¢, ¢ e L*oD), (3.1)
where
ABD = A%, + hAS, (3.2)

and for 1l =2,3, A%, € @SOEZ and in the geodesic normal coordinate, we have

L |CaR ) Pee (@82
pas (B8 = LG (@D b, @ 0)
1— ﬁ(|5|2+1) [36'1( ’)) (Q1¢) 2
Cy (@2 —1)Q [3(;1((07 /))](f)
= Cdéd(QQ )"+ —2 4
= m( o, €72+ 0(1E™). (3.3)

Here, A%, is the principal part of Ag’ and AgQ <1.
Proof. Using Lemma 2.1, we can calculate in the geodesic normal coordinate that

p[sgD]flsgg (Jf’ é.)
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C C,Cy—C2
= <1 - 53\5\-2 - S e~ o(le| %) + oaﬁrar%) x

3
c C
<1 + 5‘[@2&!‘2 + ng‘*\fI“‘ +0(1¢7%) + 0(h2!£|‘2)) (3.4)
d d
C CuCy + C2(Q% —
= 1+§(Q2f1)|§|‘2f : d+Cdg(Q 1)\§|_4+O(\§|_6)+O(h2|§|‘2),
d d

which further yields that

Pyrsd -y lsgo)ssg )
1 h R d—1 ~ d—1
= 5ty (- Ca-2 Y A5@00d - Culd - 1Q* Y Ay005
i,j=1 ,j=1
1 b/ ~ d—1
+O()+ 007 ) + (5 + 5 (Cata -2 X Ay,

2 2 ,
i,0=1

R d—1
1Cud—4) S Ag(@)2051e " + Ol + oaﬁra—?’)))
ij=1
B CuCy + C3(Q*—1)
(eF

X <1+ gj(cf —1)l¢? |§r4+0(15\6>+0<h2\£|2>>

_C L CaCat O3Q-1),, -
= 5 (@Dl - oo €7 + 0 )
+5(@ - 1) (Cata— 0+ Cuta ) (@ VAG)E (35)

N (35d<d—4> _ uld 2>) (A)e, &) €] +0(!£\‘5)> Lo,

and hence

p%(QQfl)—l(anerl) ((31+K58" )~ (— 2 1+K55)[S5p) ' S58) (2,6)

o CaCa(@® — 1)~ + 3 _ 2 4
=1 (2 ol 1) €175+ O™
+th< <5d(d—4) + Cy(d - 2)) (d—1)H ()| (3.6)

i (35d<d—4> G- 2)) (A)e, el +0<|513>) L o).

By tracing the computations in (3.5)—(3.6), we can obtain a more precise expression of the
principal symbol as follows:

[, CaCa@ =)+ CE ay_ Ca (€2 +1) BGL0,2))(Q¢)
1 (2 CuCi 1) SO0 = 6, (@ =1 QR0
(3.7)
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Hence, noting the fact that (—Agp + 1)f = 0 if and only if f = 0, we have a non-trivial
solution to (2.7) if and only if there exists a solution to

0= (ng _ 1) 0], BEQ =By +hBy, (3.8)
with
Bf, € ®S0,? and Bf;e€ ®S0,?, (3.9)

where the principal symbol of B* 1 is stated in (3.3), which in turn holds if and only if there
exists a solution to

0= (855 —1)" (B35 —1) o). (3.10)
Writing
A58 =855 + (855) (855 855 (3.11)
and noticing that

P (@) = 2% (pgra(2.6)) ~ Ppra(@ Opgra(@.6), (3.12)

one can readily complete the proof.
O

Remark 3.2. It is observed from its principal symbol that Agg is compact and self-adjoint
in L?(0D,do). We write a sequence of eigen-pairs {(Aj(h), ;(h)) 321 where, fiving h =
k™Y > 0, the set of eigenfunctions form an orthonormal frame and the set of eigenvalues
converges to zero as j goes to infinity. It is easily seen that k is a transmission eigenvalue
if and only if there exists j such that )\j(li_l) = 1. It can also be directly inferred from the

Sobolev embedding that ¢;(h) € C*(0D).

Next, we introduce the definition of e-almost transmission eigen-pairs, which for termino-
logical convenience shall be referred to as the generalized transmission eigen-pairs in what
follows. Let ¢ « 1 and 0 < § < e. Consider the following transmission eigenvalue problem:

(A58 —146) (63 =0, [9sllz20m) = 1. (3.13)

Set
s = (S5p) ™! Shples] on OD. (3.14)
One can directly verify that the pair (¢s, ps) € L?(0D) x L*(0D) satisfies

Shiles] — Siples] =0,

(= 4+ K52 5] — (— 51 + K5 sl 2 < & 1005 (2 — )2 1)
Hence, if we let us,vs € H'(D) be defined as follows:
us = Shalos],  vs = Shples] in D. (3.16)
Then they approximately satisfy (1.3) in a sense that
Aus + K2Q%*us = 0 in D,
Avs + k205 =0 in D, (3.17)

~ 12
us = vs, ||Opus — BVUC;H%Q(BD) <e J%JP (Q*—-1)> on 0D.
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Definition 3.3. We call kK > 0 a generalised transmission eigenvalue if for such k, there
exists (0, ¢5) with 0 < § < e and € < 1 such that (3.13) holds. The pair (us,vs) defined in
(3.16) are called the e-almost transmission eigenfunctions, in a sense that they satisfy (3.17).
For simplicity, they are also referred to as the generalised transmission eigenfunctions. We
also denote the generalised transmission eigenspace as follows:

E(k,¢e) := U Span{ (8§§[¢5],5§D[¢5]) :
0<d<e (3.18)
¢s and s are given in (3.13) and (3.14) respectively p.

We also refer to the following quantity as the multiplicity of a generalised transmission
etgenvalue K:

m(k,e) = dim | J {¢ e L2(9D) : (Agg? 14 5) 6] = 0} . (3.19)

0<6<e

Remark 3.4. We notice that following this definition, a candidate ¢s5 that satisfies (3.13)
for some 0 < 6 < e will sit in the subspace

V.= {V c L2(AD), H (ng? - 1)
since it is immediate to check that (3.13) implies

H (Bg’g - 1) [%]‘

With the above interpretation, we realize that the concept of the generalised transmission
eigenvalue in Definition 3.3 is intimately related to the concept of pseudospectrum of the
operator ng.

<
‘VHL(LZ(BD),LZ(QD)) N E}’

2

=4 2, <e.
£20D) [¢sllz2 < e

Remark 3.5. By (3.2) and (3.3), it can be seen that the operator Agg is compact and

furthermore by (3.11) it is symmetric. Hence, the eigenvalues of the operator Ag’g are
real and have a cluster point 0, as an approrimation to a finite rank operator. Hence, the
union of all the eigenspaces for any fixed threshold away from 0 is finite dimensional. In
particular, E(k,€) in (3.18) is finite dimensional and m(k, ) is a finite number.

Remark 3.6. It is easily seen that an exact transmission eigenvalue is a generalised trans-
mission eigenvalue. Hence, the generalised eigenspace E(k,€) contains the exact transmis-
sion eigenfunctions. Indeed, E(k,0) is an exact transmission eigenspace. For the numerical
finding in [10] as well as the examples presented in Fig. 1, considering the numerical errors,
they are actually are certain generalised transmission eigenfunctions.

4. SURFACE CONCENTRATION OF GENERALISED TRANSMISSION EIGENFUNCTIONS

In this section, we present the main results on the surface concentration of the generalised
transmission eigenfunctions. Throughout the rest of the paper, we assume that D is strictly
convex. By Remark 3.2, for any fixed h = x~! > 0, we let

(), 05Xy with  lim Ay(h) = 0 and 65 () 2opy =1, (4.)

be the sequence of eigen-pairs of Ag’g. It is noted that K € Ry is a transmission eigenvalue
if and only if \j,(h) =1 for a certain jo € N, or equivalently m(x,0) > 0, whereas 1 —e <
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Ajo (h) <1 corresponds to a generalised transmission eigenvalue according to Definition 3.3.
In what follows, we set ¢;(h) := [SgD]_l SSQ [¢(h)] and

uj(h) == Spe o5 (h)], @WMMZG-I+W@3WAM]inD; (4.2)
w@z%ﬂﬁ»&%Wﬂgwqwmwiur (4.3)

4.1. Surface concentration in an averaging sense. The first main result of this section
is stated as follows.

Theorem 4.1. Define the averaging functionals fg(n, x,€), ( =u,v and ¢ = 0,1 as follows:

0 1—e<A( —1)<1‘ Gl )’
I (kyx,8) = {1_€<)\A( — <1} , (=wu oruv; (4.4)
2
z, V[ )] @)
1—e<);(k~1)<1
fcl(/i,x,s) = ( , C=wuoruv;, (4.5)

#{1—e < \(x) < 1}

where # counts the number of elements of a given set. Let T'r C D be a closed surface
such that dist(T'r,0D) := R > 0. Then for any bump function y(z) € C>(T'r), we have as
K — +o0:

/ () IOk, €) do(x) ~ K if supp(7) C OD, ¢ = u,v;(4.6)
/F ) (k,z,)do(z) = OQI IR "Y) if supp(y)NdD = 0 (4.7)
/F R’y (kyz,e)do(z) = ORIk if supp(y)NOD =0; (4.8)
/FR7 )T (s, ,€) do(z) ~ 1 if supp(7) C OD, ¢ = u,v;(4.9)
/F ) (k,z,€)do(z) = OQV IR if supp(y)NadD = 0; (4.10)
/F @), e) dole) = ORI 1) if swpp(y)NAD =0,  (411)

where the asymptotic constants in the RHS terms of the above relations depend on ||| c(r)

Remark 4.1. By Theorem 4.1, the surface concentration of the generalised transmission
eigenfunctions can be observed as follows. By (4.6) and (4.9), we readily see that the
generalised transmission eigenfunctions u and v are highly oscillatory around 0D (in an
averaging sense as described by the averaging functionals). Indeed, by multiplying a nor-
malisation factor k2, namely considering - (u,v), we see that the gradient fields blow up
as k — +o00. Considering k- (u,v), and by (4.6)—(4.8) and (4.9)—(4.11), we readily see that
in particular when d > 4, k- u(x) and k- v(x) decay rapidly when x leaves away from dD
(again in the averaging sense) for k sufficiently large. Even in the case with d = 3, we can
also see that k - u decays when leaving away from 0D if 0 < Q < 1; and k- v decays locally
around 0D when R < 1, and hence inside D by the unique continuation. According to
our discussion in Section 3, the generalised transmission eigenfunctions contain the exvact
transmission eigenfunctions as subsequences, and hence it is unobjectionable to claim that
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concentration property in Theorem 4.1 holds also for the exact transmission eigenfunctions
(in an averaging sense).

We proceed to give the proof of Theorem 4.1. First, we discuss the generalised Weyl law,
which shall be needed in our proof. To that end, we introduce the following Hamiltonian:

H(w,€) == par, (2,€) : T*(OD) — R. (4.12)

Proposition 4.2. [12,18, 19,31, 33, 35, 36] Assuming that D is strictly convex and fizing
e >0, for any a € S™(T*(0D)), we have as h — +0,

(2rh)d=1) Z (Opgp, #5(h), ¢j(h)>L2(aD)

1—e<);(R)<1

:/ ado ®do~ ' +o0.(1),
{l—e<H<1}

where ¢j(h)’s are given in (4.1) and the little-o depends on «.

(4.13)

Corollary 4.3. Assuming that D is strictly convex, we have

m(k,e) = #{1 —e < \j(h) <1} = (2rh)1 4 (/ do@do™ + 05(1)> . (4.14)
{

1—e<H<1}
where m(k, ) is defined as in (3.19). Hence, for any given ¢ > 0, there exits a ke such
that any k > k. is a generalised transmission eigenfunction with multiplicity m(k,e) ~ k9!
according to Definition 3.3.

Proof. The first equality in (4.14) comes from the immediate observation that, counting
multiplicity,

#{l-e<N(h) <1} =dim | {¢ e L2(9D) : (Agg? - Aj(h)) 6] = o} = m(k,e) .

1—e<); (h)<1

The second equality in (4.14) is the classical Weyl’s law, which can be easily obtained from
Proposition 4.2 by taking a = 1 in (4.13). The last conclusion comes from the observation
that, given € > 0, we check that (27h)'~¢ > 1 for h = k~! > 0 sufficiently small and hence
m(k,e) > 1. Therefore by definition, we can always find k. such that for all K > k., we
have m(k, &) > 1 and therefore x is a generalised transmission eigenfunction with multiplicity
m(k,e) ~ k4L O

Proof of Theorem /.1. By choosing a(z, ) as a smooth non-negative bump function v € C*°
either on 0D or I'g multiplied with appropriate choices of symbols, we can obtain the
averaged results for (j(h) and V(;(h) (( = wor v) with pointwise concentration. Our
argument is inspired by that developed in [2] in a different context. In what follows, we
denote a global C*° diffeomorphism Fr : 0D — T'r (cf. Section 2.3). We also write ¢ =
Fy L(p) and set {Xq,6}5>0 to be a family of smooth nonnegative bump functions compactly
supported in Bs(g) on I'. We also write o3,—1) as the surface Liouville measure on {# = 1}.
First, noting the fact that

ui(h) = S5 [6; ()] = (859 + 1259 [0;(h)]

we can make a choice of symbol a(z,§) = y(z)|pgre(z, €)|? in Theorem 4.13, together with
-1
Corollary 4.14 to obtain as h — +40:

X Jop v @)l (W)](x)*do ()

1—e<\j(h)<1
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Z <Op7($)|PSkQ (w,£)\2,h¢j(h)v ¢y(h)>
— h2 175§/\j(h)§1 -1 L2(8D) N O(hS)
#{l—e<Aj(h) <1}
/ 7($)|psnciz (z,6)]2do @ do~!
{1—e<H<1} -

- / do @ do—1 t0ep(1)

{1—e<H<1}
/ 7(33)\?35619(957@\26[0{%:1}

_ o2 U= T o + O4(e) + 050(1) |, (4.15)

{H=1}
which readily gives (4.6) with ¢ = u.
In a similar manner, from
s = (=3 1+ K52 oy = (31 + 5 + k9 oo

we can make a choice of symbol a(z,&) = i'y(x) in Theorem 4.13, together with Corollary
4.14, to obtain as h — +40:
> Jop v @0y (W)](2)*do(x)
1—e<;j(h)<1
#{1—e < Xj(h) <1}
f 7($)dU{H:1}
1{#H=1}
= = + O4(e) + 0-~(1). (4.16)

4 [ dop—
{H=1}

Furthermore, noting that

Opg, .
O,uj(h) = =% 0 558 [6;(h)]

we can make a choice of symbol a(z,§) = ’y(m)|£]2|p$kQ (z,€)|? in Theorem 4.13, together
-1
with Corollary 4.14 to obtain as h — +0:

X Jop @)z (1)) (z)[Pdo (x)

1—e<; (h)<1
#{1 —e < \j(h) <1}

| A@IERIngeale. &) Pdopy
{H=1} -
= + Oq(e) 4+ 0c,,(1). 4.17
s (€) + 00,p(1) (417)
{H=1}
By combining (4.16) and (4.17), we readily have (4.9) with ¢ = u.
Next, recalling the diffeomorphism Fg : 0D — I'g, we notice that for z € 9D, it holds
that

P

() (Fr(@) = S33[6;(W)(x),  [X 0w (W](Fa(a)) = X 0 33 [6;(W](x),  (4.18)
( )(Fr(2)) = Sgp lpi(M](z),  [X o vj(W)(Fr(x)) = X o Sgp lp; (W)](z) . (4.19)
)

Considering w;j(h)(Fg(z)), we can make use of the exphc1t expressions in Lemma 2.2, as
well as the respective choice of symbols a(z, &) = det(DFg) ™' (Fr(z)) Pso (z,6)]? and
0,—d—1
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a(z,€) = det(DFR) " (Fr(z)) ‘p(X/TS/Q) ? in Theorem 4.13, together with a change of
05" %), —d—1

variable and Corollary 4.14 to obtain as h — +0:
X o (@) (h)@) Pdo(z)
1—E§)\j(h)
#{1—ec < Aj(h) <1}
> er NIX Ou](h)](;r)Pda(a:)

1—8§>\j(h)
#H1—e<Aj(h) <1}
Now, one can directly verify that (4.20) gives (4.7), and taking X = e; in (4.21) and
summing them all up gives (4.10).
Finally, with a quick observation that

O por(QTIR¥IRT), (4.20)

O o xr(QIIR™RITY) . (4.21)

Pgre ()
Plag, ] ez () = - + O(2I6TR).

oD psk ( 5)

we obtain the ( = v counterparts by multiplying the symbol a in all of the previous five
choices to obtain as h — +0:

> Japy@)lvi(W)(z)Pdo(x)

1—e<; (h)<1
#{1—e<Aj(h) <1}
| @) lpgeaw, &)Pdo gy

{H=1}
= h? + O4(e) +0:-~(1) |,
dro L (€) + 0c (1)
{H=1}
) P grq (2.6)I
> Jap1@)0vvs(h))(x)Pdo(x) PTG ﬁdg{ﬂ 1}
4 Ipss , (2,6)]
—e<A;(h)<1 {H 1} +0 (5) +o (1)
#{1 —e < \j(h) <1} a [ dopi—y ! T
{H=1}
Z() Jop 7(@)1[0505(R))(z)[*do (x) { J }7(93)!§|2\p5nc19($,5)!2610’{%:1}
1-e<);(h)<1 - H=1 -
Hl—c <) <1 - T dogey T O5(e) +0:4(1),
{H=1}
and
S I @l
1—e<X;(R)<1 3—dpd—1
{1—g<x( Y <1} Oc,r (BT,
> er z)|[X o vj(h ))()[do(z)
1—e<);(R)<1 - (R-4pd—1)
#{1—e < N(h) <1} S '
The proof is complete. U

4.2. Quantum ergodicity and surface concentration almost surely. In this subsec-
tion, we move onto obtaining another characterisation of the surface concentration of ¢;(h)
and hence u;(h), vj(h).

Before we continue, let us recall the following solution under a Hamiltonian flow:

{gf%,g(,ﬁ) = {H,a.¢1)},

(4.22)
aze(0)  =ao(z,§) € S™(T™(0D)),
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where {-,-} is the Poisson bracket given by {f, g} := X;g = —w(Xy, X,) with X being
the symplectic gradient vector field given by ¢x, w = df. Hence, we have %amﬁ = Xya,¢,
and a,¢(t) = ao(y(t),p(t)) where

{&(v(txp(t)) = Xn(7(1), p(t)),
(7(0),p(0)) = (x,€) € T*(8D).

Next, we recall the Heisenberg’s picture and the lift to the operator level via Egorov’s
theorem.

Proposition 4.4. [15,18,19] The following operator evolution equation
{&Ah(t) = 4 [Opgns An(1)]
Ah(o) = Opaoyha

defines a unique Fourier integral operator (up to h> ®SO, ) for t < C'log(h):

(4.23)

Ah(t) = 67%Op7{,h Ah(o) e%op’){yh + O(h @SO}T_l)
Moreover,

Ah(t) = Opaz’g(t),h + O(h q)SO}tn_l) )

or that pa, 1) (7, &) = a6 (t) + o(el™).

With the notion of Xy at hand, we now consider for 0 < § < ¢, the set Mx,,({H = 1-4})
as the set of invariant measures on {# = 1—4} and also Mx,, erg({H = 1 —9}) as the set of
ergodic measures with respect to the Hamiltonian flow generated by X7, on {# = 1—§}. The
Choquet’s theorem can be applied to obtain the classical ergodic decomposition theorem:

Op=1-5} = Opp=1-5)({H =1~ 5})/ pdvy—s (1)
My, exg({H=1-5})

where o¢3_1_s} is the Liouville measure on the surface {H{ =1 —d} and hence the disinte-
gration theorem gives

/ f(z,6)0 © 0 (x,€)
1—e<H<L1

L _ 1(2,6)
- [ opeatin=1-p | / o g e O s (1) 48

MXH ,erg({Hzl_(s}) Supp(u‘)

The above conclusion generalizes a related result that was established in our earlier work [2].
The difference lies in that since H is no longer homogenous, the flow X4 behaves differently
on each level surface {# = 1 — ¢}, and hence Mx,, erg({H = 1 — 0}) is different for each
0 < § < e. With the above decomposition, similar to [2], we can obtain the following lemma.

Lemma 4.5. For any r <s and all ag € S™(T*(0D)), we have

e _
T/O aw,{(t)dt a.e.do®do1 and L2({1—e<H<1},do®do—1) a($, 5) as T'— oo,

for some a € L?>({1 —c < H <1},do ® do™1), and a.e. dvi_sd5, we have

a(x,§) :/ apdp  a.e. du.
(H=1-5}
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Now, we can utilize the Egorov’s lift in Proposition 4.4 and our definition of @ in Lemma
4.5, and follow a similar argument as in [2] to obtain the following quantum ergodicity
theorem with some generalization compared to the classical results in and [12,15,17,31-33,
35, 36).

Theorem 4.6. Fizing € > 0, we have the following (variance-like) estimate as h — —+0,

2
0. (4.24)

1
#{1 —e< )\z(h) < 1} Z ’<Opa—&,h ¢z(h>7¢z<h)>L2

1—e<Ai(h)<1

As an important consequence of Theorem 4.6, by using Chebeychev’s trick and a diagonal
argument, one can readily derive the following quantum ergodicity result.

Corollary 4.7. Given r,s, there exists a subsequence S(h) C J(h) :={j e N:1—-¢ <
Aj(h) <1} of density 1, i.e.

- 1
Zes o)
2jern
such that whenever h — +0 one has:
> jes(n L
max |(Op,_zn@i(h),¢i(h =0.(1) and =2 =1+ 0.(1).
25 [(OPa-an 05 (1): 500 ] = 0c(1) amd ST =1+ 0,(1)

By using the quantum ergodicity result, we can arrive at the following lemma.

Lemma 4.8. Let ' and v € C*°(T") be given in Theorem 4.1 with R = dist(T'r,dD).

Given € > 0, there exists S(h) C J(h) :={j e N:1—¢ < \;(h) < 1} with %%E:;i ~1
JE

such that, as h — 40, the following results hold simultaneously:

| A@ )@ do(@) = 12 (v 65(40. 65(10) 2o,

max

= o.(h? 4.25
jmas o-(h?),  (4.25)

| @) 90 (0@ () = (b 501).5(1) g,

max =o:(1), (4.26)
and
e /F @) (W) @) do(z) = QAT (Opgs d5(h), 65(1)) 13 o) | = 0= (h*14-27)
max /F @) Vg (@) do(z) = QT (Opazp 65(h), 05() 2o | = 0e(h*™1-28)

as well as

A o)) o @) = 1 (O 501,50 g

jrensa(%) = o.(1), (4.29)
e | [ 3(0) 90, (0)(@) o) = (Opig (1), 65 (1) oy | = 0:(H), (430)
and
x| [ 3(0) oy (0@ do() = H (Opa 510, 65(1) oy | = o). (431)
x| [ 9(0) [V ()@ o) = B (Opag (1), 6(01)) s | = 007, (432)
with

ai(z,§) = 7(1:)|psf? (z, £)|27
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az(z,§) = (@) + (@) |gF [pgro (@, O,

a3(ﬂf7f) = ’Y(FR(SL‘))det(DFR)_l(FR(Q;)) ’ps”:éo’_d_l(x,g)’Q — O(Rg_d|£‘_d_2)’
d

ag(x, &) = ~(Fg(z))det(DFr)™ 1 (Fgr(z)) Z|p(ejoAsz) (z,6)2 | = OR—e|%-2),
j= 0,—d—1

as(z,§) = 7(1‘)|p55§3($7£)|27

‘psf(i? (.’B, 6)‘2

ag(z,§) = ’Y(JU)W+’Y(I)‘f|2‘]?gj§2($’§)’2y
‘p K (x7§)’2
(.8 = A FRON(DER) (Frlo) T o, (0.6 = O 2),
_ ’psi?(m)g)P d
as(z,§) = ~(Fr(z))det(DFR) I(FR(ZE))W ;’p(%)o’dl(%fw
= O(R"I¢[772).

Proof. We obtain the result by choosing a(z,£) as a smooth non-negative bump func-
tion 7 € C* either on D or I'p with dist(I'r,0D) = R > 0 multiplied with appro-
priate symbols, and then applying Theorem 4.7. For instance, we obtain the descrip-
tions of u; as follows: (4.2) is obtained by choosing the symbol \pskcig (z,6)%. (4.26)

comes from choosing the symbols 1 + [£?|pgro(x,€)[?.  (4.27) is resulted from taking
-1

det(DFR)~(Fgr(z)) \pS’,@O L

comes from taking det(DFg)~!(Fgr(x)) |p(

(z,¢)|? and then apply a change of variable formula. (4.28)
0

2 . .
— x, with X being one of the con-
XOSkQ)O,—d_l_()( €)| g

stant coordinate vectors {e; }¢_,, and then summed over all symbols resulting from X = e
Their v counterparts (4.29)-(4.32) are obtained similary with a specific choice ) = 1. The
proof is complete. ([l

By using the above results, we can derive the following theorem which indicates that
there are “many” generalised transmission eigenfunctions which are localized around 0D.

Theorem 4.2. Given ¢ > 0, for any closed surface I'r C D and any bump function
y(x) € C®(TR) as described in Theorem 4.1, there exists S(k~1) C J(k™1) := {j € N :

: 1
1—e < \j(k™Y) <1} with % ~ 1 such that we have as k — co:
jeJ(h)

/ (@) [y (5~ V) @) P do(z) = O(?) if supp(y) C D,

I'r

[ @ ui @[ dote) = 0@ RS if supp(y) 9D =,

Ir

/F (@) [ () @) [P do(z) = O(s~2) if supp(y) C OD.

[ 2@ oyt @) P dota) = ORI if supp(y) 19D =0,
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and

/F (@) [Vus (5~ )(@) P do(@) = O@QR™WY) if supp(y) oD =0,

/1“ () ‘ij(/ﬁfl)(sc)‘2 do(x) O(RT k179 if supp(y) N oD = .

—_—

Moreover, there exists another subsequence S(k=1) C J(k~1) such that

/ (@) [V (s ) (@) Pdo(x) > O(1) if supp(y) € D,

Ir
_ 2 ‘
[ @905 @) Pdot@) = 0) if supp(y)  oD.
R
In all of the above relations, the asymptotic constants in the RHS terms depend on ||v|c(r)-
Proof. From the fact that
| {Opgn di(h), di(h) 2 opy | < 10D 1l 2220, 22(00)) |91 (W) 729y < Ca

(bearing in mind that [|¢;(h)||3, = 1) together with Corollary 4.8, we can arrive at the first
6 conclusions of the theorem. As an example, recalling x = h~!, we show directly from that

jerél(i}fl) /30 V(@) [luj (™) ()| do(x)
< jer&i)fl) ™2 (Opgy.p ¢;(R), ¢j(h)>L2(aD) |
T jestat) /aD (@) |uj (k) (@)|* do(x) — k7% (Opgrp b5 (R), 93 () L2(op)
< Ca1 K2 + 06(H72)

= O(7?).

The other five conclusions can be obtained in a similar manner.

The last two conclusions come from applying the pigeonhole principle to the sums (4.8)
with ( = u, v respectively. In fact, if supposing otherwise that for spt(vy) C 9D, we have as
K — 0o that

max
jeS(k=1)

_ 2
| @) VG @) dota)| 0.
I'r
Then one can directly check that as h — oc:

> Jopv@)IIG(W)](x)*do ()

1—e<x; (h)<1
#{1 —e < \;(h) <1}

— 0,

which contradicts to (4.8), and therefore the result follows.
The proof is complete. U
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