CONTROLLING CONSERVATION LAWS I: ENTROPY–ENTROPY FLUX
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ABSTRACT. We study a class of variational problems for regularized conservation laws with Lax’s entropy-entropy flux pairs. We first introduce a modified optimal transport space based on conservation laws with diffusion. Using this space, we demonstrate that conservation laws with diffusion are “flux–gradient flows”. We next construct variational problems for these flows, for which we derive dual PDE systems for regularized conservation laws. Several examples, including traffic flow and Burgers’ equation, are presented. Incorporating both primal-dual algorithms and monotone schemes, we successfully compute the control of conservation laws.

1. INTRODUCTION

Regularized conservation laws are essential classes of dynamics in physics, materials sciences, and mathematical modeling, with applications to inverse problems and AI sampling problems [16, 22, 35]. Examples of conservation law equations include traffic flows, Burgers’ equation, and compressible Navier-Stokes equations, etc.

Consider a system of initial value PDEs below.

\[ \partial_t u(t, x) + B(u(t, x)) = \beta C(u(t, x)), \quad u(0, x) = u_0, \]  

where \( x \in \Omega \subseteq \mathbb{R}^n \), \( u : [0, \infty) \times \Omega \to \mathbb{R}^d \) is an unknown vector function, \( u_0 \) is a given initial condition, \( B : C^\infty(\Omega; \mathbb{R}^d) \to C^\infty(\Omega; \mathbb{R}^d) \) is a “conservative” differential operator, \( C : C^\infty(\Omega; \mathbb{R}^d) \to C^\infty(\Omega; \mathbb{R}^d) \) is a dissipative differential (diffusion) operator and \( \beta \geq 0 \) is a diffusion constant. For simplicity of presentation, we assume that \( \Omega \) is a compact convex set, and the PDE (1) has periodic boundary conditions. E.g., \( \Omega = \mathbb{T}^n \), where \( \mathbb{T}^n \) is an \( n \)-dimensional torus.

In this paper, we introduce variational problems related to the PDE (1). They generalize mean-field information dynamics [26, 27]; see Figure 1. Here we shall design suitable modified optimal transport spaces for PDE (1), namely mean-field information metric spaces. In these metric spaces, we demonstrate that the PDE (1) has a dissipative variational structure. And we name PDE (1) flux–gradient flows. We then design a control problem
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1For simplicity, we omit the regularized throughout the paper.
We study variational problems of conservation laws in entropy-entropy flux pairs induced metric spaces. By finding the critical point of control problem, we derive a dual PDE system for equation (1). The primal-dual pair of PDE system satisfies a Hamiltonian flow in the metric space, where the Hamiltonian functional depends on the flux function and “kinetic energy”. Several numerical examples, including traffic flow and Burgers’ equation, are presented.

The main results are sketched below.

**Assumption 1:** Suppose that there exists a function $G: \mathbb{R}^d \to \mathbb{R}$, such that
\[
\int_{\Omega} G'(u) \cdot B(u) dx = 0.
\]

**Assumption 2:** Suppose that there exists a “symmetric nonnegative definite” operator $L_C(u): C^\infty(\Omega) \to C^\infty(\Omega)$, such that
\[
\int_{\Omega} G'(u) \cdot C(u) dx = -\int_{\Omega} (G'(u), L_C(u)G'(u)) dx \leq 0.
\]

Following [22], under assumption 1 and 2, we demonstrate that
\[
G(u(t, \cdot)) = \int_{\Omega} G(u(t, x)) dx,
\]
forms a Lyapunov functional for PDE (1). In other words, along PDE (1), the time derivative of $G(u)$ is non-positive:
\[
\frac{d}{dt} G(u(t, \cdot)) = \int_{\Omega} G'(u) \partial_t u dx = \int_{\Omega} G'(u) \cdot (-B(u) + \beta C(u)) dx
\]
\[
= \beta \int_{\Omega} G'(u) \cdot C(u) dx = -\beta \int_{\Omega} (G'(u), L_C(u)G'(u)) dx \leq 0.
\]

Based on the Lyapunov functional $G$, we design optimal control problems of PDE (1). In detail: let $d = 1$,
\[
B(u) = \nabla \cdot f(u), \quad C(u) = \nabla \cdot (A(u) \nabla u), \quad L_C(u) := -\nabla \cdot (A(u)G''(u)^{-1}\nabla),
\]
where $f: \mathbb{R} \to \mathbb{R}^n$ is a flux function and $A, AG''^{-1}: \Omega \to \mathbb{R}^{n \times n}$ are both symmetric non-negative definite matrix functions. Given a suitable potential functional $F: C^\infty(\Omega; \mathbb{R}) \to \mathbb{R}$, we design optimal control problems of PDE (1).
\( R \) and a terminal functional \( \mathcal{H}: C^\infty(\Omega; R) \to R \), consider a variational problem

\[
\inf_{u,v,u_1} \int_0^1 \left[ \int_\Omega \frac{1}{2}(v, A(u)G''(u)^{-1}v) dx - F(u) \right] dt + \mathcal{H}(u_1),
\]

where the infimum is taken among variables \( v: [0, 1] \times \Omega \to R^n \), \( u: [0, 1] \times \Omega \to R \), and \( u_1: \Omega \to R \) satisfying

\[
\partial_t u + \nabla \cdot f(u) + \nabla \cdot (A(u)G''(u)^{-1}v) = \beta \nabla \cdot (A(u)\nabla u), \quad u(0, x) = u_0(x).
\]

By Proposition 8, we derive a critical point system of the optimal control problem (2). Define a Lagrange multiplier function \( \Phi: [0, 1] \times \Omega \to R \). Then \( v = \nabla \Phi \), and \((u, \Phi)\) satisfies a pair of PDEs:

\[
\begin{cases}
\partial_t u + B(u) - L_C(u)(\Phi) - \beta C(u) = 0, \\
\partial_t \Phi + \frac{\delta}{\delta u} \int_\Omega \left( \frac{1}{2}(\Phi, L_C(u)\Phi) - (B(u), \Phi) + \beta(\Phi, C(u)) \right) dx + \frac{\delta}{\delta u} F(u) = 0,
\end{cases}
\]

with both initial and terminal time boundary conditions

\[
u(0, x) = u_0(x), \quad \frac{\delta}{\delta u_1(x)} \mathcal{H}(u_1) + \Phi(1, x) = 0.
\]

In above formulations, \( \frac{\delta}{\delta u} \) is the \( L^2 \) first variation operator w.r.t. variable \( u \). Here we aim to study the variational problem (2) and its critical point system (3) in the following two aspects.

(i) Modeling: We design and control models for conservation law dynamics. A typical example is that we control the kinetic energy of the density under traffic flow.

(ii) Computation: By choosing some special potential and terminal energies, the minimizer of the mean-field information control problem (2) is consistent with the initial value problem (1). This leads to stable and convergent primal-dual algorithms for initial value conservation laws.

In the literature, there are joint studies towards dynamics in mean-field information metric spaces; see [1, 2, 4, 6, 13, 32, 34, 35, 36] and many references therein. Several types of dynamics in these metric spaces have been studied in recent decades. First, gradient flows have been systematically studied in [1, 9, 14]. Next, Hamiltonian flows with generalizations to differential games have been investigated by [8, 21, 19]. A particular type of Hamiltonian flows, namely Schrödinger bridge systems, and their mean-field generalizations, are widely studied in [3, 11, 15, 12, 24, 23]. Compared to previous works, we focus on conservative-dissipative equations, which are non-gradient flow systems. In particular, we connect the conservation law equations with generalized optimal transport variational structures. Concretely, we study equation (1) associated with a least-square type control problem in the designed metric space. We remark that the control problem in (2) connects with, but is different from, the ones in [5, 6]. In detail, [6] designed variational problems in term of entropy functional \( -F(u) = G(u) = \int_\Omega G(u)dx \), which can solve the initial value conservation laws. And [6] also enforces \( v = 0 \) in the control problem (2). In contrast, we control “kinetic energy” in the modified optimal transport space generated by the entropy–entropy flux pairs. Following this approach, the PDE pair (3) can be used to control conservation laws.
The paper is organized below. In section 2, we provide two motivating examples of variational problem (2). In section 3 and 4, we present the main result of this paper. We first present the variational formulation of equation (1) in modified optimal transport space. We next derive a variational problem and a pair of PDEs for conservation laws. In section 5, we design primal-dual algorithms to numerically solve the optimal control problems of conservation laws.

2. Motivation

In this section, we provide two examples of conservative-dissipative equations (1). In these examples, we demonstrate variational problems (2) and PDE pairs (3) with their physical and modeling explanations.

2.1. Viscous Burgers’ equation. Consider a one dimensional viscous Burgers’ equation

$$\frac{\partial u(t, x)}{\partial t} + \frac{u(t, x) u(t, x)^2}{2} = \beta \frac{\partial^2 u(t, x)}{\partial x^2}.$$ 

Here $\partial_x$, $\partial_{xx}$ are the first and the second derivatives w.r.t. $x$, and the unknown variable is $u : \mathbb{R}_+ \times \Omega \to \mathbb{R}$. In this case, the conservative and dissipative operators satisfy

$$B(u) = \partial_x \left( \frac{u^2}{2} \right), \quad C(u) = \partial_{xx} u.$$ 

Define a function $G : \mathbb{R}^1 \to \mathbb{R}^1$ by

$$G(u) = \frac{u^2}{2}, \quad G'(u) = u.$$ 

Then assumption 1 is satisfied since

$$\int_\Omega G'(u) \cdot B(u) dx = \int_\Omega \partial_x \left( \frac{u^2}{2} \right) \cdot u dx = \int_\Omega u^2 \cdot \partial_x u dx = \int_\Omega \partial_x \left( \frac{u^3}{3} \right) dx = 0.$$ 

Denote a “symmetric nonnegative definite operator” by

$$L_C(u) = -\partial_{xx}.$$ 

Assumption 2 is satisfied since

$$\int_\Omega G'(u) \cdot C(u) dx = \int_\Omega u \cdot \partial_{xx} u dx = - \int_\Omega |\partial_x u|^2 dx,$$

where the second equality is from the integration by parts formula.

Formulations: Variational problem (2) forms an optimal control problem for viscous Burgers’ equation. Consider

$$\inf_{u,v,u_1} \int_0^1 \left[ \int_\Omega \frac{1}{2} |v(t, x)|^2 dx - \mathcal{F}(u) \right] dt + \mathcal{H}(u_1),$$

such that

$$\frac{\partial u(t, x)}{\partial t} + \partial_x \left( \frac{u(t, x)^2}{2} \right) + \partial_x v(t, x) = \beta \partial_{xx} u(t, x), \quad u(0, x) = u_0(x).$$
Here, the minimizer system of variational problem (4) satisfies a pair of PDEs: \( v(t,x) = \nabla \Phi(t,x) \) and
\[
\begin{align*}
\begin{cases}
\partial_t u(t,x) + \partial_x \left( \frac{u(t,x)^2}{2} \right) + \partial_{xx} \Phi(t,x) = \beta \partial_{xx} u(t,x), \\
\partial_t \Phi(t,x) + (u(t,x), \partial_x \Phi(t,x)) + \frac{\delta}{\delta u} F(u)(t,x) = -\beta \partial_{xx} \Phi(t,x).
\end{cases}
\end{align*}
\]

**Velocity control.** The unknown variable \( u \) in Burgers’ equation describes the velocity filed of the fluid over time. In the variational problem (4), we design a potential field \( \Phi \) to control the evolution of velocity field \( u \). Here, the background dynamics of \( u \) is the classical initial value viscous Burgers’ equation. The designed variational problem is to control a velocity field under suitable running and terminal costs.

2.2. **Traffic flow equation.** Consider a one dimensional traffic flow equation
\[
\partial_t u(t,x) + \nabla \cdot \left( u(t,x)(1-u(t,x)) \right) = \beta \Delta u(t,x).
\]
Here \( \nabla \cdot, \Delta \) are divergence, Laplacian operators w.r.t \( x \), respectively, and the unknown variable is \( u: \mathbb{R}_+ \times \Omega \to \mathbb{R}_+ \). In this case, the conservative and the dissipative operators satisfy
\[
\mathcal{B}(u) = \nabla \cdot (u(1-u)), \quad \mathcal{C}(u) = \Delta u.
\]
Define a function \( G: \mathbb{R}_+^1 \to \mathbb{R}_+^1 \) by
\[
G(u) = u \log u - u, \quad G'(u) = \log u.
\]
Then assumption 1 is satisfied since
\[
\int_{\Omega} G'(u) \cdot \mathcal{B}(u) dx = \int_{\Omega} \log u \cdot \nabla \cdot (u(1-u)) dx = \int_{\Omega} \nabla \cdot \Psi(u) dx = 0,
\]
where \( \Psi(u) = \int_0^u (1-2z) \log zdz \). Denote a “symmetric nonnegative definite operator” by
\[
L_C(u) = -\nabla \cdot (u \nabla).
\]
Assumption 2 is satisfied since
\[
\int_{\Omega} G'(u) \cdot \mathcal{C}(u) dx = \int_{\Omega} \log u \cdot \Delta udx
\]
\[
= \int_{\Omega} (\nabla \log u, \nabla u) dx
\]
\[
= -\int_{\Omega} \| \nabla \log u \|^2 u dx
\]
\[
= -\int_{\Omega} (\log u, -\nabla \cdot (u \nabla \log u)) dx,
\]
where the second equality is from the integration by parts formula and the third equality holds by the fact that \( \frac{\nabla u}{u} = \nabla \log u \), i.e., \( \nabla u = u \nabla \log u \).

**Formulations:** Variational problem (2) forms an optimal control problem for traffic flows. In detail, consider
\[
\inf_{u,v,v_1} \int_0^1 \left[ \int_{\Omega} \frac{1}{2} \| v(t,x) \|^2 u(t,x) dx - F(u) \right] dt + \mathcal{H}(u_1), \quad (5a)
\]
such that
\[ 0 \leq u(t, x) \leq 1, \quad \text{for all } t \in [0, 1], \]
and
\[ \partial_t u(t, x) + \nabla \cdot (u(t, x)(1 - u(t, x))) + \nabla \cdot (u(t, x)v(t, x)) = \beta \Delta u(t, x), \quad u(0, x) = u_0(x). \quad (5b) \]
Here, the minimizer system of variational problem (4) satisfies a pair of PDEs. When \( u \in (0, 1) \), there exists a scalar function \( \Phi \), such that
\[ \nabla \Phi(t, x) = v(t, x), \]
and
\[ \begin{cases} 
\partial_t u(t, x) + \nabla \cdot (u(t, x)(1 - u(t, x))) + \nabla \cdot (u(t, x)\nabla \Phi(t, x)) = \beta \Delta u(t, x), \\
\partial_t \Phi(t, x) + (1 - 2u(t, x), \nabla \Phi(t, x)) + \frac{1}{2} \|\nabla \Phi(t, x)\|^2 + \frac{\delta}{\delta u(t, x)} F(u) = -\beta \Delta \Phi(t, x). 
\end{cases} \]

**Position control.** The unknown variable \( u \) in traffic flows represents the density function of cars (particles) in a given spatial domain. Here, the background dynamics of \( u \) is the classical traffic flow. The control variable is the velocity for enforcing each car’s velocity in addition to its background traffic flow dynamics. The goal is to control the “total enforced kinetic energy” of all cars, in which individual cars can determine their velocities through both noises and traffic flow interactions.

We shall demonstrate that variational problems (2) can be formulated in terms of general conservation law equations associated with entropy-entropy flux pairs.

### 3. Entropy-entropy flux and flux–gradient flows

In this section, we first recall Lax’s entropy-entropy flux pairs for conservation law equations; see [16, 22]. Here the entropy-entropy flux pair is used to construct a Lyapunov functional for PDE (1). Using this Lyapunov functional with the dissipative operator, we next review and formulate both metric spaces and gradient flows; see [1, 9, 32]. Combining these facts with flux functions, we name PDE (1) flux–gradient flows in metric spaces. In later sections, we shall demonstrate that the flux–gradient flow formulation is useful in designing control problems of conservation laws.

#### 3.1. Entropy-Entropy flux pairs and Lyapunov functionals

Consider
\[ u: \mathbb{R}_+ \times \Omega \to \mathbb{R}^1, \quad B(u) = \nabla \cdot f(u), \quad C(u) = \nabla \cdot (A(u)\nabla u). \]
In this case, equation (1) satisfies
\[ \partial_t u(t, x) + \nabla \cdot f(u(t, x)) = \beta \nabla \cdot (A(u)\nabla u), \quad (6) \]
where \( u: \mathbb{R}^n \to \mathbb{R} \) is a scalar function, \( f = (f_1, \cdots, f_n) \) is a flux vector function, and \( A = (A_{ij})_{1 \leq i, j \leq n} \in \mathbb{R}^{n \times n} \) is a semi-positive definite matrix function. If \( \beta = 0 \), equation (6) is a scalar conservation law equation
\[ \partial_t u(t, x) + \nabla \cdot f(u(t, x)) = 0. \quad (7) \]

**Definition 1** (Entropy-entropy flux pair condition [22]). We call \((G, \Psi)\) an entropy-entropy flux pair for the conservation law (7) if there exists a convex function \( G: \mathbb{R} \to \mathbb{R} \), and \( \Psi: \mathbb{R} \to \mathbb{R}^n \), such that
\[ \Psi'(u) = f'(u)G'(u). \]
Remark 1. We remark that the entropy-entropy flux condition is trivial for scalar conservation laws. Every differentiable convex function $G$ satisfies this condition. For simplicity of presentation, we only focus on the scalar case, and leave the study of conservation law systems in future work.

In fact, Lax’s entropy–entropy flux pair introduces a class of functionals, which can be used as Lyapunov functionals for PDE (1). Denote

$$G(u) = \int_\Omega G(u) dx.$$  

For assumption 1,

$$\int_\Omega G'(u) \cdot B(u) dx = \int_\Omega G''(u) \nabla \cdot f(u) dx$$

$$= \int_\Omega G''(u) (f'(u), \nabla u) dx$$

$$= \int_\Omega (\Psi'(u), \nabla u) dx$$

$$= \int_\Omega \nabla \cdot \Psi(u) dx = 0,$$

where we apply the fact that $f'(u)G'(u) = \Psi'(u)$ and $\int_\Omega \nabla \cdot \Psi(u) dx = 0$ in the last equality.

For assumption 2,

$$\int_\Omega G'(u) \cdot C(u) dx = \int_\Omega G''(u) \nabla \cdot (A(u) \nabla u) dx$$

$$= - \int_\Omega (\nabla G''(u), A(u) \nabla u) dx$$

$$= - \int_\Omega (\nabla G''(u), A(u) G''(u)^{-1} \nabla G'(u)) dx,$$

where we apply $\nabla G'(u) = G''(u) \nabla u$ in the last equality. We observe a fact that $A(u) G''(u)^{-1} \geq 0$, since $A$ is nonnegative definite and $G''(u) > 0$. Hence we know that

$$\partial_t G(u) = \int_\Omega G'(u) \cdot \partial_t u dx$$

$$= - \int_\Omega G'(u) \cdot B(u) dx + \beta \int_\Omega G'(u) \cdot C(u) dx$$

$$= - \beta \int_\Omega (\nabla G''(u), A(u) G''(u)^{-1} \nabla G'(u)) dx \leq 0.$$  

This implies that $G(u)$ is a Lyapunov functional for PDE (1).

3.2. Metric spaces and gradient flows. We next provide a condition to define a metric space for the unknown variable $u$. Here, the metric space connects Lyapunov functionals with dissipative operators through gradient descent flows.
Definition 2 (Entropy-entropy flux-metric condition). We call \((G, \Psi)\) an entropy-entropy flux pair-metric for equation (6) if there exists a convex function \(G : \mathbb{R} \to \mathbb{R}\), and \(\Psi : \mathbb{R} \to \mathbb{R}^n\), such that
\[
\Psi'(u) = f'(u)G'(u), \quad A(u)G''(u)^{-1} \text{ is a semi positive definite symmetric matrix function.}
\]

Under the entropy-entropy flux-metric condition, assumption 2 implies a metric operator below. Define the space of function \(u\) by
\[
\mathcal{M} = \left\{ u \in C^\infty(\Omega) : \int_{\Omega} u(x)dx = \text{constant} \right\}.
\]
The tangent space of \(\mathcal{M}(u)\) at point \(u\) is defined by
\[
T_u\mathcal{M} = \left\{ \sigma \in C^\infty(\Omega) : \int_{\Omega} \sigma(x)dx = 0 \right\}.
\]
Denote an elliptic operator \(L_C : C^\infty(\Omega) \to C^\infty(\mathbb{R})\) by
\[
L_C(u) = -\nabla \cdot (A(u)G''(u)^{-1}\nabla).
\]

We are ready to define the metric inner product for the dissipation operator.

Definition 3 (Metric). The inner product \(g(u) : T_u\mathcal{M} \times T_u\mathcal{M} \to \mathbb{R}\) is given below.
\[
g(u)(\sigma_1, \sigma_2) = \int_{\Omega} (\Phi_1, L_C(u)\Phi_2)dx
\]
\[
= -\int_{\Omega} \Phi_1 \nabla \cdot (A(u)G''(u)^{-1}\nabla\Phi_2)dx
\]
\[
= \int_{\Omega} (\nabla\Phi_1, A(u)G''(u)^{-1}\nabla\Phi_2)dx
\]
\[
= \int_{\Omega} \sigma_1 \Phi_2 dx = \int_{\Omega} \sigma_2 \Phi_1 dx,
\]
where \(\Phi_i \in C^\infty(\Omega)\) satisfies
\[
\sigma_i = -\nabla \cdot (A(u)G''(u)^{-1}\nabla\Phi_i), \quad i = 1, 2.
\]

From now on, we call \((\mathcal{M}, g)\) the metric space. We next review and present the gradient decent flow in metric space \((\mathcal{M}, g)\). Here the dissipative part of PDE (1) comes from the gradient flow of the proposed Lyapunov (entropy) functional.

Proposition 4 (Gradient flow). Given an energy functional \(E : \mathcal{M} \to \mathbb{R}\), the gradient flow of \(F\) in \((\mathcal{M}, g)\) satisfies
\[
\partial_t u = \nabla \cdot (A(u)G''(u)^{-1}\nabla \delta E(u)).
\]
If \(E(u) = G(u) = \int_{\Omega} G(u)dx\), then the above gradient flow satisfies
\[
\partial_t u = \nabla \cdot (A(u)\nabla u).
\]
Proof. The derivation of gradient flow follows from the definition. For the completeness of this paper, we still present the proof here. The gradient operator \( \text{grad} \mathcal{E} \in T_u \mathcal{M} \) is defined by

\[
g(u)(\text{grad} \mathcal{E}(u), \sigma) = \int_{\Omega} (\frac{\delta}{\delta u} \mathcal{E}(u), \sigma) dx,
\]

for any \( \sigma \in T_u \mathcal{M} \). Let \( \sigma = L_C(u)(\Phi) = -\nabla \cdot (A(u)G''(u)^{-1}\nabla \Phi) \), the above definition forms

\[
g(u)(\text{grad} \mathcal{E}(u), \sigma) = \int_{\Omega} (\nabla \mathcal{E}(u), L_C(u)(\Phi)) dx
\]

\[
= \int_{\Omega} (L_C(u)(\frac{\delta}{\delta u} \mathcal{E}(u)), \Phi) dx.
\]

Since the above equality holds for any smooth function \( \Phi \), we let

\[
\text{grad} \mathcal{E}(u) = L_C(u)(\frac{\delta}{\delta u} \mathcal{E}(u)) = -\nabla \cdot (A(u)G''(u)^{-1}\nabla \frac{\delta}{\delta u} \mathcal{E}(u)).
\]

Hence the gradient decent flow satisfies

\[
\partial_t u = -\text{grad} \mathcal{E}(u) = \nabla \cdot (A(u)G''(u)^{-1}\nabla \frac{\delta}{\delta u} \mathcal{E}(u)).
\]

If \( \mathcal{E}(u) = G(u) \), then

\[
\partial_t u = \nabla \cdot (A(u)G''(u)^{-1}\nabla \frac{\delta}{\delta u} G(u))
\]

\[
= \nabla \cdot (A(u)G''(u)^{-1}\nabla G'(u))
\]

\[
= \nabla \cdot (A(u)G''(u)^{-1}G''(u)\nabla u)
\]

\[
= \nabla \cdot (A(u)\nabla u).
\]

Remark 2. An example of metric \( g \) is the Wasserstein-2 metric, which has been widely studied in optimal transport literature \[1, 36\]. In other words, let \( G(u) = u \log u - u \), \( A(u) = I \), then \( L_C(u) = -\nabla \cdot (u \nabla) \). In this case, the heat equation is the gradient flow of entropy functional \( \int_{\Omega} u \log u - u dx \) in Wasserstein-2 space. Recently, generalized optimal transport metrics and nonlinear diffusions have been widely studied in \[9, 14, 31\].

3.3. Flux–gradient flows. In summary, we illustrate the relation among entropy-entropy flux pairs, gradient flows and PDE \([6]\). On the one hand, the entropy-entropy flux pairs introduce a Lyapunov functional, along which the entropy-entropy flux flow is non positive. In addition, \( \frac{d\delta}{dt} + \nabla \cdot \Psi \leq 0 \). This entropy condition \([22]\) picks out the unique physical weak solution for inviscid conservation law \([7]\). On the other hand, both Lyapunov functional and dissipative operator define a metric space, under which the dissipative operator forms the gradient flow. These facts imply a formulation for PDE \([6]\). We call it flux–gradient flows.
In detail, equation (6) can be written below.
\[ \partial_t u + \nabla \cdot f(u) = \beta \nabla \cdot (A(u)G''(u)^{-1} \nabla \frac{\delta}{\delta u} G(u)), \]
where the flux function \( f \) satisfies
\[ \int_{\Omega} f(u) \cdot \nabla \frac{\delta}{\delta u} G(u) dx = 0. \]

The above formulation of the PDE (6) is a gradient flow equation added with the flux function. We can consider its general formulation. We keep the metric operator invariant and replace the Lyapunov functional \( G(u) \) by a general energy functional \( E(u) \).

**Definition 5** (Flux–gradient flow). Given an energy functional \( E: M \rightarrow \mathbb{R} \), consider a class of PDE
\[ \partial_t u + \nabla \cdot (f_1(x,u)) = \beta \nabla \cdot (A(u)G''(u)^{-1} \nabla \frac{\delta}{\delta u} E(u)), \]
where \( f_1: \Omega \times \mathbb{R} \rightarrow \mathbb{R}^n \) is a flux function satisfying
\[ \int_{\Omega} f_1(x,u) \cdot \nabla \frac{\delta}{\delta u} E(u) dx = 0. \]

If \( E(u) = G(u) = \int_{\Omega} G(u) dx \) and \( f_1(x,u) = f(u) \), then equation (9) forms PDE (6).

Equations in formulation (9) provide a class of conservative–dissipative dynamics.

**Proposition 6** (Entropy-entropy flux-production). Energy functional \( E(u) \) is a Lyapunov functional for PDE (9). In other words, the following dissipation result holds. Suppose \( u(t,x) \) is the solution of equation (9), then
\[ \frac{d}{dt} E(u(t,\cdot)) = -\beta \mathcal{I}_E(u(t,\cdot)) \leq 0, \]
where the functional \( \mathcal{I}_E: M \rightarrow \mathbb{R}_+ \) is defined by
\[ \mathcal{I}_E(u) = \int_{\Omega} (\nabla \frac{\delta}{\delta u} E(u), A(u)G''(u)^{-1} \nabla \frac{\delta}{\delta u} E(u)) dx. \]

**Proof.** The proof follows directly from Definition 5. In other words,
\[ \frac{d}{dt} E(u) = \int_{\Omega} \frac{\delta}{\delta u} E(u) \cdot \partial_t u dx \]
\[ = \int_{\Omega} \left[ -\frac{\delta}{\delta u} E(u) \nabla \cdot f_1(x,u) + \beta \frac{\delta}{\delta u} E(u) \nabla \cdot (A(u)G''(u)^{-1} \nabla \frac{\delta}{\delta u} E(u)) \right] dx \]
\[ = \int_{\Omega} (f_1(x,u), \nabla \frac{\delta}{\delta u} E(u)) dx - \beta \int_{\Omega} (\nabla \frac{\delta}{\delta u} E(u), A(u)G''(u)^{-1} \nabla \frac{\delta}{\delta u} E(u)) dx \]
\[ = -\beta \mathcal{I}_E(u), \]
where the third equality applies the integration by parts formula and the last equality uses condition (10).
Remark 3. We remark that if $\mathcal{E}(u) = G(u) = \int_{\Omega} (u \log u - u) dx$ and $A(u) = 1$, then the functional

$$I_E(u) = \int_{\Omega} \|\nabla \log u\|^2 u dx = \int_{\Omega} \frac{\|\nabla u(x)\|^2}{u(x)} dx,$$

is known as the Fisher information functional. A known fact is that the dissipation of Lyapunov/entropy functional $G(u) = \int_{\Omega} u \log u - u dx$ along the heat flow equals to the negative Fisher information functional. This fact is called the de Bruijn equality. Here, the de-Bruijn type equalities hold naturally in conservation laws with entropy-entropy flux pairs. In future works, we shall study the dynamical effect of flux function in metric spaces; see related techniques developed in [26].

Remark 4. We remark that equation (9) are generalized variational formulations for flux–gradient flows in metric spaces. They have potential applications in designing Markov-Chain-Monte-Carlo algorithms, and deriving the neural network variational algorithms for conservation laws; see [28]. We leave the detailed studies of these areas in future works.

4. Controlling Conservation laws

In this section, we present the main results of this paper. We study the variational problems for conservation laws (6). From now on, we assume that the entropy-entropy flux-metric condition in Definition 2 holds.

We first design an optimal control problem over flux–gradient flows in a metric space.

**Definition 7 (Optimal control of conservation laws).** Given smooth functionals $F, H: \mathcal{M} \to \mathbb{R}$, consider a variational problem

$$\inf_{u,v,u_1} \int_{0}^{1} \left[ \int_{\Omega} \frac{1}{2} (v, A(u) G''(u)^{-1} v) dx - F(u) \right] dt + H(u_1),$$

where the infimum is taken among variables $v: [0, 1] \times \Omega \to \mathbb{R}^n$, $u: [0, 1] \times \Omega \to \mathbb{R}$, and $u_1: \Omega \to \mathbb{R}$ satisfying

$$\partial_t u + \nabla \cdot f(u) + \nabla \cdot (A(u) G''(u)^{-1} v) = \beta \nabla \cdot (A(u) \nabla u), \quad u(0, x) = u_0(x).$$

Here the equation (12b) is a control dynamic for the conservation law (6). The objective functional is an enforced “kinetic energy” minus a “potential energy” in the metric space $(\mathcal{M}, g)$. If the control variable $v(t, x) = 0$ for all $t = [0, 1], x \in \Omega$, then dynamics (12b) becomes the original conservation law equation (6).

**Remark 5.** We notice that variational problem (12) is a generalized dynamical optimal transport problem. In other words, if $u: [0, 1] \times \Omega \to \mathbb{R}_+^n, A(u) = 1, G(u) = u \log u - u, \beta = 0, f = 0, F(u) = 0$ and $u_1$ is a fixed function with $\int_{\Omega} u_0 dx = \int_{\Omega} u_1 dx$, then problem (12) forms

$$\inf_{u,v} \left\{ \int_{0}^{1} \int_{\Omega} \frac{1}{2} \|v\|^2 u dx dt : \partial_t u + \nabla \cdot (uv) = 0, \quad u(0, x) = u_0(x), \quad u(1, x) = u_1(x) \right\}.$$

The above minimization is known as Benamou-Brenier’s formula [4] studied in classical optimal transport problems. Here the variational problem (12) generalizes the dynamical optimal transport, which contains the inverse of the Hessian operator of entropy functionals.
to model the “kinetic energy”. In particular, we formulate the conservation laws in the constraint set.

We next derive critical point systems of variational problem (12). They are Hamiltonian flows in \((M, g)\) associated with conservation laws.

**Proposition 8** (Hamiltonian flows of conservation laws). The critical point system of variational problem (12) is given below. There exists a function \(\Phi: [0,1] \times \Omega \to \mathbb{R}\), such that

\[
v(t, x) = \nabla \Phi(t, x),
\]

and

\[
\begin{align*}
\partial_t u + \nabla \cdot f(u) + \nabla \cdot (A(u)G''(u)^{-1}\nabla \Phi) &= \beta \nabla \cdot (A(u)\nabla u), \\
\partial_t \Phi + (\nabla \Phi, f'(u)) + \frac{1}{2}(\nabla \Phi, (A(u)G''(u)^{-1})'\nabla \Phi) + \frac{\delta}{\delta u} \mathcal{F}(u) &= -\beta \nabla \cdot (A(u)\nabla \Phi) + \beta (\nabla \Phi, A'(u)\nabla u).
\end{align*}
\]

(13)

Here ‘\(^{\prime}\)’ represents the derivative w.r.t. variable \(u\). The initial and terminal time conditions satisfy

\[
u(0, x) = u_0(x), \quad \frac{\delta}{\delta u_1} \mathcal{H}(u_1) + \Phi(1, x) = 0.
\]

**Proof.** We first rewrite the variables \((u, v)\) in variational formula (12) by \((u, m)\), where

\[
m(t, x) = A(u(t, x))G''(u(t, x))^{-1}v(t, x) = V(u(t, x))v(t, x).
\]

Here we denote \(V(u(t, x)) = A(u(t, x))G''(u(t, x))^{-1}\). In this case, the variational problem (12) forms

\[
\inf_{m, u, u_1} \left\{ \int_0^1 \left[ \int_\Omega \left( \frac{1}{2}(m, V(u)^{-1}m)dx - \mathcal{F}(u) \right) dt + \mathcal{H}(u_1) : \partial_t u + \nabla \cdot f(u) + \nabla \cdot m = \beta \nabla \cdot (A(u)\nabla u), \quad \text{fixed } u_0. \right\}
\]

(14)

Denote the Lagrange multiplier of problem (14) by \(\Phi: [0,1] \times \Omega \to \mathbb{R}\). Consider the following saddle point problem

\[
\inf_{m, u, u_1} \sup_{\Phi} \mathcal{L}(m, u, u_1, \Phi).
\]

In the above formula, we have

\[
\mathcal{L}(m, u, u_1, \Phi) = \int_0^1 \int_\Omega \left[ \frac{1}{2}(m, V(u)^{-1}m) + \Phi \left( \partial_t u + \nabla \cdot f(u) + \nabla \cdot m - \beta \nabla \cdot (A(u)\nabla u) \right) \right] dxdt
\]

\[
- \int_0^1 \mathcal{F}(u) dt + \mathcal{H}(u_1)
\]

\[
= \int_0^1 \int_\Omega \left[ \frac{1}{2}(m, V(u)^{-1}m) + \Phi \left( \nabla \cdot f(u) + \nabla \cdot m - \beta \nabla \cdot (A(u)\nabla u) \right) \right] dxdt
\]

\[
+ \int_\Omega (\Phi(1, x)u_1(x) - \Phi(0, x)u_0(x)) dx - \int_0^1 \int_\Omega \partial_t \Phi u dx dt - \int_0^1 \mathcal{F}(u) dt + \mathcal{H}(u_1),
\]
where we use the integration by parts formula w.r.t. $t$ in the second equality. In other words,
\[
\int_0^1 \int_\Omega \Phi \partial_t u dx dt = \int_\Omega \Phi(1,x)u(1,x)dx - \int_\Omega \Phi(0,x)u(0,x)dx - \int_0^1 \int_\Omega \partial_t \Phi u dx dt.
\]
We next derive the critical point for the above saddle point problem. In other words, consider
\[
\begin{align*}
\frac{\delta}{\delta u} \mathcal{L} &= 0, \\
\frac{\delta}{\delta m} \mathcal{L} &= 0, \\
\frac{\delta}{\delta \Phi} \mathcal{L} &= 0 \\
\mathcal{H}_1 &= 0,
\end{align*}
\]
where $\frac{\delta}{\delta m}, \frac{\delta}{\delta u}, \frac{\delta}{\delta \Phi} \mathcal{L}$ are $L^2$ first variational derivatives w.r.t. functions $m, u, u_1, \Phi$, respectively. We thus derive the pair of PDEs \([13]\) in $\mathcal{M}(\Omega)$.

We next present the Hamiltonian formalism for the PDE system \([13]\).

**Proposition 9** (Hamiltonian flows in metric space). **PDE system** \([13]\) **has the following Hamiltonian flow formulation.**

\[
\partial_t u = \frac{\delta}{\delta \Phi} \mathcal{H}_G(u, \Phi), \quad \partial_t \Phi = -\frac{\delta}{\delta u} \mathcal{H}_G(u, \Phi),
\]

where we define the Hamiltonian functional $\mathcal{H}_G : \mathcal{M} \times C^\infty(\Omega) \to \mathbb{R}$ by

\[
\mathcal{H}_G(u, \Phi) = \int_\Omega \left[ \frac{1}{2} m + V(u)^{-1} V(\Phi, u) + F(u) \right] dx + \mathcal{F}(u). \quad (15)
\]

In other words, the Hamiltonian functional $\mathcal{H}_G(u, \Phi)$ is conserved along dynamics \([13]\). Suppose $(u, \Phi)$ are solutions of equation \([13]\), then

\[
\frac{d}{dt} \mathcal{H}_G(u, \Phi) = 0.
\]

**Proposition 10** (Functional Hamilton-Jacobi equations of conservation laws). **The Hamilton-Jacobi equation in** $(\mathcal{M}, g)$ **for equation** \([13]\) **satisfies**

\[
\partial_t \mathcal{U}(t, u) + \int_\Omega \left[ \frac{1}{2} \nabla \delta \mathcal{U}(t, u), A(u) G''(u)^{-1} \nabla \delta \mathcal{U}(t, u) \right] dx + \mathcal{F}(u) = 0,
\]

where $\mathcal{U} : [0,1] \times L^2(\Omega) \to \mathbb{R}$ is a value functional.

**Proof of Proposition 10 and Proposition 11.** The proof follows from the definition of Hamiltonian dynamics. We can check it directly by using the first variation operators. In other words,

\[
\frac{\delta}{\delta \Phi} \mathcal{H}_G(u, \Phi) = -\nabla \cdot (A(u) G''(u)^{-1} \nabla \Phi) - \nabla \cdot f(u) + \beta \nabla \cdot (A(u) \nabla u),
\]
and
\[ \delta \frac{\delta H_G(u, \Phi)}{\delta u} = \frac{1}{2} \left( \nabla \Phi, (A(u)G''(u)^{-1})' \nabla \Phi \right) + \left( \nabla \Phi, f'(u) \right) + \delta \frac{\delta F}{\delta u}(u) \\
- \beta (\nabla \Phi, A'(u) \nabla u) + \beta \nabla \cdot (A(u) \nabla \Phi). \]

Clearly, \( H_G(u, \Phi) \) is conserved since
\[ \frac{d}{dt} H_G(u, \Phi) = \int_\Omega \left( \frac{\delta}{\delta u} H_G \cdot \partial_t u + \frac{\delta}{\delta \Phi} H_G \cdot \partial_t \Phi \right) dx \]
\[ = \int_\Omega \left( \frac{\delta}{\delta u} H_G \cdot \frac{\delta}{\delta \Phi} H_G - \frac{\delta}{\delta \Phi} H_G \cdot \frac{\delta}{\delta u} H_G \right) dx = 0. \]

This finishes the proof of Proposition 9.

We next use the Hamiltonian functional to formulate the Hamilton-Jacobi equation in \((M, g)\). Define a functional by \( U: \mathbb{R}^+ \times M \to \mathbb{R} \). Let \( \Phi(t, x) = \delta \frac{\delta U}{\delta u}(t, u) \) in Hamiltonian flow (13). We obtain the Hamilton-Jacobi equation in metric space \((M, g)\), where
\[ \partial_t U(t, u) + H_G(u, \delta \frac{\delta U}{\delta u}(t, u)) = 0. \]

This finishes the proof of Proposition 10. \(\square\)

**Remark 6 (Fisher information regularizations).** We remark that the Fisher information functional is also connected with control problems of conservation laws. See similar studies in [21]. We leave the study about information functional regularizations of conservation laws in a sequential work.

### 4.1. Examples

In this subsection, we list several examples of control problems for scalar conservation laws.

**Example 1 (Controlling heat equations).** Consider the heat equation
\[ \partial_t u = \beta \Delta u, \]
where \( u: [0, +\infty) \times \Omega \to \mathbb{R}^+ \) is the probability density function. It satisfies PDE (6), where
\( u \in \mathbb{R}^+_1, \quad f(u) = 0, \quad A(u) = \mathbb{I}. \)

In this case, a function pair \((G, \Psi)\), where \( G \) is a convex function and \( \Psi = 0 \), satisfies the entropy-entropy flux condition. In other words,
\[ \Psi'(u) = f'(u)G'(u) = 0. \]

In particular, if \( G(u) = u \log u - u \), then the variational problem (12) satisfies
\[ \inf_{u, v, u_1} \int_0^1 \left[ \int_\Omega \frac{1}{2} |v|^2 dx - F(u) \right] dt + H(u_1), \]
where the infimum is taken among variables \( u, v, u_1 \) satisfying
\[ \partial_t u + \nabla \cdot (uv) = \beta \Delta u, \quad u(0, x) = u_0(x). \]
Here the minimizer system is given below. There exists a function \( \Phi \), such that \( v = \nabla\Phi \) and

\[
\begin{align*}
\partial_t u + \nabla \cdot (u \nabla \Phi) &= \beta \Delta u, \\
\partial_t \Phi + \frac{1}{2} \|\nabla \Phi\|^2 + \frac{\delta}{\delta u} F(u) &= -\beta \Delta \Phi.
\end{align*}
\]

The above optimal control problem and critical point system has been widely studied in the optimal transport (\( F = 0, \beta = 0 \)), Schrödinger bridge problems (\( F = 0, \beta > 0 \)) and potential mean field games. There is a Hamiltonian formalism for the PDE system \((u, \Phi)\).

In other words,

\[
\partial_t u = \frac{\delta}{\delta \Phi} H_G(u, \Phi), \quad \partial_t \Phi = -\frac{\delta}{\delta u} H_G(u, \Phi),
\]

where the Hamiltonian functional satisfies

\[
H_G(u, \Phi) = \int_{\Omega} \left[ \frac{1}{2} \|\nabla \Phi\|^2 u - \beta (\nabla \Phi, \nabla u) \right] dx + F(u).
\]

Example 2 (Controlling scalar conservation laws). Consider

\[
\partial_t u + \nabla \cdot f(u) = \beta \Delta u,
\]

where \( u: [0, +\infty) \times \Omega \to \mathbb{R} \) and \( A = I \).

(i) Let \( G(u) = u \log u - u \). Then variational problem \((12)\) satisfies

\[
\inf_{u,v,u_1} \int_0^1 \left[ \int_{\Omega} \frac{1}{2} |v|^2 u dx - F(u) \right] dt + \mathcal{H}(u_1),
\]

where the infimum is taken among variables \( u,v,u_1 \) satisfying

\[
\partial_t u + \nabla \cdot f(u) + \nabla \cdot (uv) = \beta \Delta u, \quad u(0,x) = u_0(x).
\]

Here the minimizer system is given below. There exists a function \( \Phi \), such that \( v = \nabla \Phi \) and

\[
\begin{align*}
\partial_t u + \nabla \cdot f(u) + \nabla \cdot (u \nabla \Phi) &= \beta \Delta u, \\
\partial_t \Phi + (\nabla \Phi, f'(u)) + \frac{1}{2} \|\nabla \Phi\|^2 + \frac{\delta}{\delta u} F(u) &= -\beta \Delta \Phi.
\end{align*}
\]

I.e.,

\[
\partial_t u = \frac{\delta}{\delta \Phi} H_G(u, \Phi), \quad \partial_t \Phi = -\frac{\delta}{\delta u} H_G(u, \Phi),
\]

where the Hamiltonian functional satisfies

\[
H_G(u, \Phi) = \int_{\Omega} \left[ \frac{1}{2} \|\nabla \Phi\|^2 u + (\nabla \Phi, f(u)) - \beta (\nabla \Phi, \nabla u) \right] dx + F(u).
\]

(ii) Let \( G(u) = \frac{u^2}{2} \). Then variational problem \((12)\) satisfies

\[
\inf_{u,v,u_1} \int_0^1 \left[ \int_{\Omega} \frac{1}{2} |v|^2 dx - F(u) \right] dt + \mathcal{H}(u_1),
\]

where the infimum is taken among variables \( u,v,u_1 \) satisfying

\[
\partial_t u + \nabla \cdot f(u) + \nabla \cdot v = \beta \Delta u, \quad u(0,x) = u_0(x).
\]
Here the minimizer system is given below. There exists a function \( \Phi \), such that \( v = \nabla \Phi \) and

\[
\begin{aligned}
\partial_t u + \nabla \cdot f(u) + \nabla \cdot (\nabla \Phi) &= \beta \Delta u, \\
\partial_t \Phi + (\nabla \Phi, f'(u)) + \frac{\delta}{\delta u} F(u) &= -\beta \Delta \Phi,
\end{aligned}
\]

I.e.,

\[
\partial_t u = \frac{\delta}{\delta \Phi} H_G(u, \Phi), \quad \partial_t \Phi = -\frac{\delta}{\delta u} H_G(u, \Phi),
\]

where the Hamiltonian functional satisfies

\[
H_G(u, \Phi) = \int_{\Omega} \left[ \frac{1}{2} \| \nabla \Phi \|^2 + (\nabla \Phi, f(u)) - \beta (\nabla \Phi, \nabla u) \right] dx + F(u).
\]

5. Numerical methods and examples

In this section, we first review classical primal-dual hybrid gradient algorithms (PDHG) and their extensions. We next apply this approach to solve the variational problem defined in equation (12) subject to the constraint involving conservation laws. We design a finite difference scheme to discretize conservation laws and solve the variational problem on grids. Several numerical examples, including Burgers’ equation and traffic flow, are presented.

5.1. PDHG algorithm and its extension. The PDHG algorithm [10] solves the following constrained convex optimization problem

\[
\min_z h(Kz) + g(z),
\]

where \( Z \) is a finite or infinite dimensional Hilbert space, \( h \) and \( g \) are convex functions and \( K : Z \to \mathcal{H} \) is a linear operator between Hilbert spaces. This problem can be rewritten in the saddle-point problem form

\[
\min_z \max_p \langle Kz, p \rangle_{L^2} + g(z) - h^*(p),
\]

where \( h^*(p) = \sup_z \langle Kz, p \rangle_{L^2} - h(z) \), which is the convex conjugate of \( h \). The algorithm updates \( z, p \) by taking proximal gradient descent, proximal gradient ascent steps alternately. At the \( n \)-th iteration, the algorithm updates as follows

\[
\begin{aligned}
z^{n+1} &= \arg \min_z \langle Kz, p^n \rangle_{L^2} + g(z) + \frac{1}{2\tau} \| z - z^n \|_{L^2}^2, \\
p^{n+1} &= \arg \max_p \langle Kz^{n+1}, p \rangle_{L^2} - h^*(p) - \frac{1}{2\sigma} \| p - p^n \|_{L^2}^2, \\
\bar{p}^{n+1} &= 2p^{n+1} - p^n.
\end{aligned}
\]

Here \( \tau, \sigma \) are stepsizes, which have to satisfy \( \sigma \tau \| K^T K \| < 1 \) in order to guarantee the convergence of the algorithm. When the operator \( K \) is nonlinear, we use the extension of PDHG algorithm [13]. The idea is to use the linear approximation of \( K \):

\[
K(z) \approx K(\bar{z}) + \nabla K(\bar{z})(z - \bar{z}).
\]
Here, the extension of the PDHG scheme is as follows
\[
\begin{align*}
    z^{n+1} &= \arg\min_z \langle z, [\nabla K(z^n)]^T p^n \rangle_{L^2} + g(x) + \frac{1}{2\tau} \|z - z^n\|_{L^2}^2, \\
    p^{n+1} &= \arg\max_p \langle K(z^{n+1}), p \rangle_{L^2} - h^*(p) - \frac{1}{2\sigma} \|p - p^n\|_{L^2}^2, \\
    \bar{p}^{n+1} &= 2p^{n+1} - p^n.
\end{align*}
\] (16)

When \( K \) is some unbounded linear operator, for instance \( K = \nabla \), the operator norm \( \|K\| \) can increase when we refine the grid size. Consequently, the algorithm may converge slowly due to small stepsizes. We apply a generalization of PDHG, namely the General-proximal Primal-Dual Hybrid Gradient (G-prox PDHG) method from [20]. We choose a proper norm \((L^2, H^1, ...)\) for the proximal step to allow larger stepsizes.

We apply the nonlinear G-prox PDHG algorithm to solve the variational problem (12), in particular its equivalent format (14). For illustration purpose, we use the traffic flow variational problem (5) as an example and give details on the algorithm. Set
\[
    \begin{align*}
    z &= (u, m), \\
    p &= \Phi, \\
    K((u, m)) &= \partial_t u + \nabla \cdot f(u) + \nabla \cdot m - \beta \Delta u, \\
    g((u, m)) &= \int_0^1 \left( \int_\Omega \frac{\|m\|^2}{2u} + 1_{[0,1]}(u)dx - F(u) \right) dt, \\
    h(Kz) &= \begin{cases} 
        0 & \text{if } Kz = 0 \\
        +\infty & \text{else} 
    \end{cases}.
    \end{align*}
\]

We rewrite the variational problem as follows:
\[
\inf_{u,m} \sup_{\Phi} \mathcal{L}(u, m, \Phi), \quad \text{with } u(0, x) = u_0(x), \ \Phi(1, x) = -\frac{\delta}{\delta u(1, x)} \mathcal{H}(u), \quad (17)
\]

where
\[
\begin{align*}
    \mathcal{L}(u, m, \Phi) &= \int_0^1 \left( \int_\Omega \frac{\|m\|^2}{2u} + 1_{[0,1]}(u)dx - F(u) \right) dt \\
    &\quad + \int_0^1 \int_\Omega \Phi (\partial_t u + \nabla \cdot f(u) + \nabla \cdot m - \beta \Delta u) dxdt,
\end{align*}
\] (18)

and \( f(u) = u(1-u) \) is the traffic flux function. We denote the indicator function by
\[
1_A(x) = \begin{cases} 
    +\infty & x \notin A \\
    0 & x \in A.
\end{cases}
\]

We also choose \( L^2 \) norm for updating \((u, m)\) and \( H^1 \) norm for \( \Phi \), specifically
\[
\|v\|_{L^2}^2 = \int_0^1 \int_\Omega v^2 dxdt, \quad \|v\|_{H^1}^2 = \|\nabla v\|_{L^2}^2 + \|\partial_t v\|_{L^2}^2.
\]

We summarize the algorithm to solve problem (17) as follows.

Algorithm 1: PDHG for the conservation law control system

While $k < \text{Maximal number of iteration}$

\[
(u^{(k+1)}, m^{(k+1)}) = \text{argmin}_u \mathcal{L}(u, m, \bar{\Phi}^{(k)}) + \frac{1}{2\tau}||u - u^{(k)}||^2_{L^2} + \frac{1}{2\tau}||m - m^{(k)}||^2_{L^2};
\]

\[
\Phi^{(k+1)} = \text{argmax}_\Phi \mathcal{L}(u^{(k+1)}, m^{(k+1)}, \Phi) - \frac{1}{2\sigma}||\Phi - \Phi^{(k)}||^2_{H^1};
\]

\[
\bar{\Phi}^{(k+1)} = 2\Phi^{(k+1)} - \Phi^{(k)};
\]

5.2. Finite Difference Discretization. In this subsection, we review basic numerical concepts of conservation law. More details can be found in [25]. Then we design the finite difference discretization for the control of conservation laws.

5.2.1. Lax–Friedrichs scheme for the conservation law. Consider a nonlinear scalar conservation law

\[
\begin{cases}
    \partial_t u + \partial_x f(u) = \beta \partial_{xx} u, \\
    u(0, x) = u_0(x).
\end{cases}
\] (19)

We review the Lax–Friedrichs scheme. Denote a discretization $\Delta t, \Delta x$ in time and space, $u_j^k = u(k\Delta t, j\Delta x)$, then the update follows

\[
u_j^{k+1} = u_j^k - \frac{\Delta t}{2\Delta x} \left( f(u_{j+1}^k) - f(u_{j-1}^k) \right) + (\beta + c\Delta x) \frac{\Delta t}{(\Delta x)^2} \left( u_{j+1}^k - 2u_j^k + u_{j-1}^k \right). \] (20)

The last term contains diffusion coefficient $\beta$ from the original equation and $c\Delta x$ as coefficient for artificial viscosity with $c > 0$. Notice that the monotone scheme gives entropy solutions. Here the definition of monotone scheme is given below.

Definition 11. For $p, q \in \mathbb{N}$, a scheme

\[
u_j^{k+1} = G(u_{j-p-1}^k, \ldots, u_{j+q}^k)
\]

is called a monotone scheme if $G$ is a monotonically nondecreasing function of each argument.

In order to guarantee that the scheme (20) is monotone, the following inequalities have to be satisfied:

\[
1 - 2(\beta + c\Delta x) \frac{\Delta t}{(\Delta x)^2} \geq 0,
\]

\[
-\frac{\Delta t}{2\Delta x} |f'(u)| + (\beta + c\Delta x) \frac{\Delta t}{(\Delta x)^2} \geq 0.
\]

As we want the scheme works when $\beta \to 0$, the restriction on $c$ and space–time stepsizes can be simplified as follows:

\[
c \geq \frac{1}{2} |f'(u)|,
\]

\[
(\Delta x)^2 \geq 2(\beta + c\Delta x) \Delta t.
\]
The first inequality suggests the artificial viscosity we need to add. The second one impose a strong restriction on the stepsize in time when $\beta > 0$.

5.2.2. Discretization of the control problem. We consider the control problem of scalar conservation law defined in $[0, b] \times [0, 1]$, where $b$ is a given constant. We apply the periodic boundary condition on the spatial domain. Given $N_x, N_t > 0$, we have $\Delta x = \frac{b}{N_x}, \Delta t = \frac{1}{N_t}$. For $x_i = i\Delta x, t_l = l\Delta t$, define

\[
\begin{align*}
    u^l_i &= u(t_l, x_i) && 1 \leq i \leq N_x, 0 \leq l \leq N_t, \\
    m^l_{1,i} &= (mx_1(t_l, x_i))^+ && 1 \leq i \leq N_x, 0 \leq l \leq N_t - 1, \\
    m^l_{2,i} &= -(mx_1(t_l, x_i))^- && 1 \leq i \leq N_x, 0 \leq l \leq N_t - 1, \\
    \Phi^l_i &= \Phi(t_l, x_i) && 1 \leq i \leq N_x, 0 \leq l \leq N_t, \\
    \Phi^{Nt}_i &= -\frac{\delta}{\delta u(1, x_i)}H(u^{Nt}_i) && 1 \leq i \leq N_x,
\end{align*}
\]

where $u^+ := \max(u, 0)$ and $u^- = u^+ - u$. Note here $m^l_{1,i} \in \mathbb{R}^+, m^l_{2,i} \in \mathbb{R}^-$. Denote

\[
\begin{align*}
    (Du)_i &= \frac{u_{i+1} - u_i}{\Delta x} \\
    [Du]_i &= ((Du)_i, (Du)_{i-1}) \\
    [\bar{Du}]_i &= ((Du)^+_i, -(Du)^-_i) \\
    \text{Lap}(u)_i &= \frac{u_{i+1} - 2u_i + u_{i-1}}{(\Delta x)^2}
\end{align*}
\]

The first conservation law equation adapted from the Lax–Friedrichs scheme is as follows:

\[
\frac{1}{\Delta t} \left( u^{l+1}_i - u^l_i \right) + \frac{1}{2\Delta x} \left( f(u^{l+1}_{i+1}) - f(u^{l+1}_{i-1}) \right) + (Dm)^{l}_{1,i-1} + (Dm)^{l}_{2,i} = (\beta + c\Delta x)Lap(u^l_i)^{l+1},
\]

where $1 \leq i \leq N_x, 0 \leq l \leq N_t - 1$. We choose $c \geq \frac{1}{2} \max_u |f'(u)|$. Unlike the Lax–Friedrichs scheme in explicit form, we use an implicit discretization in time to encode the feedback control structure. Another benefit of the implicit scheme is that it allows a larger mesh size in time.

Following the discretization of the conservation law, the discrete saddle point problem has the following form:

\[
\min_{u, m} \max_{\Phi} L(u, m, \Phi),
\]
where

\[ L(u, m, \Phi) = \Delta x \Delta t \sum_{1 \leq i \leq N_x, 1 \leq l \leq N_t} \frac{(m^{l-1}_{1,i})^2 + (m^{l-1}_{2,i})^2}{2u_i^l} - \Delta t \sum_{1 \leq i \leq N_t} F(u_i^t) + \Delta x \sum_{1 \leq i \leq N_x} H(u_i^{N_t}) + \sum_{1 \leq i \leq N_x, 1 \leq l \leq N_t} \mathbf{1}_{[0,1]}(u_i^l) \\
+ \Delta x \Delta t \sum_{1 \leq i \leq N_x, 0 \leq l \leq N_t - 1} \Phi_i^l \left( \frac{1}{\Delta t} (u_{i+1}^l - u_i^l) + \frac{1}{2\Delta x} (f(u_{i+1}^{l+1}) - f(u_{i}^{l+1})) \right) \\
+ (Dm)_1^{l,i-1} + (Dm)_2^{l,i} - (\beta + c\Delta x) \nabla \Phi_i^{l+1} \right). \]

By taking the first order derivative of \( u_i^l \), we automatically get the implicit finite difference scheme for the dual equation of \( \Phi \) that is backward in time. The positive and negative parts of \( (D\Phi)_i^l \) are split, which help enhance the monotonicity of the discrete Hamiltonian.

\[
\frac{1}{\Delta t} \left( \Phi_i^{l+1} - \Phi_i^l \right) + \frac{\Phi_i^{l+1} - \Phi_i^{l-1}}{2\Delta x} \left( f'(u_i^l) \right) + \frac{1}{2} \| \nabla \Phi_i^l \|^2 + \frac{\delta F(u_i^l)}{\delta u} = - (\beta + c\Delta x) \nabla \Phi_i^l, \tag{22}
\]

for \( 1 \leq i \leq N_x, 1 \leq l \leq N_t \).

We remark that the above discretizations, when \( f(u) = 0 \), reduce to the finite difference scheme for the mean-field game system proposed in [7]. The discrete form of the Hamiltonian functional \( \mathcal{H} \) at \( t = t_l \) takes the form

\[ H_G(u, \Phi) = \sum_{1 \leq i \leq N_x} \left( \frac{1}{2} \| \nabla \Phi_i^l \|^2 u_i^l + \frac{\Phi_i^{l+1} - \Phi_i^{l-1}}{2\Delta x} \left( f(u_i^l) \right) + (\beta + c\Delta x) u_i^l \nabla \Phi_i^l \right) - F(u_i^l). \]

We shall verify the conservation of Hamiltonian functional with numerical examples.

5.2.3. Solve conservation laws via primal-dual algorithms. When \( F = 0, \mathcal{H} = c \) for some constant \( c \), the variational problem \([17]\) becomes classical conservation laws with initial data. In this case, no control will be enforced on the density function \( u \). Therefore, the density movement is only determined by the flux term \( (f(u))^x \). This means that the problem is reduced to initial value conservation laws. In this scenario, our approach proposed in Algorithm 1 provides an alternative way to solve the nonlinear conservation law with implicit discretization in time. In the implementation, we observed that this method allows a larger mesh size in time, thanks to the primal–dual variational structure. The method is also highly parallelizable as the proximal gradient descent step for \((u, m)\) is point-wise operation for each \((l, i)\). We demonstrate this part with two examples in the next section.

5.3. Numerical examples. In this subsection, we present numerical examples for control of conservation laws in one dimensional space.
5.4. **Example 1.** We consider the Burgers’ equation on \((t, x) \in [0, 1] \times [0, 4]\).

\[
\partial_t u + \partial_x f(u) = 0, \quad u(0, x) = \begin{cases} 
1 & 2 \leq x \leq 3 \\
0 & \text{else}
\end{cases},
\]

where \(f(u) = \frac{1}{2}u^2, F = 0, H = 0, \beta = 0, k = 0.5\). The entropy solution to this problem at \(t = 1\) satisfies

\[
u(1, x) = \begin{cases} 
1 & 3 \leq x \leq 3.5 \\
(x - 2) & 2 < x \leq 3 \\
0 & \text{else}
\end{cases}.
\]

In the following examples, we use the same spatial time domain with \(N_t = 50, N_x = 100\) for the finite difference scheme. We solve the Burgers’ equation using two approaches: solve the control problem; use the forward Lax–Friedrichs scheme. Figure 2 shows the solutions to the Burgers’ equation. We can see that both numerical solutions are consistent with the exact entropy solution despite some numerical diffusions. From two plots on the right, there are clear formations of rarefaction wave and shock. We have verified that the shock travels at speed \(v = \frac{1}{2}\).

![Graphical representation of numerical results for the Burgers’ equation.](image)

**Figure 2.** Numerical results for the Burgers’ equation. Left: a comparison with the exact solution at \(t = 1\); middle: the numerical solution via solving the control problem; right: the numerical solution to the conservation law using Lax–Friedrichs scheme.

5.5. **Example 2.** We consider the traffic flow equation

\[
\partial_t u + \partial_x f(u) = 0, \quad u(0, x) = \begin{cases} 
0.8 & 1 \leq x \leq 2 \\
0 & \text{else}
\end{cases},
\]

where \(f(u) = \frac{1}{2}u(1 - u), F = 0, H = 0, \beta = 0, k = 0.5\). The entropy solution to this problem at time \(t = 1\) is

\[
u(1, x) = \begin{cases} 
1 & 1.2 \leq x \leq 1.4 \\
\frac{1}{2}(3 - x) & 1.4 < x \leq 3 \\
0 & \text{else}
\end{cases}.
\]
Figure 3. Numerical results for the traffic flow equation. Left: a comparison with the exact solution at $t = 1$; middle: the numerical solution via solving the control problem; right: the numerical solution to the conservation law using Lax–Friedrichs scheme.

We can see from Figure 3 (left) that the solution to the control problem gives the same solution to the conservation law, which matches the entropy solution. In the two plots on the right, we observe that both shocks and rarefaction waves are formed. This traffic flow example describes a group of cars $u_0$ waiting at the traffic light at $x = 2$. At the time $t = 0$, the red light turns green. But this group of cars doesn’t move at a uniform constant speed. Instead, the car, whose originally position at time $t = 0$ is closer to the red light ($x = 0$), moves faster. The density at position $x < 0$ doesn’t change until time $t = \frac{1}{2}(3 - x)$.

5.6. Example 3. We again consider the traffic flow equation with $f(u) = u(1 - u), \beta = 0.1, \mathcal{F} = 0, c = 0.5$. The final cost functional $\mathcal{H}(u(1, \cdot)) = \mu \int_{\Omega} u(1, x) \log\left(\frac{u(1, x)}{u_1}\right) dx, \mu > 0$. We set $\mu = 1$. In this case, the density $u(1, \cdot)$ will tend to form a ‘similar’ distribution as $u_1$. When $\int_{\Omega} u_1 dx = \int_{\Omega} u_0 dx$ and $\mu \to +\infty$, this final cost functional is equivalent to imposes the constraint that $u(1, \cdot) = u_1$. We also compare the result from the control of conservation law with a mean-field game problem, i.e., $f = 0$:

$$\begin{cases}
\partial_t u + \nabla \cdot (u \nabla \Phi) = \beta \Delta u, \\
\partial_t \Phi + \frac{1}{2} \|\nabla \Phi\|^2 + \frac{\beta}{\delta u_1} \mathcal{F}(u) = -\beta \Delta \Phi, \\
u(0, x) = u_0(x), \quad \Phi(1, x) = -\frac{1}{\delta u_1} \mathcal{H}(u(1, \cdot)).
\end{cases}$$

(23)

As shown in Figure 4 we set

$$u_0 = 0.001 + 0.9e^{-10(x-2)^2},$$

$$u_1 = 0.001 + 0.45e^{-10(x-1)^2} + 0.45e^{-10(x-3)^2}.$$

The solutions are presented in Figure 5. We can see that in the mean-field game setup, there is an even split of the density. While for the control of conservation law, more density travels towards the location of the right-side Gaussian distribution. This demonstrates the difference between solutions in mean-field games and the ones in control of conservation laws.
5.7. Example 4. Consider the traffic flow equation with \( f(u) = u(1-u), \beta = 10^{-3}, \mathcal{F} = -\alpha \int_{\Omega} u \log(u) dx, \alpha \geq 0 \). The final cost functional \( \mathcal{H}(u(1, \cdot)) = \int_{\Omega} u(1,x) g(x) dx \). The initial density and final cost function are as follows

\[
 u_0(x) = \begin{cases} 
 0.4 & 0.5 \leq x \leq 1.5 \\
 10^{-3} & \text{else}
\end{cases}, \quad g(x) = -0.1 \sin(2\pi x).
\]

The term \( \mathcal{F} = -\alpha \int_{\Omega} u \log(u) dx, \alpha \geq 0 \) penalizes the density for getting too concentrate. Figure 6 shows the effect of the term \( \alpha u \log(u) \), where the density is more spreading in space for the case \( \alpha = 1 \) than the case \( \alpha = 0.5 \) and \( \alpha = 0 \). We can also see from the \( u \) profile at the terminal time. In Figure 7 (middle), \( \alpha = 0 \) case has \( u(1, \cdot) \) has the most concentrated densities than others. We also numerically verify that the Hamiltonian functional is preserved over time in this example. In Figure 7 (right), the numerical Hamiltonian \( H_G(u, \Phi) \) is preserved with error of order of \( O(\Delta x) \).
Figure 6. Solution $u(t, x)$ for the problem of controlling the conservation law. From left to right: $\alpha = 0, 0.5, 1$.

Figure 7. Left: boundary conditions for the control problems $u_0$. Middle: solution $u(1, x)$ for the problem of controlling the conservation law. Right: the numerical Hamiltonian $H_{\mathcal{G}}(u, \Phi)$.
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