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Abstract: Domain Decomposition is a class of techniques for the solution of partial differential
equations on a domain by solving smaller problems on subdomains. They are particularly useful
for solving problems on irregular domains and on parallel computers. The key ingredient is the
system of equations governing the variables on the interfaces between the subdomains, which is i
often solved by preconditioned iterative methods. Since each iteration involves solving problems on . |
each subdomain, it is essential to keep the number of iterations low by using a good preconditioner,
In this paper, we present a framework for analyzing and constructing such efficient preconditioners.
We use two approaches. The frat is based on spectral analysis and can be used to invert exactly the
interface operator for general piecewise constant coefficient elliptic operators on rectangular regions
in any dimension. Methods for adapting these techniques to nonconstant coeflicient problems
and irregular domains will be discussed. The second approach is based on treating the interface
- operator as a localized pseudo-differential operator on the interface unknowns and is applicable

: to more general operators than the spectral approach. One of our objectives is to illuminate the ‘
relationships among the most common preconditioners in the literature, i
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218 CHAN AND RESASCO

1. Introduction

the idea is rather old and can be traced to Schwarz’s alternating procedure, in which existence of
solutions to boundary value problems are proved by an iteration involving solutions an overlapping
subdomains. This idea is also widely nsed in many Helds of scientific computing. In structura]
mechanicy, these techniques are known as substructuring or fronts} methods and are especially
useful when the size of the complete problem is too large for the main memory of the computing
machine. In computational fluid dynamics, it is common to decompose the physical domain jnto
different regions and use slightly different forms of the governing equations in each {e.g. the
boundary layer equations near a body and potential flow in the far field.) ’

In the past several years there has been an explosion of activities this research aren. The
primarily reason is no doubt the advent of parallel computing and the obvious opportunity for
parallelism in these methods, Another development has been in the improvement in the efficiency
of these methods, primarily through improved handling of the coupling between the subdomain
solutions. For example, while Schwarz's procedure is known to converge slowly, acceleration of this
method can lead ta computationally efficient algorithms [15]. However, we shall nat address this
class of methods in thia paper.

Instead we shall restrict our attention to the class of domain decomposition techniques which
usc non-overlapping subdomains, The basic idea is to reduce the differential operator on the whole
domain to an operator (not necessarily a differential one} on the interfaces between the subdomainas,
The equations for the interfaces are then solved by iterative methods, such as preconditioned
conjugate gradient methods, Typically, each iteration involves the solution of & problem on each of
the subdomains and therefore for efficiency reasons, it is essential to keep the number of iterations
small by using a good preconditioner. Several such preconditioners have been proposed in the
recent literature [3,5,8,10.13.17]. In most aspects, their detivations are mostly unrelated. Our
main purpose in this Paper is $o give a uniform framework in which eficient preconditioners can be
derived and their properties analyzed. Moreover, within this framework most of the pPreconditioners
in the literature can be related, compared and generalized.

We use two approaches. Oyr main approach is based on spectral analysis and can be used
to invert exactly the interface operator for general piecewise constant coefficient elliptic operators
on rectangular regions in any dimensions. For these operators, our technique leads to domain
decomposed fast direct solvers. For more general operators on irregular domains where the exact
inverses cannot be derived explicitly, these techniques can easily be adapted to construct efficient
preconditioners for the interface operator. Qur second approach is based on approximating the
intetface operator by treating it as a localized pseudo-differential operator. Since this approach
does not depend on the special form of the differential operator, it is applicable to more general
operators than the spectral approach.

The outline of the Paperis as follows. In section 2, we introduce our formulation of the interface
system. In section 3, we consider the spectral approach. In particular, for the case of o rectangle
decompoeed into two smaller ones, we give the exact inverse of the interface operator for a variety
of second order elliptic operators and discretizations in 2D and 3D: the Laplace operator {5 point
and @ point discretintidn), the Helmholts operator, operators with Srst order terms with central
and ‘upwind differencing, and operators with piecewise constant coefficients in each subdomain,
Moreover, we extend these to the multiple subdomain case. In section B, we consider the use of
these exact inverses as preconditioners in the case of irregular domains. The exact inverses allow
& comparison of the various preconditioners in the literature to be made. Botk numerical and




. -

z partial
mes and
1is sense
tence of
rlapping
ructural
pecially
aputing
ain into
.g. the

a. The
nity for
Hciency
domain
1 of this
ess this

s which
: whole
»mainas.
itioned
each of
rations
in the
« Our
can be
tioners

e used
srators
iomain
+ exact
Hicient
ng the
areach
eneral

serface
tangle
-ariety

point
entral
main.
use of

allow
I and

FRAMEWORK FOR DOMA{N DECOMPOSITION PRECONDITIONERS 21

9]

2

Figure 1: The domain {1 and its partition.

theoretical results will be given. Section 5 considers extensions to non-separable problems, Finally,
section 6 considers briefly the operator approach.

2. Formulation

We will firat formulate our approach in the simplest case of a domain split into two subdomains
with one interface, Consider the problem:

Lu=f on {1 (2.1)

with boundary condition
u© = u on afl

where L is a linear elliptic operator and the domain 02 is as illustrated in Fig. 1. We will call the
interface between (I; and (14, T.

If we order the unknowns for the internal points of the subdomains first and those in the
interface I' last, then the discrete solution vector u = {uy, us, uy) satisfies the linear system

Au=1}b (2.2)
which can be expressed in block form as:
A Ay uy by
Ay Aay us | =18:1. (2.3}
Aly AL An) \us bs

The system (2.3) can be solved by Block-Gaussian Elimination as follows:
Step 1: Compute

C=Ass~ AT A} Ays — 4%, A7) Ags, (2.4)
wy = A} 'Sy (2.5)
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220 CHAN AND RESASCO

w2 = A7lb, (2.8)
and solve
Cug = by — Af;w; - A:;,wg. (2.1
Step £: Compute
U = wy - Al_llAuua (2.8)
and
Uz = wg — A;; Azaug. . (2.9)

Note that, except for {2.7), the algorithm only requires the solution of problems with Aj; and
Aga, which corresponds to solving independent problems on the subdomains. The matrix ¢ (2.4) is
the Schur complement of Ay in A and it is sometimes cailed the capacstance matriz in this context,
It corresponds to the reduction of the operator L on £1 to an operator on the boundary T,

3. The Spectral Approach for Separable Qperators

The basic idea of the spectral approach is to diagonalize the matrix C by appropriately chosen
eigenvectors [6]. Because of the form of ¢ in (2.4), it is clear that a vector w would be an eigenvector
of C if it is an eigenvector for sack of the three terms in (2.4). It can be verified that the product
of the last two terms with w corresponds imposing lacal averages of w (namely A;;w and Azzw)
as Dirichlet boundary conditions on T, solving for the solutions (say v; and vs} on each subdomain
and evaluating local averages of these golutions near I' (namely Al and Ag;uz.] Thus the issue
of finding the eigenvectors of C is closely reiated to the separability of the operators A;II and A;,l
along the direction of T', In particular, if 0] is rectangular with I' parallel to one of jt= edges and
the operator L js also separable in the directions of the two edges of (1, then the eigenvectors of ¢
can often be easily found in terms of the separating eigenfunctions of L. For constant coefficient
operators such as the Laplacian with Dirjclet boundary conditions, the eigenvectors are simply the
discrete Fourier functions defined on I. For more complicated operators, such as ones with first
order termas, these eigenfunctions are slightly more complicated. For variable coefficient operators,
these eigenfunctions may have to be computed numerically. Generally, this technique works for
separable operators on rectangular domains, similar to the situation for conventional fast elliptic
solvers, Analogously, the spectral approach leads to domain decomposed fast elliptic solvers.

3.1. Laplace Operator .

We first consider the case where L is the Laplacian operator, discretized by the standard second
crder centered differencing, and 02 is a trectangle divided into two or more strips like is shown in
Fig. 2, Uning the spectral technique explained earlier, the exact eigenvectors and eigenvalues of O
can be derived (2, 8, 7]. The ecigenvectors are discrete sine functions.

For the case of two strips, C has the following eigenvalue decomposition; EB}

A

A
w ? wT | (.1)

where W is the matrix whose columns are

2 e ip o as innixh)T
wy = m(sm:xh.amzﬂh--"a’m"J*") (3.2}
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Figure 2: Rectangular domain divided into atrips.

and
Nemo [LEAT e i (3.3)
SR C Tt B Al .
1 h :
o; = 4sin? (%——) ) (3.4}
s
=114 -,f <+ (3.5)

for §=1,...,n, where A is the grid size, and my and mg are the number of rows of grid points in
the y-direction in ) and 0; respectively. By using the decomposition (3.1), the capacitance system
{2.7) can be solved by fast Fourier transforma. Ounce the solution us on the interface is computed, we
¢an computa u; and uz by (2.8) and (2.9), which correspond to solving two independent problems
on the subdomains with boundary condition uson T,

In the multistrip case, the matrix C has the block-tridiagonal structure:

Cy By
c=|8 € " . (3.¢)
.t By

By G,

The Ci's cbn‘espond to the reduce operator on I'; and the B;’s correspond to the coupling between
the interfaces. All blocks C; and B; have the same matrix of cigenvectors W, Le. for ¢ = 1,...,k,
we have ’

WTCW = A; = diag(Pai...,Aim) (s.7)
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and for v = 2,...,k, we have

WTBW = D; = diag(iy,...,6in) (3.8)
where ) 7 ) —_—
Ay == (1 + it R 1+ 1;"'+:+‘) \/o’_ + fzz‘., {s.9)
1— ,7;_-*«-1-1 1- _r;w-aﬂ 4
and
& = A (ﬁ‘%&r) . _ (3.10)

By first diagonalizing € with a block diagonal matrix with W as the diagonal blocks and then
rearranging the equations, C can be reduced to a set of n decoupled tridiagonal systems of dimension
k, where k + 1 is the number of subdomains |7]. '

Although it first appears that the algorithm requires the solution of two problems on each
subdomain, one for computing the right hand side and one for computing the sclution on each
subdomain, the extra work can be saved if care if taken to save some intermediate results from the
first solves. We refer the interested reader to {8], [18] where the paraliel implementations of these
algorithms are also discusaed,

3.2. More General Operators and Discretizations

The spectral technique can be extended to more general operators and discretizations and in
higher dimensions. We give a fow examples here.

The capacitance matrix for the second order centered finite difference discretization of the
operator ’

Ugg  Buyy (3.11)

where the coefficient g takes constant values Bi on each subdomain {1;, has the same form as {s.9)
except that the eigenvalues of C; and B; are given by [17]

1+ .r':'ff+1 o3 14 7;::;1.1-1 o
= — : ]
A'-’- [ - (1 ~ ::lH‘l ; + ﬂ;a’,- - I m‘+i+1 ; -+ ﬂ;’.@.]d‘,‘ (3._12)
Tij T Yoray

and

where

i = . (3.13)

The capacitance matrix for the second order centered finite difference discretization of the
Helmholts operator

Au+tau (3.14)
also has the form (3.6), with the eigenvalues of C; and B; given by [17]:

L4t pg ety e

1-— 1;”4-1 1 1;ll¢+|,+1 T

A = — -1 (3.15)
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and
1~
& = \J4 (;:.f;.{_‘_.l_) , (3.18)
where
R==0;=2+4 ok® (3-17)
and

. : (s.18)

The capacitance matrix for the 3D Laplacian has the same form as the 2D version with o
replaced by the eigenvalues of the 2D Laplace operator [18].

Different discretizations can also be treated within this framework. For example, consider the
following nine point fourth order discretization of the Laplacian [21]:

Ay = 1/6h%tridiagonal(S;, T}, 5}
where S; = tridiagonai(l,4,1) and T = tridiagonal(4, ~20, 4). The capacitance matrix C, associ-

ated with Ag has the same form as (3.1), with o7 replaced by

(3.10)

It can also be easily shawn that

. - 3
P—% K(GS Icﬂ) = J;:

.—a

where K denotes the spectral condition number and Cs denotes the capacitance matrix correspond-
ing to the -point discrete Laplacian. The above result shows that Cg is spectrally equivalent to
Cy and is a reasonably good preconditioner for jt.

3.3. Non-Self-Adjoint Operators With First Order Terms

Our framework can also be extended to second order elliptic problems with first order derivative
terms, such as the operators L, 5 A + au, and Ly = A + au,. Since the discretizations of these
non-self-adjoint operators lead to nonsymmetric matrices, the spectral approach becomes more
complicated. Consider a rectangle split by an interface ' along the z-direction, as in Figuare 2.
For the operator L,, it is easy to see that the Fourier matrix W can etill be used to diagonalize
C because the y—derivative does not affect the separating eigen-modes in the z—direction. The
eigenvalues A;’s of course depends on the value of &. On the other hand, for the operator L,, W
cannot be used to disgonalized C because the Fourier modes are no longer eigenfunctions of the
operator L, in the z—direction. It turns out, however, that the eigenfunctions of C can otill be
found analytically « they are simply given by DW, where D is a suitably chosen diagonal matrix
that depends on a. The eigenvalues depend on a as well. These formulas are too complicated to
be presented here and the interested reader is referred to a recent report by Chan and Hou |19},
where results for both centered and upwind discretizations for the first order terms are presented.

What we would like to show here is the effectiveneas of these exact preconditioners when applied
to problems where the first derivative terms are not negligible. Coneider the situation where one
needs a preconditioner M for the boundary operator C(a) corresponding to L,. Without the
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knowledge of the exact preconditioners, a natural approach is to use M = C(0), for which we know
the exact diagonalization. Moreover, spectral equivalence results [10] guarantiee that for fixed a
the condition number of the preconditioned system remains bounded independent of A. It turns
out, however, that for fixed h and large values of a the pteconditioned system can have a large
condition number, For example, for the case where h = 0.02,m; = 60, ms = 100, and upwind
differencing is used, the values of K{C~!(0)C(a)) are approximately 15 and 40 for values of the
“ceii-Reynolds-number” af/fZ equai to 0.4 and 0.8 respectively,

4. Irregular Domains and Preconditioners

For general irregular domains, the eigenvalues and eigenvectors of the capacitance matrix
cannot be computed analytically via the spectral techniques, and hence one must find alternative ‘
methods for solving the capacitance system (2.7). (

Note that the computation of the capacitance matrix C is expensive, since it requires the 3
solution of m + 1 systems with A;; and A3z, and it is also expensive to invert for m large, because
it is dens¢ in general

Instead of solving the system (2.7} directly, iterative methods such as preconditioned conjugate
gradient methods {(PCG) can be applied, in which only matrix vector products Cy for arbitrary
¥ € R™ are required. As explained earlier, this product can be computed by one soive on each
subdomain with boundary condition on I' determined by y. Since each iteration involves the
solution of problems on the subdomains, keeping the number of iterations small is very important
for the efficiency of the method. This can be achieved by choosing a good preconditioner for €. In
this section, we shall survey some preconditioners in the literature, highlighting the relationships
smong them. We shall also analyze their performance, with special emphasis on the dependence
on the mesh size A and the departure from regularity of the domain,

o T e i

4.1. Survey of Preconditioners
We summarize several of the preconditioners which have been proposed in the literature
[3,5,6,10,13}. We summarize them here in our notations to make it easier to compare them.

1. In {10], Dryjs proposed the following preconditioner for (2.4):
Mp = Wdiag(A2,22,... ADwT | {4.1)
where the columns of W are given by (3.2) and

A7 = -2/57 (s2)

with o; given by (3.4). This preconditioner is based on the Sobolov trace theorem {22]. BHe
proved that K(Mp'C} is bounded independently of the mesh size A.

2. Golub and Mayers |13] proposed the preconditioner:

puivapyiynpapjimmny

Mg =Wdiag(Af, 25, AGWT | («.3)

where

. 5
. AW=-2 ot (4.4)

The derivation is motivated by considering the generating function for the solution for the case
where the boundaries of the two domains move away to infinity. Empirical results in [13] show
.% that Mo performs better than Mp.

- o ——




: know
ixed «
. tarns
1 large
pwind
of the

natrix
native

es the
scause

jugate
itrary
1 each
=8 the
ortant
C. In
aships
dence

rature

(1)

(4.2)

(4.3)

{4.4)

: case
show

FRAMEWORK FOR DOMAIN DECOMPOSITION PRECONDITIONERS 225

3. Another interesting preconditioner was given by Bjorstad and Widlund {3] (based on a sugges-
tion of Dryja's) and has the following form:

Mg = Asa— 2A1T3A;xlﬂu
Tt is easy to show that the eigenvalue decomposition of Mp is

Mp = Wdiag(Z2, A5, A8wT | (4.5)

l-E-"f'-n"H' ol
B _ E) Lol
AJ‘ =—-2 (-—--—"-;;:r 0'}+ e

where

1-—7,.

The underlying motivation for this preconditioner is exploiting symmetries in the operator and
the domain about the interface. When Q) and Qz are identical {and hence Any = Agg), it
is easy to see that Mp is an exact preconditioner. Bjoratad and Widlund showed that the
product MEICu can be computed by sclving a mixed Neumann-Dirichlet problem in one of
the subdomains and a Dirichlet problem in the other one. The basic idea is that if both the
operator L and the domain are symmetric about T’ then the solution can be found by solving on
only one of the subdomains with a Neumann boundary condition on T. They also proved that

e (CMS’} is uniformed bounded for certain finite element approximation of Dirichlet problems

for self-adjoint second order elliptic problems in plane regions, Their method has the advantage

that it can be applied to more general operators and domain shapes. However, in the particular
case of the Laplacian operator on a union of rectangles, it is less efficient than applying a single

FFT computation on the interface grid points, as the factorization (4.5) suggests. They also

proved that Mp is spectrally equivalent to & 13l

4. Finally, Chan [8 | suggested a procedure for extending the exact preconditioner (3.1) for rect-
angular regions to construct preconditioners for irregular regions. The idea is to use a3 pre-
conditioner the exact capacitance matrix corresponding to a best rectangular approximation

1o the irregular domain sharing the same interface. The motivation is to improve Dryja’s and

Golub/Mayer's preconditioners by taking into account the aspect ratio of the subdomains. We

will call this preconditioner Mg¢.

Although Mp, Mg, Mp and Mg were derived independently, we have expressed them in the
same matrix factorization formats., Since the eigenvectors are the same, to compare them we only
need to look at their eigenvalues A;’s. On a rectangle, for which Mg is exact, Mp, Mg snd Mp can
be viewed as progressively better approximations to Mg. The A% are exact for rectangles with
infinitely Jarge aspect ratios because the coefficient in front of A; in (3.9) tends to —2 in the limit
of my and m3 tending to co. It can also be casily observed that 4\? is a first order approximation

to Af for the small A;’s but underestimates the larger );'s. Finally, it it easy to see that the AD's
aze exact only for the case when my = ma. For more detailed analysis, the reader is referred to TG}

4.3. Performance of Preconditioners: Numerical Results

In Fig. 3 we compare the preconditioners Mp, M¢ and Mg for the Poisson equation on a
T-shaped region 0 as given in Fig. 1, where we vary the aspect ratio of the subdomain {1;. We
consider a uniform grid or ) with n = 15 grid points on the interface I'. By varying my, the
number of interior grid points in the y direction on the subdomain {1;, we computed the condition
namber of the preconditioned capacitance system for different aspect ratios defined as -".l}ﬁl As
we can sec from the plots, Mg performs very well, even when (I becomes very narrow, while the
performance of the others deteriorate as the aspect ratio becomes amall, The curves for Mg, Mg
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and Mp are indistinguishable for aspect ratios larger than one and they are all better than A, D-
Sce [14] for a careful numerical comparison of these and other preconditioners for constant and
variable coefficients operators.

4.3. Dependence on Irregularity of Domain: Some Theoretical Results

Besides the empirical evidence of the performance of the various preconditioners, there are also
some theoretical results available. The most common results of this kind are spectral equivalence
. zesults which asserts that a particular preconditioner is spectrally equivalent to the exact boundary
operator as the grid size A tends to sero for a fized domain [3,10]. This essentially guarantees
that the number of iterations needed to sclve the preconditioned system to a given accuracy is
independent of k. For domains partitioned with interfaces and cross-points, these spectral results
must be relaxed to allow for a slight increase (of the form log(h~!) in the conditioning of the
preconditioned operator [3,5].

In a somewhat orthogonal direction, we have recently obtained some theoretical results con-
cerning the performance of preconditioners as the shape of the domain varies. This issus is of
obvious practica] importance in applying the preconditioners to domains of varying shapes, We
prove that {18] on any L-shaped domain, the preconditioned capacitance matrix for the precondi-
tioner Mg is bounded by 2.18, independent of h and the espect ratios of the subdomains. Moreover,
the convergence rate is casentially the same irrespective of how the domain is partitioned {there
are two ways of partitioning an L-shape domain into two rectangular domains), Similar resuits are
also obtained for C-shaped regions. This independence of the aspect ratios is a special property of
the preconditioner Mg not shared by the other preconditioners in general (see Fig. 3 for example),
and can be traced directly to the fact that the aspect ratios of the subdomains are incorporated
into the exact preconditioner for the approximating rectangle from which Mg is derived,
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8. Non-Separable Problems

If the operator A is non-separable, there usually are no fast solvers available for 4;; and Aag.
Therefore, in each iteration of an iterative method for solving the capacitance system, the matrix-
vecior product Cy cannot be evaluated inexpensively, making methods which work only with the
interface system ineffective.

An alternative is to solve the system [2.3) on the whole domain instead of just the canasi.
tance system on the interface. We will show that preconditioners for (2.3) can be derived from
breconditioners for the capacitance matrix. Let B3 and Bzz be approximations to Ay; and Axs.
The former could be separable approximations to the latter or they could represent some truncated
inner iteration for solving systems with the latter [20]. Based on the following decomposition of
the matrix 4 in (2.3):

Ans I ATl Ay
A= Az I AzjAxn | (5.1)
Asyy Az C I

where C is the Schur complement {2.4), we can derive a preconditoner for A given by:

. Bu I Bﬁ:Au
M= Bz: I B;ﬁ Ags ¥ (5.2)
Ay Az M I

where M is a good preconditioner for the matrix C. We can see that A is easily invertible by
black-elimination, since fast solvers can be applied to solve systems with By and Baa.

Preconditioners of the form (5.2) were first used by Bramble, Pasciak and Schats [4,5,5a].
They used both Mp and My as the preconditioner M for C. As a generalization of their idea, any
of the preconditioners given for the constant coeficients case can be applied here as M. In fact,
a theorem by Eisenstat in [14] shows that, when By = Ay, the PCG algorithm applied to (2.7)
with preconditioner M and initial guess ul is equivalent to the PCG algorithm applied to (2.3)
with preconditioner given by (5.2) and initial guess (A7} (b1~ A1sul), 437 (b2 = Azsu), ul). In [14],
numerical experiments were performed with these and other preconditioners.

8. The Operator Approach

So far, our approach for deriving preconditioners for C depends on apecial differential properties
of the operator A (except for Mg which only uses symmetry arguments). This raises the question of
how effective they will be when applied to other more different and complicated operators, (e.g. the
steady state Navier-Stokes operator), without first somehow reducing the problem to one of a second
order elliptic problem that we have already treated here. For example, Dryja’s preconditioner
Mp is intimately tied to the Sobolov Trace Theorem for second order elliptic problems and it
cannot be expected to perform well for other types of operators. It is therefore desirable to derive
preconditioners in a more general way that depends less critically on the particular form of the
differential operator, but more on the other computable quantitites of the given operator. An
example is the exploitation of symmetry in the style of Mg, which can be expected to be applicable
for more general class of problems.

Here we investigate another approach which depends on efficiently “probing” the cperator ¢
to gain information on ita structure. This information can then be used to construct an effective
preconditioner. Our main motivation is the empirical observation that , in the case of the Laplace
operator, the elements of the matrix € decay rapidly away from the main disgonal [13]. It is
therefore reasonable to consider k-diagonal approximations to C. It would not, however, be efficient
to compute the elements of C in order to do this. We now present s method for computing
a k-diagonal approximation to C without requiring the computation of C explicitly, The idea
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is motivated by sparse Jacobian evaluation techniques [6|. For example, for the case b = 3,
the approximant M to C can be computed in compact form by cvaluating the three products
Cuyi=1,2,3, where uy = (1,0,0,1,9,...)T, us = (0,1,0,0, L...)" and w3 = (0,0,1,0,0,...)7,
The motivation is clear, for if € were indeed tridiagonal, {k = 3), then all of its nonzero elements
can be found in the three vectors Cuy v =1,2,3. Note that the computation of each product Clu;
invoives soiving one problem on each subdomain with u; as boundary condition on the interface.

Note that in principle this approach can be applied to any operator A and requires only a
solver for the subdomains. However, it can only be expected to be effective for thoze operators
for which the reduced boundary operator € is predominantly local (corresponding to the rapidly
decaying elements away from the diagonal)

In Figure 4, we plot the cigenvalues of the tridiagonal preconditioner computed by the above
method (denoted by M;) together with the eigenvalues of Mp, Mg and C for the problem of a
Laplacian on & aquare divided into two strips, with n = 15 and my = my = 7. For this problem,
the plots for C and Mg =re indistinguishable. The preconditioner Mp underestimates the large
cigenvalues of C whereas M; seems to follow the exact ¢igenvalues more closely.

The generalization to other values of k is obvious. Moreover, it can be casily verified that the
matrix M computed this way preserves the row-sums of . The case k = 1, however, dessrves
special mention. The method described above would compute a diagonal approximation to C, with
diagonal entries given by Ce, where ¢ = (u,.1,..., I)T. However, since the first term Ags in the
definition of C in (2.4} is already known explicitly {and it is tridiagonal}, it is only necessary to
apply the above approximation procedure to the last two terms in (2.4). The resulting matrix A is
thus tridiagonal, namely, 433 with the diagonal entries modified in such a way that the row sums
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