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Abstract. To solve three-dimensional elliptic problems using preconditioned conjugate gradient it is crucial to make a good choice of preconditioner. To facilitate this choice a Fourier analysis technique has been used by Chan and Elman [7] and by Chan and Meurant [8] to study preconditioned systems arising from the discretization of the 2D model elliptic equation. In this paper we use the same technique to analyze relaxed-modified incomplete factorization preconditioned systems that arise from the discretization of a 3D anisotropic elliptic problem. Expressions for the 'Fourier eigenvalues' of the preconditioned 3D systems are presented along with estimates of the condition numbers. For MILU, an optimal value for the parameter c is derived. The correlation between the distribution of the eigenvalues and the Fourier results for the preconditioned systems is remarkable. From the expressions for the eigenvalues we prove that \( \kappa(M^{-1}A) \) is order \( h^{-2} \) for ILU and order \( h^{-1} \) for MILU (c \( \neq 0 \)). Then by examining the distribution of Fourier eigenvalues we exemplify the dependence of PCG convergence rate on the clustering of the eigenvalues of an operator as well as its condition number. The PCG experiments were performed on an Alliant FX/8.
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1. Introduction. While preconditioned conjugate gradient (PCG) is a widely used method of solving systems arising from the discretization of elliptic partial differential equations (PDEs), its performance is highly dependent upon the preconditioner chosen. For 2D discretized elliptic PDEs much theory and experimental background exists for the use of ILU and MILU preconditioned systems [3, 4, 6, 12, 13]. However for 3D problems there is considerably less knowledge [1, 2, 14, 15]. Experimental difficulties arise because the discretization of 3D problems lead to extremely large systems. Even though these systems are typically sparse, the space and time requirements are still daunting on most sequential machines. Hence, we see the move to parallel computers. But still the choice of a 'good' preconditioner remains.

To facilitate this choice a Fourier analysis technique has been used by Chan and Elman [7] and by Chan and Meurant [8] to study preconditioned systems arising from the discretization of the 2D model elliptic equation. In this paper we use the same technique to analyze relaxed-modified incomplete factorization preconditioned systems that arise from the discretization of a 3D anisotropic elliptic problem.

We begin by considering the matrix \( A \) arising from the discretization of 3D anisotropic elliptic problems. For the preconditioner \( M \) we will examine (point) relaxed-modified incomplete LU factorizations. (For experiments using point and block methods see [2, 15].) Using the Fourier technique of [7], the resulting preconditioned systems \( M^{-1}A \) are analyzed. Expressions for the 'Fourier eigenvalues' are given and from these expressions we derive bounds on the condition numbers. For the isotropic problem we find, as in the 2D case [7], that \( \kappa(M^{-1}A) \) is order \( h^{-2} \) for ILU and \( h^{-1} \) for MILU (c \( \neq 0 \)). For MILU, an optimal value of \( c_{opt} \) is derived.
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To examine the usefulness of these Fourier derivations and calculations, we present the results of a PCG implementation for comparison. Because of the inherent large size of these 3D methods, the PCG algorithm was coded on an Alliant FX/8 using FX/FORTRAN. We examine various grid spacings and their affect upon condition numbers and iterations required for convergence. We find the dependence on \( h \) of the preconditioned Dirichlet and periodic operators to be in remarkable agreement. For the anisotropic Dirichlet problem we exemplify the dependence of PCG convergence on the distribution of eigenvalues \([3, 4]\) and that the clustering of the Dirichlet eigenvalues are mimicked by those of the Fourier eigenvalues.

For many of the experiments, the distribution of the eigenvalues are given for both the preconditioned Dirichlet and periodic systems. While true Fourier analysis is not directly applicable to these problems, it is obvious from our numerical results that the Fourier technique is an extremely valuable heuristic method for examining the behavior of these preconditioned systems. The method is easy to apply and can save considerable time by determining initial approximations to optimal parameters. It is worth noting that the use of Fourier methods is a long standing technique for the analysis of multigrid. A notable example is Brandt’s ‘local mode analysis’ \([5]\).

The rest of this paper is outlined as follows. In Section 2 the stencil and recurrence relation are given for the general relaxed-(M)ILU preconditioner. In Section 3 the Fourier eigenvalues are derived for the preconditioned periodic operator for the general anisotropic problem and theorems for the isotropic problem are stated for ILU and MILU preconditioned systems. In Section 4 we give background information on the codes used. We also present the the various experimental results and we are able to compare predicted results to the actual numerical results from the PCG implementation. In Section 5 is a summary of conclusions. And finally in the Appendix are the proofs of the Fourier theorems and the derivation of \( c_{opt} \).

2. The Preconditioner. We start by considering the following 3D anisotropic equation as our expanded model problem

\[(1)\]

\[-(a_1u_{xx} + a_2u_{yy} + a_3u_{zz}) = r\]

posed on the unit cube \( \Omega = \{ 0 \leq x, y, z \leq 1 \} \) with \( a_1, a_2, a_3 \geq 0 \) and Dirichlet boundary conditions

\[(2)\]

\[u(x, y, z) = 0 \text{ on } \partial \Omega.\]

The problem is then discretized on the interior of the unit cube by the standard second order finite differences using a uniform \( n \times n \times n \) mesh with mesh size \( h = \frac{1}{n+1} \). We get a matrix system \( Au = b \) where \( A \) is represented by a 7-point stencil. The general 7-point stencil for the Dirichlet problem yields a linear equation of the form

\[(3)\]

\[a_{i,j,k}u_{i,j,k} + b_{i,j,k}u_{i+1,j,k} + c_{i,j,k}u_{i,j+1,k} + d_{i,j,k}u_{i-1,j,k} + e_{i,j,k}u_{i,j-1,k} = h^2r_{i,j,k}\]

where \( 1 \leq i, j, k \leq n \) and

\[b_{i,j,k} = 0, \quad i = n\]

\[c_{i,j,k} = 0, \quad j = n\]

\[f_{i,j,k} = 0, \quad k = n\]
(4) \[ d_{i,j,k} = 0, \quad i = 1 \]
\[ e_{i,j,k} = 0, \quad j = 1 \]
\[ g_{i,j,k} = 0, \quad k = 1 \]

Note that the subscripts \((i, j, k)\) correspond to the grid location. For example, the entry \(b_{i,j,k}\) represents the coupling between \(u_{i,j,k}\) and its neighbor \(u_{i+1,j,k}\). Writing the left-hand-side in stencil form (expanding by planes) we have

<table>
<thead>
<tr>
<th>(k - 1) plane</th>
<th>(k) plane</th>
<th>(k + 1) plane</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c_{i,j,k})</td>
<td>(d_{i,j,k})</td>
<td>(e_{i,j,k})</td>
</tr>
<tr>
<td>(g_{i,j,k})</td>
<td>(a_{i,j,k})</td>
<td>(b_{i,j,k})</td>
</tr>
</tbody>
</table>

Referring back to the anisotropic problem we have the assignments

\[ a_{i,j,k} = 2(a_1 + a_2 + a_3) \]
\[ b_{i,j,k} = -a_1 \]
\[ c_{i,j,k} = -a_2 \]
\[ d_{i,j,k} = -a_1 \]
\[ e_{i,j,k} = -a_2 \]
\[ f_{i,j,k} = -a_3 \]

(5)

The (relaxed-modified) LU factorization of \(A\) has the following structure where \(L\) is the lower triangular matrix

<table>
<thead>
<tr>
<th>(k - 1) plane</th>
<th>(k) plane</th>
<th>(k + 1) plane</th>
</tr>
</thead>
<tbody>
<tr>
<td>(g_{i,j,k})</td>
<td>(d_{i,j,k})</td>
<td>(e_{i,j,k})</td>
</tr>
</tbody>
</table>

and \(U\) is the unit upper triangular matrix given by

<table>
<thead>
<tr>
<th>(k - 1) plane</th>
<th>(k) plane</th>
<th>(k + 1) plane</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c_{i,j,k})</td>
<td>(a_{i,j,k})</td>
<td>(f_{i,j,k})</td>
</tr>
<tr>
<td>(1)</td>
<td>(d_{i,j,k})</td>
<td>(e_{i,j,k})</td>
</tr>
</tbody>
</table>

The resulting preconditioner \(M = LU\) is then represented by

<table>
<thead>
<tr>
<th>(k - 1) plane</th>
<th>(k) plane</th>
<th>(k + 1) plane</th>
</tr>
</thead>
<tbody>
<tr>
<td>(g_{i,j,k})</td>
<td>(m_{i,j+1,k-1})</td>
<td>(m_{i+1,j-1,k})</td>
</tr>
<tr>
<td>(d_{i,j,k})</td>
<td>(m_{i,j,k})</td>
<td>(b_{i,j,k})</td>
</tr>
<tr>
<td>(e_{i,j,k})</td>
<td>(m_{i,j,k+1})</td>
<td>(f_{i,j,k})</td>
</tr>
<tr>
<td>(c_{i,j,k})</td>
<td>(m_{i,j,k+1})</td>
<td>(m_{i,j-1,k+1})</td>
</tr>
</tbody>
</table>
The center (diagonal) entries \( m_{i,j,k} \) of \( M \) are given by

\[
m_{i,j,k} = \alpha_{i,j,k} + d_{i,j,k} \frac{b_{i-1,j,k}}{\alpha_{i-1,j,k}} + e_{i,j,k} \frac{c_{i,j-1,k}}{\alpha_{i,j-1,k}} + g_{i,j,k} \frac{f_{i,j,k-1}}{\alpha_{i,j,k-1}}.
\]

The other six entries of \( M \) that are different from those in \( A \) are called the ‘fill-ins.’ They are given by

\[
\begin{align*}
m_{i+1,j,k-1} &= g_{i,j,k} \frac{b_{i-1,j,k-1}}{\alpha_{i-1,j,k-1}} \\
m_{i,j+1,k-1} &= g_{i,j,k} \frac{c_{i,j-1,k}}{\alpha_{i,j-1,k}} \\
m_{i-1,j+1,k} &= d_{i,j,k} \frac{c_{i-1,j,k}}{\alpha_{i-1,j,k}} \\
m_{i+1,j-1,k} &= e_{i,j,k} \frac{b_{i-1,j-1,k}}{\alpha_{i-1,j-1,k}} \\
m_{i-1,j,k+1} &= d_{i,j,k} \frac{f_{i-1,j,k}}{\alpha_{i-1,j,k}} \\
m_{i,j-1,k+1} &= e_{i,j,k} \frac{f_{i-1,j,k}}{\alpha_{i-1,j,k}}
\end{align*}
\]

(6)

To determine the \( \alpha_{i,j,k} \) values, the Relaxed Modified LU factorization is typically augmented by the rowsum condition

\[
\text{rowsum}(M) = \text{rowsum}(A) + ch^2 + (1 - w) \ast (\text{fill-ins in } M).
\]

The above formulation includes both the parameter \( \delta = ch^2 \) of Gustafsson [12] which is added to the main diagonal and a relaxation parameter \( w \) of Axelsson and Lindskog [3]. (See also [1].) This condition yields the ILU factorization for \( c = w = 0 \) and MILU(c) for \( w = 1 \). For \( c = 0, w \in (0, 1) \) we get RILU(w) [6, 10].

Given that six of the entries in any given row are common to both \( A \) and \( M \), the rowsum condition yields a second expression for the diagonal entries of \( M \)

\[
m_{i,j,k} = \alpha_{i,j,k} + ch^2 - w(\text{fill-ins in } M).
\]

Substituting in the expressions for the fill-ins and for \( m_{i,j,k} \) the following recurrence for \( \alpha_{i,j,k} \) results

\[
\begin{align*}
\alpha_{i,j,k} &= \alpha_{i,j,k} + ch^2 - d_{i,j,k}(b_{i-1,j,k} + w(c_{i-1,j,k} + f_{i-1,j,k})) / \alpha_{i-1,j,k} \\
&\quad - e_{i,j,k}(c_{i,j-1,k} + w(b_{i,j-1,k} + f_{i,j-1,k})) / \alpha_{i,j-1,k} \\
&\quad - g_{i,j,k}(f_{i,j,k-1} + w(b_{i,j,k-1} + c_{i,j,k-1})) / \alpha_{i,j,k-1}
\end{align*}
\]

(7)

where (4) applies and a term is ignored if it involves an \( \alpha_{i,j,k} \) having any of its indices equal to 0 or \( n + 1 \).
3. Fourier Analysis. A method of exact analysis of $M^{-1}A$ has not yet presented itself. Yet it is critical to be able to compare the distribution of the resulting eigenvalues and their clustering traits for different preconditioners $M$. These clustering traits along with the condition number, $\kappa(M^{-1}A)$, effect the convergence rate of a PCG method [3, 4]. So our basic approach here, while not exact, is to find the Fourier transform of $M^{-1}A$. We do this by applying $M^{-1}A$ to the eigenvectors $u^{(i,t,r)}$ represented by the Fourier exponential modes whose $(i,j,k)^{th}$ grid component is given by

$$u^{(i,t,r)} = e^{i\theta_s e^{i\phi_t} e^{ikr}}$$

where $i = \sqrt{-1}, \theta_s = \frac{2\pi i s}{n+1}, \phi_t = \frac{2\pi i t}{n+1}, \xi_r = \frac{2\pi i r}{n+1}$, for $r,s,t = 1, \ldots, n$.

However, this technique is theoretically exact only for constant coefficient problems with periodic boundary conditions [7]. In other words, the $u^{(i,t,r)}$ are not eigenvectors of $M^{-1}A$ as results from the discretization of the Dirichlet problem. To use the technique we make the following extensions [7]:

(a) Treat the matrices $M$ and $A$ as if they were periodic. So equations (5) hold for $0 \leq i,j,k \leq n + 1$ whereas the Dirichlet constraints (4) are not enforced.

(b) Force $M$ to be a constant diagonal system by treating the $\alpha_{i,j,k}$ as the constant $\alpha$ arising as the asymptotic solution of the recurrence equation (7). So $\alpha_{i,j,k} = \alpha$ is then given by

$$\alpha = \left((a_1 + a_2 + a_3) + \frac{ch^2}{2}\right)$$

$$+ \sqrt{\left((a_1 + a_2 + a_3) + \frac{ch^2}{2}\right)^2 - (a_1^2 + a_2^2 + a_3^2) - 2w(a_1 a_2 + a_1 a_3 + a_2 a_3)}$$

where the positive root has been chosen to agree in magnitude with the Dirichlet values. In the case of very large $n$, this is the value the $\alpha_{i,j,k}$ would tend toward for those $(i,j,k)$s corresponding to grid points far from the boundaries of $\Omega$.

(c) From the theory developed in [7], we then use the formula $h_d = 2h_p$ to relate the mesh sizes used for the Dirichlet problem to that of the corresponding Fourier method (periodic) result.

Now applying these extensions of $A$ and $M$ to $u^{(i,t,r)}$ yields

$$Au^{(i,t,r)} = \lambda_{str}u^{(i,t,r)}$$

$$Mu^{(i,t,r)} = \mu_{str}u^{(i,t,r)}$$

where

$$\lambda_{str} = \lambda_{str}(A) = 4(a_1 \sin^2\left(\frac{\theta_s}{2}\right) + a_2 \sin^2\left(\frac{\phi_t}{2}\right) + a_3 \sin^2\left(\frac{\xi_r}{2}\right))$$

and

$$\psi_{str} = \psi_{str}(M)$$

$$= \lambda_{str} + \frac{2}{\alpha}(a_1 a_2 \cos(\theta_s - \phi_t) + a_1 a_3 \cos(\xi_r - \theta_s) + a_2 a_3 \cos(\phi_t - \xi_r))$$

$$- 2w(a_1 a_2 + a_1 a_3 + a_2 a_3)/\alpha + ch^2.$$
Thus, the Fourier transform of $M^{-1}A$ is

\begin{equation}
\mu_{str}(M^{-1}A) = \frac{\lambda_{str}(A)}{\psi_{str}(M)}
\end{equation}

and the condition number of the preconditioned system is given by

\begin{equation}
\kappa = \kappa(M^{-1}A) = \frac{\max_{str} \mu_{str}}{\min_{str} \mu_{str}}.
\end{equation}

From (9) and (10) this can be easily computed for a given mesh size $h$. The $n^3$ values $\mu_{str}$ are also called the Fourier eigenvalues of $M^{-1}A$.

Consider for now the isotropic problem ($a_1 = a_2 = a_3 = 1$). Using the above we get the following results whose proofs are presented in the Appendix.

\textbf{Theorem 3.1.} For the ILU preconditioned isotropic operator ($w = 0, c = 0$),
\[ \kappa^{(I)} = O(h^{-2}). \]

\textbf{Theorem 3.2.} For the MILU preconditioned isotropic operator ($w = 1$),
\begin{align*}
\kappa^{(M)} = \begin{cases} 
O(h^{-1}), & \text{if } c \neq 0; \\
O(h^{-2}), & c = 0.
\end{cases}
\end{align*}

Result 3.1. The optimal value of $c$ occurs near $c_p = 12\pi^2$ for the periodic problem and $c_d = 3\pi^2$ for the Dirichlet problem.

It is demonstrated later that the above results also hold for the Dirichlet ILU and MILU preconditioned systems except for MILU when $c$ is near zero. And in the anisotropic cases, although generalizing these theorems poses some difficulties, we are able to show that the Fourier results are still excellent predictors of the Dirichlet results in terms of dependence on $h$ and $c$.

4. Numerical Results. In order to verify the preceding Fourier results, a PCG routine was implemented on an Alliant FX/8 to solve the system $Au = b$ using equations (3), (4) and (5) where the true solution was chosen to be
\[ u(x, y, z) = z(1 - x)y(1 - y)z(1 - z). \]

Except where noted, random initial data was used for $u$ on the interior of the unit cube.

In order to compare condition numbers for small $h$ we computed the extreme eigenvalues of the (M)ILU preconditioned systems from PCG generated values as outlined in [11]. From values generated during the PCG iterations, a symmetric tridiagonal matrix associated with the Lanczos vectors is generated. An EISPACK routine is then called to determine the eigenvalues of the tridiagonal matrix which will in turn approximate the extreme eigenvalues of the preconditioned system. All computations were done in double precision except for the EISPACK routine. The stopping criterion for the PCG iteration required the following three conditions to be satisfied concurrently
\[ \frac{\|r^{(k)}\|}{\|r^{(0)}\|} < 10^{-14}, |\mu_{\text{min}}^{(k)} - \mu_{\text{min}}^{(k-1)}| < 10^{-3} \text{ and } |\mu_{\text{max}}^{(k)} - \mu_{\text{max}}^{(k-1)}| < 10^{-3}. \]
For some experimental results the full set of eigenvalues was needed for the preconditioned operator. A full set of eigenvalues could only be generated in reasonable time for large $h$ (small $n$). For this a separate program was implemented wherein the $M$ and $A$ matrices were generated and then a call to another EISPACK routine was made to solve the general eigenvalue problem $Ax = \mu Mx$.

A routine to generate the Fourier eigenvalues and condition numbers via equations (8), (9), and (10) was implemented on a Sun 3/150 workstation. The computations were performed in double precision.

4.1. ILU results ($c = w = 0$). First, we show that the Fourier technique predicts the distribution of the eigenvalues for the ILU preconditioned Dirichlet operator. Figure 1 shows the distribution of the eigenvalues of the preconditioned Dirichlet and periodic operators for $h_d = 1/8$ ($h_p = 1/16$). The range and clustering of the Dirichlet ILU and the Fourier ILU eigenvalues are extremely close. Table 1 shows the results for various values of $h$ for the ILU preconditioned Dirichlet problem. As $h$ decreases the Fourier results (Table 2) for the minimum and maximum eigenvalue (and hence condition number) are closer to those for the preconditioned Dirichlet system. As predicted, $\kappa(M^{-1}A) = O(h^{-2})$ in each case.

![Figure 1. ILU eigenvalues for $h_d = \frac{1}{8}$ ($h_p = \frac{1}{16}$)](image-url)
<table>
<thead>
<tr>
<th>$h_d$</th>
<th>$\min \mu$</th>
<th>$\max \mu$</th>
<th>$\kappa(M^{-1}A)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/8</td>
<td>0.328</td>
<td>1.096</td>
<td>3.341</td>
</tr>
<tr>
<td>1/16</td>
<td>0.098</td>
<td>1.108</td>
<td>11.281</td>
</tr>
<tr>
<td>1/32</td>
<td>0.0258</td>
<td>1.111</td>
<td>43.045</td>
</tr>
<tr>
<td>1/64</td>
<td>0.0065</td>
<td>1.112</td>
<td>170.123</td>
</tr>
</tbody>
</table>

**Table 2**

Periodic ILU results for corresponding $h_p$

<table>
<thead>
<tr>
<th>$h_d$</th>
<th>$\min \mu$</th>
<th>$\max \mu$</th>
<th>$\kappa(M^{-1}A)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/8</td>
<td>0.293</td>
<td>1.112</td>
<td>3.791</td>
</tr>
<tr>
<td>1/16</td>
<td>0.095</td>
<td>1.112</td>
<td>11.735</td>
</tr>
<tr>
<td>1/32</td>
<td>0.026</td>
<td>1.112</td>
<td>43.503</td>
</tr>
<tr>
<td>1/64</td>
<td>0.0065</td>
<td>1.112</td>
<td>170.574</td>
</tr>
</tbody>
</table>
4.2. MILU results \( w = 1 \). In Figure 2 the minimum and maximum eigenvalues and the condition numbers are plotted as a function of \( c \) for \( h_d = 1/8 \) for the Dirichlet operator and \( h_p = 1/16 \) for the Periodic MILU results.

![Graphs showing MILU results as a function of c for \( h_d = 1/4 \)](image)

**Fig. 2. MILU results as a function of \( c \) for \( h_d = 1/4 \)**

For large \( c \), the maximum eigenvalues are indistinguishable. Whereas for the minimum eigenvalues (and hence the condition numbers) the values are different, but the trend in the values as functions of increasing \( c \) are similar. Also we see from Figure 2 that the optimal \( c \) value for MILU preconditioned Dirichlet operator does occur at \( c \) slightly less than the value \( c_d = 3\pi^2 \) predicted by Result 3.1.

Tables 3 and 4 contain the results for various values of \( h_d \) for \( c_d = 3\pi^2 \). We see that the Periodic values for MILU are not as close to the Dirichlet values as they were for the ILU case. But we do see that the Periodic results display \( O(h^{-1}) \) behavior that occurs for the MILU operator for \( c_d = 3\pi^2 \).

Tables 5 and 6 show the corresponding results for \( c = 0 \). The Periodic MILU condition number displays \( O(h^{-2}) \) behavior rather than the \( O(h^{-1}) \) behavior of the Dirichlet MILU operator. This is the same situation that arises for the 2D case [7]. For \( c = 0 \), it takes a very delicate cancellation to yield the \( O(h^{-2}) \) results for the Fourier condition number. Away from \( c = 0 \) the calculations are not as delicate and the Fourier prediction is very good.

Figure 3 plots the condition number of the MILU preconditioned Dirichlet problem and the Fourier condition number results for \( h_d = 1/16 \) (the lower two curves) and for \( h_d = 1/64 \) (the upper two curves). Again, we see that away from \( c = 0 \) the dependence of conditioning on the parameter \( c \) clearly follows the same general pattern for the preconditioned Dirichlet operator (a given \( h_d \)) and its corresponding Fourier results \( (h_p = h_d/2) \).
### Table 3
Dirichlet MILU results for $c = 3\pi^2$

<table>
<thead>
<tr>
<th>$h_d$</th>
<th>min $\mu$</th>
<th>max $\mu$</th>
<th>$\kappa(M^{-1}A)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/8</td>
<td>0.537</td>
<td>1.444</td>
<td>2.659</td>
</tr>
<tr>
<td>1/16</td>
<td>0.585</td>
<td>2.614</td>
<td>4.465</td>
</tr>
<tr>
<td>1/32</td>
<td>0.629</td>
<td>5.018</td>
<td>7.971</td>
</tr>
<tr>
<td>1/64</td>
<td>0.664</td>
<td>9.872</td>
<td>14.871</td>
</tr>
</tbody>
</table>

### Table 4
periodic MILU results for $c = 3\pi^2$

<table>
<thead>
<tr>
<th>$h_d$</th>
<th>min $\mu$</th>
<th>max $\mu$</th>
<th>$\kappa(M^{-1}A)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/8</td>
<td>0.497</td>
<td>1.645</td>
<td>3.110</td>
</tr>
<tr>
<td>1/16</td>
<td>0.499</td>
<td>2.797</td>
<td>5.603</td>
</tr>
<tr>
<td>1/32</td>
<td>0.500</td>
<td>5.341</td>
<td>10.687</td>
</tr>
<tr>
<td>1/64</td>
<td>0.500</td>
<td>10.429</td>
<td>20.859</td>
</tr>
</tbody>
</table>

### Table 5
Dirichlet MILU results for $c = 0$

<table>
<thead>
<tr>
<th>$h_d$</th>
<th>min $\mu$</th>
<th>max $\mu$</th>
<th>$\kappa(M^{-1}A)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/8</td>
<td>1.000</td>
<td>2.753</td>
<td>2.753</td>
</tr>
<tr>
<td>1/16</td>
<td>1.000</td>
<td>5.983</td>
<td>5.982</td>
</tr>
<tr>
<td>1/32</td>
<td>1.000</td>
<td>13.125</td>
<td>13.120</td>
</tr>
<tr>
<td>1/64</td>
<td>1.001</td>
<td>28.256</td>
<td>28.337</td>
</tr>
</tbody>
</table>

### Table 6
periodic MILU results for $c = 0$

<table>
<thead>
<tr>
<th>$h_d$</th>
<th>min $\mu$</th>
<th>max $\mu$</th>
<th>$\kappa(M^{-1}A)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/8</td>
<td>1.000</td>
<td>13.252</td>
<td>13.252</td>
</tr>
<tr>
<td>1/16</td>
<td>1.000</td>
<td>52.156</td>
<td>52.156</td>
</tr>
<tr>
<td>1/32</td>
<td>1.000</td>
<td>207.784</td>
<td>207.784</td>
</tr>
<tr>
<td>1/64</td>
<td>1.000</td>
<td>830.301</td>
<td>830.301</td>
</tr>
</tbody>
</table>

**Fig. 3.** MILU condition numbers for $h_d = \frac{1}{16}$ and $h_d = \frac{1}{64}$
4.3. Anisotropic Results. To examine results from anisotropic problems we pick the following three sets of data

Data Set 1: \( a_1 = a_2 = a_3 = 1 \)
Data Set 2: \( a_1 = 1, a_2 = 1, a_3 = 0.01 \)
Data Set 3: \( a_1 = 1, a_2 = 0.01, a_3 = 0.01 \)

These three data sets are a subset of those used in [2]. And to allow us to compare results to [2] we use an initial guess for \( u(x, y, z) \) that is zero on the interior of the unit cube.

Tables 7, 8 and 9 present the results for \( h = 1/21 \) for the ILU preconditioned operators. For each of the three data sets the periodic ILU results are in close approximation of the Dirichlet ILU values. In particular, the behavior of the Dirichlet ILU condition numbers are portrayed by the periodic ILU condition numbers. What is of further interest is the comparison of condition numbers and PCG iteration counts for the Dirichlet ILU operator across the three data sets. \( \kappa(M^{-1}A) \) for data set 1 is greater than \( \kappa \) for data set 2. Yet data set 1 requires significantly fewer PCG iterations to converge than data set 2. This iteration count variation is also seen in the data presented in [2].

**Table 7**

<table>
<thead>
<tr>
<th>( h_d = 1/21 )</th>
<th>min ( \mu )</th>
<th>max ( \mu )</th>
<th>( \kappa(M^{-1}A) )</th>
<th>iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>ILU</td>
<td>0.059</td>
<td>1.108</td>
<td>18.900</td>
<td>37</td>
</tr>
<tr>
<td>periodic</td>
<td>0.057</td>
<td>1.112</td>
<td>19.388</td>
<td>na</td>
</tr>
</tbody>
</table>

**Table 8**

<table>
<thead>
<tr>
<th>( h_d = 1/21 )</th>
<th>min ( \mu )</th>
<th>max ( \mu )</th>
<th>( \kappa(M^{-1}A) )</th>
<th>iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>ILU</td>
<td>0.072</td>
<td>1.198</td>
<td>16.667</td>
<td>57</td>
</tr>
<tr>
<td>periodic</td>
<td>0.070</td>
<td>1.203</td>
<td>17.106</td>
<td>na</td>
</tr>
</tbody>
</table>

**Table 9**

<table>
<thead>
<tr>
<th>( h_d = 1/21 )</th>
<th>min ( \mu )</th>
<th>max ( \mu )</th>
<th>( \kappa(M^{-1}A) )</th>
<th>iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>ILU</td>
<td>0.419</td>
<td>1.436</td>
<td>3.426</td>
<td>27</td>
</tr>
<tr>
<td>periodic</td>
<td>0.479</td>
<td>1.472</td>
<td>3.600</td>
<td>na</td>
</tr>
</tbody>
</table>

To study this more closely we redo the calculations for \( h_d = 1/8 \) so that the full set of eigenvalues can be plotted. Tables 10, 11 and 12 present the minimum, maximum and condition number results for the three data sets and we see that the same situation occurs as for \( h_d = 1/21 \). In Figure 4, the eigenvalues of the Dirichlet ILU operator are plotted in sorted order for data sets 2 and 3 with \( h_d = 1/8 \). These figures also include the Fourier eigenvalues for \( h_p = 1/16 \).

For the corresponding figure for data set 1, refer back to figure 1.

First we notice the extreme likeness of the of the Dirichlet and Fourier eigenvalues. For each data set the behavior of the Fourier eigenvalues corresponds to that of the preconditioned Dirichlet system. And we can see using either the Dirichlet or Fourier spectra that it is the clustering \([3, 4]\) of the eigenvalues that becomes the dominant factor in the number of iterations required.
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Data set 1 yields a larger condition number than data set 2 because (in part) of its much smaller minimum eigenvalue. But data set 1 has only a few well isolated minimum eigenvalues whereas there is a clustering of eigenvalues near the minimum for data set 2. The eigenvalues for data set 1 have more clustering about 1 than those for data set 2. Hence, the systems from data set 1 converge more quickly via PCG than those from data set 2.

For data set 2, table 13 lists the condition number of the ILU preconditioned system as a function of \( h \). Table 14 similarly reports the results for data set 3.

We see the remarkable agreement of the ILU and Fourier results that occurred in the isotropic case for ILU. Hence, the Fourier results remain a good predictor of the dependence of \( \kappa(\mathbf{M}^{-1}\mathbf{A}) \) on \( h \).

We also analyze the MILU preconditioned operators for the anisotropic data sets. Tables 15, 16, and 17 list the condition numbers for each of the three data sets using the MILU preconditioner with \( c_d = 2\pi^2 \). Each table includes both the Dirichlet MILU and the calculated Fourier condition number for various values of \( h_d \). Again, the similarity in the dependence of \( \kappa(\mathbf{M}^{-1}\mathbf{A}) \) is noticeable. For all three data sets and for both the Dirichlet and Fourier results \( \kappa(\mathbf{M}^{-1}\mathbf{A}) \) demonstrates \( O(h^{-1}) \) behavior.

In figures 5 and 6 we have plotted \( \kappa(\mathbf{M}^{-1}\mathbf{A}) \) as a function of \( c \) for MILU for the anisotropic data sets 2 and 3, respectively. The upper two curves of each figure correspond to \( h_d = 1/32 \) and the lower two curves to \( h_d = 1/16 \). Again, as in the isotropic MILU results, except when \( c \) is near zero, the Fourier curves mimic the dependence on \( c \) demonstrated by the Dirichlet MILU preconditioned system.
**Table 10**

*ILU results for Data Set 1*

<table>
<thead>
<tr>
<th>$h_d = 1/8$</th>
<th>min $\mu$</th>
<th>max $\mu$</th>
<th>$\kappa(M^{-1}A)$</th>
<th>iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>ILU</td>
<td>0.328</td>
<td>1.095</td>
<td>3.338</td>
<td>16</td>
</tr>
<tr>
<td>periodic</td>
<td>0.293</td>
<td>1.112</td>
<td>3.791</td>
<td>na</td>
</tr>
</tbody>
</table>

**Table 11**

*ILU results for Data Set 2*

<table>
<thead>
<tr>
<th>$h_d = 1/8$</th>
<th>min $\mu$</th>
<th>max $\mu$</th>
<th>$\kappa(M^{-1}A)$</th>
<th>iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>ILU</td>
<td>0.379</td>
<td>1.168</td>
<td>3.079</td>
<td>20</td>
</tr>
<tr>
<td>periodic</td>
<td>0.340</td>
<td>1.199</td>
<td>3.523</td>
<td>na</td>
</tr>
</tbody>
</table>

**Table 12**

*ILU results for Data Set 3*

<table>
<thead>
<tr>
<th>$h_d = 1/8$</th>
<th>min $\mu$</th>
<th>max $\mu$</th>
<th>$\kappa(M^{-1}A)$</th>
<th>iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>ILU</td>
<td>0.863</td>
<td>1.119</td>
<td>1.297</td>
<td>14</td>
</tr>
<tr>
<td>periodic</td>
<td>0.825</td>
<td>1.166</td>
<td>1.413</td>
<td>na</td>
</tr>
</tbody>
</table>

**Table 13**

*Data Set 2: $\kappa(M^{-1}A)$ for various $h$*

<table>
<thead>
<tr>
<th>$h_d$</th>
<th>ILU</th>
<th>Periodic</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/8</td>
<td>3.079</td>
<td>3.523</td>
</tr>
<tr>
<td>1/16</td>
<td>10.002</td>
<td>10.446</td>
</tr>
<tr>
<td>1/32</td>
<td>37.667</td>
<td>38.096</td>
</tr>
</tbody>
</table>

**Table 14**

*Data Set 3: $\kappa(M^{-1}A)$ for various $h$*

<table>
<thead>
<tr>
<th>$h_d$</th>
<th>ILU</th>
<th>Periodic</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/8</td>
<td>1.297</td>
<td>1.413</td>
</tr>
<tr>
<td>1/16</td>
<td>2.369</td>
<td>2.546</td>
</tr>
<tr>
<td>1/32</td>
<td>6.667</td>
<td>6.857</td>
</tr>
</tbody>
</table>
FIG. 5. $\kappa(M^{-1}A)$ for anisotropic MILU data set 2

FIG. 6. $\kappa(M^{-1}A)$ for anisotropic MILU data set 3
From figures 5 and 6, we can see a difficulty in determining $c_{opt}$ in anisotropic situations. The Dirichlet curves for $\kappa(M^{-1}A)$ are visually flat near the optimal value of $c_d$. This flatness may indicate that finding $c_{opt}$ is a poorly conditioned numerical task. However, the optimal value for $c$ in the Fourier curves certainly corresponds to a good initial approximation of $c_{opt}$ in the Dirichlet case. By this we mean that by choosing $c_d$ to be the value corresponding to the optimal $c$ determined from the Fourier values that the behavior of $\kappa(M^{-1}A)$ in the Dirichlet problem will be $O(h^{-1})$ rather than $O(h^{-2})$. 

<table>
<thead>
<tr>
<th>Table 15</th>
<th>MILU ($c_d = 2\pi^2$) results for Data Set 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_d$</td>
<td>MILU</td>
</tr>
<tr>
<td>1/8</td>
<td>2.521</td>
</tr>
<tr>
<td>1/16</td>
<td>4.282</td>
</tr>
<tr>
<td>1/32</td>
<td>7.721</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 16</th>
<th>MILU ($c_d = 2\pi^2$) results for Data Set 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_d$</td>
<td>MILU</td>
</tr>
<tr>
<td>1/8</td>
<td>2.629</td>
</tr>
<tr>
<td>1/16</td>
<td>4.393</td>
</tr>
<tr>
<td>1/32</td>
<td>7.987</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 17</th>
<th>MILU ($c_d = 2\pi^2$) results for Data Set 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_d$</td>
<td>MILU</td>
</tr>
<tr>
<td>1/8</td>
<td>2.762</td>
</tr>
<tr>
<td>1/16</td>
<td>2.920</td>
</tr>
<tr>
<td>1/32</td>
<td>6.322</td>
</tr>
</tbody>
</table>
5. Conclusions. Although the Fourier technique used here and in [7] is not exact, it has been shown to be a powerful tool in the analysis of preconditioned systems. The Fourier and Dirichlet condition numbers need not match to see that the Fourier method is still capable of predicting the dependence of the Dirichlet condition number on the parameters $h$ and $c$. In the case of an MILU preconditioner, the Fourier method provides a simple and fast technique to find a first approximation to the optimal $c$ parameter. This makes the method very worthwhile since there are currently no other ‘easy’ methods to apply that give better results. And this is further emphasized by its easy application to anisotropic problems.

Appendix. In this section, we provide the details of proofs and derivations omitted from the main text: we prove Theorems 3.1 and 3.2 and derive Result 3.1.

THEOREM 3.1. For the ILU preconditioned isotropic operator $(w = 0, c = 0)$,

$$
\kappa (I) = O(h^{-2}).
$$

Proof. For the isotropic problem $(a_1 = a_2 = a_3 = 1)$ with ILU preconditioner $(w = 0, c = 0)$ we get the for the recurrence (7) the expression $6 = \alpha + \frac{2}{\alpha}$ whose solution is $\alpha = 3 + \sqrt{6}$ and we have

$$
\lambda_{st} = 4(\sin^2(\frac{\theta_1}{2}) + \sin^2(\frac{\phi_1}{2}) + \sin^2(\frac{\xi_1}{2}))
$$

$$
\psi_{st} = \lambda_{st} + \frac{2}{\alpha}(\cos(\theta_s - \phi_s) + \cos(\xi_r - \theta_s))
$$

It holds immediately that

$$
\lambda_{min} \geq \lambda_{l.b.} = 12 \sin^2(\pi h) \approx 12(\pi h)^2 + O(h^4)
$$

$$
\lambda_{max} \leq \lambda_{u.b.} = 12
$$

$$
\psi_{max} \leq \psi_{u.b.} = 12 + \frac{6}{\alpha}
$$

Now, for the lower bound on $\psi_{st}$. Set $x = \sin \frac{\theta_1}{2}, y = \sin \frac{\phi_1}{2}, z = \sin \frac{\xi_1}{2}$ and use that

$$
\cos(\theta_s - \phi_s) = 1 - 2(x^2 + y^2) + 4x^2y^2 \pm 4xy\sqrt{(1 - x^2)(1 - y^2)}
$$

$$
> 1 - 2(x^2 + y^2) - 4|xy|
$$

$$
\psi_{st} = \lambda_{st} + \frac{2}{\alpha}(\cos(\theta_s - \phi_s) + \cos(\phi_t - \xi_r) + \cos(\xi_r - \theta_s))
$$

$$
\geq \lambda_{st} + \frac{2}{\alpha}(3 - 2(x^2 + y^2) - 4|xy| - 2(y^2 + z^2) - 4|yz| - 2(x^2 + z^2) - 4|xz|)
$$

$$
= 4(x^2 + y^2 + z^2) + \frac{2}{\alpha}(3 - 4(x^2 + y^2 + z^2) - 4(|xy| + |yz| + |xz|))
$$

$$
= \frac{4}{\alpha}((\alpha - 2)(x^2 + y^2 + z^2) - 2(|xy| + |yz| + |xz|) + \frac{6}{\alpha}
$$

$$
= \frac{4}{\alpha}((1 + \sqrt{6})(x^2 + y^2 + z^2) - 2(|xy| + |yz| + |xz|)) + \frac{6}{\alpha}
$$
\[
> \frac{4}{\alpha} \left(2(x^2 + y^2 + z^2) - 2(|xy| + |yz| + |zx|)\right) + \frac{6}{\alpha} \\
= \frac{4}{\alpha} ((|x| - |y|)^2 + (|y| - |z|)^2 + (|z| - |x|)^2) + \frac{6}{\alpha} \\
\geq \frac{6}{\alpha}
\]

In other words,

\[
\psi_{\text{min}} \geq \frac{\psi_{\text{h}}}{\alpha} = \frac{6}{\alpha}.
\]

So, we can now finally we get bounds on the condition number via

\[
\mu^{(1)}_{\text{min}} \geq \frac{\lambda_{\text{min}}}{\psi_{\text{max}}} \geq \frac{12 \sin^2(\pi h)}{12 + \frac{6}{\alpha}} = \frac{2 \sin^2(\pi h)}{2 + \frac{1}{\alpha}}
\]

\[
\mu^{(1)}_{\text{max}} \leq \frac{\lambda_{\text{max}}}{\psi_{\text{min}}} \leq \frac{12}{\frac{6}{\alpha}} = 2 \alpha
\]

\[
\kappa^{(I)} = \frac{\mu^{(1)}_{\text{max}}}{\mu^{(I)}_{\text{min}}} \leq \frac{2 \alpha}{2 \sin^2(\pi h) + \frac{1}{\alpha}} \\
\approx \frac{\alpha(2 + \frac{1}{\alpha})}{\sin^2(\pi h)} \approx \frac{2(2 + \frac{1}{\alpha})}{(\pi h)^2} \approx 1.2 h^{-2}
\]

Now we will see that this \(O(h^{-2})\) bound is tight.

Let \(\theta_s = \phi_t = \xi_r = \pi\), \((r = s = t = (n + 1)/2)\), to get \(\lambda = 12, \psi = 12 + \frac{6}{\alpha}\). From these we have

\[
\mu^{(1)} = \frac{\lambda}{\psi} = \frac{12}{12 + \frac{6}{\alpha}} \approx 0.916 = O(1).
\]

On the other end, letting \(\theta_s = \phi_t = \xi_r = \theta_1 = 2\pi h\), we get for small enough \(h\)

\[
\lambda = 12 \sin^2(\pi h) \\
\psi = 12 \sin^2(\pi h) + \frac{6}{\alpha}
\]

\[
\mu^{(2)} = \frac{\lambda}{\psi} = \frac{2 \sin^2(\pi h)}{2 \sin^2(\pi h) + \frac{1}{\alpha}} \approx \frac{2(\pi h)^2 + O(h^4)}{\frac{1}{\alpha} + 2(\pi h)^2 + O(h^4)} \\
\approx 2\alpha(\pi h)^2 + O(h^4)
\]

Finally, combining the above, we get

\[
\frac{\mu^{(1)}}{\mu^{(2)}} \approx \frac{1}{(2\alpha + 1)\pi^2 h^2 + O(h^4)} = O(h^{-2})
\]

And so we have that the bound of \(O(h^{-2})\) on \(\kappa^{(I)}\) is tight. □

**THEOREM 3.2.** For the MILU preconditioned isotropic operator \((w = 1)\),

\[
\kappa^{(M)} = \begin{cases} 
O(h^{-1}), & \text{if } c \neq 0; \\
O(h^{-2}), & c = 0.
\end{cases}
\]
Proof. For the isotropic problem \((a_1 = a_2 = a_3 = 1)\) with MILU preconditioner \((\omega = 1, c \neq 0)\) we get for the recurrence (7) the expression \(6 + ch^2 = \alpha + \frac{c}{\alpha}\) whose solution is

\[
\alpha = 3 + \frac{ch^2}{2} + h\sqrt{3c}\sqrt{1 + \frac{ch^2}{12}}.
\]

So we have

\[
\lambda_{str} = 4(\sin^2\left(\frac{\theta_2}{2}\right) + \sin^2\left(\frac{\phi_4}{2}\right) + \sin^2\left(\frac{\xi_r}{2}\right))
\]

\[
\psi_{str} = \frac{\lambda_{str}}{\alpha} \left(\cos(\theta_s) - \phi_t + \cos(\xi_r) - \theta_s + \cos(\phi_4 - \xi_r)\right) - \frac{6}{\alpha} + ch^2
\]

\[
= \frac{\lambda_{str}}{\alpha} \left(3 - \cos(\theta_s) - \phi_t - \cos(\xi_r) - \theta_s - \cos(\phi_4 - \xi_r)\right) + ch^2
\]

We first derive a lower bound on \(\mu_{str}^{(M)}\). Observe that \(\psi_{str} \leq \lambda_{str} + ch^2\). Also, for \(h\) small enough, there exists \(\epsilon\) such that \(\sin(\pi h) \geq \epsilon h\) which yields \(\lambda_{str} \geq 6\epsilon (\epsilon h)^2\). Thus, we get the lower bound

\[
\mu_{str}^{(M)} \geq \frac{\lambda_{str}}{\lambda_{str} + ch^2} = \frac{1}{1 + \frac{ch^2}{\lambda_{str}}}
\]

\[
\geq \frac{1}{1 + \frac{c}{120}} \equiv \mu_{l.b.}
\]

Next we derive the upper bound on \(\mu_{str}^{(M)}\). We use that \(\lambda_{str} \leq 12\). With the aid of the symbolic manipulator "Maple" [9] we get

\[
\frac{3 - \cos(\theta_4 - \phi_t) - \cos(\xi_r - \theta_s) - \cos(\phi_4 - \xi_r)}{\sin^2(\theta_2/2) + \sin^2(\phi_4/2) + \sin^2(\xi_r/2)} \leq 6.
\]

Hence,

\[
\mu_{str} = \frac{\lambda_{str}}{\alpha} \left(3 - \cos(\theta_s) - \phi_t - \cos(\xi_r) - \theta_s - \cos(\phi_4 - \xi_r)\right) + ch^2
\]

\[
= \frac{1}{1 - \frac{2}{\alpha} \left(3 - \cos(\theta_s) - \phi_t - \cos(\xi_r) - \theta_s - \cos(\phi_4 - \xi_r)\right)} + \frac{ch^2}{\lambda_{str}}
\]

\[
= \frac{1}{1 - \frac{1}{\alpha} (6) + \frac{ch^2}{12}}
\]

Now we use the approximation \(\alpha \approx 3 \left(1 + \frac{1}{3} h\sqrt{3c} + O(ch^2)\right)\) to get for small enough \(h\) that \(\frac{1}{\alpha} \approx \frac{1}{3} \left(1 - \frac{1}{3} h\sqrt{3c} + O(ch^2)\right)\) which yields

\[
\mu_{str} \leq \frac{1}{\frac{1}{3} h\sqrt{3c} + O(h^2)} \equiv \mu_{u.b.}
\]
So, finally
\[
\kappa^{(M)} = \frac{\max\mu_{str}}{\min\mu_{str}} \leq \frac{\mu_{ub.}}{\mu_{lb.}} = \frac{1 + \frac{\varepsilon}{12\pi^2}}{\frac{1}{3}h\sqrt{3c} + O(h^2)}
\]
\[
= \begin{cases} O(h^{-1}), & \text{if } c \neq 0; \\ O(h^{-2}), & c = 0. \end{cases}
\]

Next it is shown that the above bounds are tight.
First consider \( \theta_* = \phi_1 = \xi_r = \theta_1 = 2\pi h. \)
\[
\lambda_{111} = 12\sin^2(\pi h),
\]
\[
\psi_{111} = 12\sin^2(\pi h) + \frac{2}{\alpha}(3) - \frac{6}{\alpha} + ch^2 = 12\sin^2(\pi h) + ch^2
\]
\[
\mu_{111}^{(M)} = \frac{\lambda_{111}}{\psi_{111}} = \frac{12\sin^2(\pi h)}{12\sin^2(\pi h) + ch^2} = \frac{1}{1 + \frac{ch^2}{12\sin^2(\pi h)}} \approx \frac{1}{1 + \frac{ch^2}{12(\pi h)^2}}
\]
\[
= \frac{1}{1 + \frac{c}{12\pi^2}} = O(1).
\]

Now consider \( \theta_* = \xi_r = \theta, \) and \( \phi_1 = 2\pi - 2\theta. \) Then \( \sin^2\theta = \sin\theta = 2\sin^2\theta \cos^2\theta. \)
And \( \cos(\phi_1 - \theta) = \cos(\xi_r - \phi_1) = \cos(3\theta_*), \) \( \cos(\xi_r - \theta_*) = 1. \) In the expression for \( \psi \) we will also use the following
\[
\cos(3\theta) = 1 - 8\sin^2\frac{\theta}{2} + 48\sin^4\frac{\theta}{2} - 32\sin\frac{\theta}{2}.
\]
\[
\begin{align*}
\lambda &= 4(2\sin^2\frac{\theta}{2} + 4\sin^2\frac{\theta}{2}\cos^2\frac{\theta}{2}) = 8\sin^2\frac{\theta}{2}(1 + 2\cos^2\frac{\theta}{2}) \\
&= 24\sin^2\frac{\theta}{2}(1 - \frac{2}{3}\sin^2\frac{\theta}{2}) \\
\psi &= \lambda - \frac{4}{\alpha}(1 - \cos(3\theta)) + ch^2 \\
&= \lambda - \frac{4}{\alpha} \left(18\sin^2\frac{\theta}{2} - 48\sin^4\frac{\theta}{2} + 32\sin^6\frac{\theta}{2}\right) + ch^2 \\
&= 24\sin^2\frac{\theta}{2}(1 - \frac{2}{3}\sin^2\frac{\theta}{2}) - \frac{4}{3}(1 - \frac{1}{3}h\sqrt{3c} + O(h^2)) \left(18\sin^2\frac{\theta}{2} - 48\sin^4\frac{\theta}{2} + 32\sin^6\frac{\theta}{2}\right) + ch^2 \\
&\approx 48\sin^2\frac{\theta}{2} + \frac{4}{9}h\sqrt{3c}(18\sin^2\frac{\theta}{2} - 48\sin^4\frac{\theta}{2}) + O(ch^2)
\end{align*}
\]
\[
\mu^{(M)} = \frac{\lambda}{\psi} \approx \frac{24\sin^2\left(\frac{\theta}{2}\right)(1 - \frac{2}{3}\sin^2\left(\frac{\theta}{2}\right))}{48\sin^4\frac{\theta}{2} + \frac{4}{9}h\sqrt{3c}(18\sin^2\frac{\theta}{2} - 48\sin^4\frac{\theta}{2}) + O(ch^2)}
\]

If \( c = 0, \) this simplifies to \( \mu^{(M)} \approx \frac{1}{2\sin^2\left(\frac{\theta}{2}\right)}. \) Setting \( \theta = \theta_1 = 2\pi h \) leads to \( \mu^{(M)} = O(h^{-2}). \) If \( c > 0, \) setting \( \theta \approx 2\sqrt{h} \) (i.e. \( s \approx \frac{x_{n+1}}{x} \)) leads to \( \mu^{(M)} = O(h^{-1}). \) Hence, we have the exact bounds
\[
\kappa^{(M)} = \begin{cases} O(h^{-1}), & \text{if } c \neq 0; \\ O(h^{-2}), & c = 0. \end{cases}
\]
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