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Abstract

A variety of algorithms are available for efficient numerical solution of Toeplitz systems: classical “fast algorithms”, such as those due to Levinson [31], Trench [37] and Bareiss [3], as well as the more recent “asymptotically superfast algorithms” due to de Hoog [17], Ammar & Gragg [1] and others. For the special class of symmetric positive definite Toeplitz matrices, the classical “fast algorithms” are known to be weakly numerically stable [8, 15], but otherwise all these methods are potentially numerically unstable. General Toeplitz systems do occur frequently in many signal processing applications, and there is a need for algorithms which are numerically stable and can exploit the Toeplitz structure.

In this paper we present an extension of Levinson’s algorithm that is guaranteed to be weakly stable for a large class of general Toeplitz matrices, namely those that do not have many consecutive ill-conditioned leading principal submatrices. The new algorithm adapts itself to the given Toeplitz matrix by skipping over all the ill-conditioned leading principal submatrices encountered during the solution process. This is done by a look-ahead strategy that monitors the condition of the leading principal submatrices and, if necessary, switches to a block step of suitable size.

The overhead of the look-ahead algorithm is typically small compared to the classical Levinson algorithm, and in addition a reliable condition number estimate is produced.

1 Introduction

Toeplitz matrices of large dimensions occur frequently in a variety of signal processing applications, such as linear prediction [39], harmonic retrieval problems [26], ARMA spectral estimation [22], computation of eigenvector oriented spectra [21], and eigenfilter problems [10, 28, 30]. Surveys of applications can be found in [8, 18, 19, 29]. All these
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problems involve the solution of Toeplitz systems of linear equations, often during eigenvalue computations by inverse iterations [38]. Due to the size of these Toeplitz matrices and the need for fast signal processing algorithms, it is necessary to exploit the special structure of the matrix when solving systems of equations with Toeplitz matrices. However, the numerical stability of the algorithm (i.e., its sensitivity to rounding errors) should preferably not be sacrificed for a fast algorithm.

Fast algorithms for solving Toeplitz systems have been around for many years. Most of these algorithms solve the Toeplitz system in $O(n^2)$ operations, where $n$ is the order of the matrix, and recently also so-called "asymptotically superfast algorithms" with a computational complexity of $O(n \log^2 n)$ have appeared. These methods can be categorized into two main classes: (i) those that implicitly compute a factorization of the Toeplitz matrix itself, and (ii) those that implicitly compute a factorization of the inverse of the Toeplitz matrix. In the first class we find algorithms such as those due to Bareiss [3] and Brent et al. [5, 6], while the algorithms by Levinson [31], Durbin [20], Trench [37], Bitmead & Anderson [4], Morf [33], de Hoog [17], and Ammar & Gragg [1] all belong to the second class. For more details about these and other algorithms, see for example the surveys in [7] and [19].

Common for all these Toeplitz algorithms is that they are potentially numerically unstable for general Toeplitz matrices. Numerical stability has only been proved for the $O(n^2)$-algorithms when applied to symmetric positive definite Toeplitz matrices [8, 15], and only in the sense that for well-conditioned problems one is guaranteed to compute a solution which is close to the exact solution. This is called "weak stability" in [9]. Otherwise, the algorithms may break down by a division by zero or—even worse—the algorithms may give arbitrarily inaccurate solutions without any warning of this event. The reason for this is that all the algorithms implicitly involve the inversion of principal submatrices of the Toeplitz matrix. Unless the Toeplitz matrix is well-conditioned, symmetric and positive definite, and an $O(n^2)$-algorithm is used, we cannot guarantee that all these submatrices are well-conditioned. If one or more ill-conditioned submatrices are encountered during the solution process, then the accuracy of the computed solution deteriorates due to rounding errors caused by these ill-conditioned submatrices.

A third class of $O(n^2)$-algorithms for Toeplitz matrices is the class of iterative methods, such as the preconditioned conjugate gradient method [35]. If a suitable preconditioner, e.g. a circulant one, is used then this method has good convergence properties for symmetric positive definite Toeplitz matrices [11, 13]. However, the convergence properties for nonsymmetric or indefinite matrices are not clear, and it is difficult to get good preconditioners for general Toeplitz matrices. Therefore, these iterative methods do not provide a practical alternative to the methods mentioned above for general Toeplitz matrices.

In view of these facts, the only algorithms that are guaranteed to be numerically stable for general Toeplitz matrices are the classical factorization methods such as $LU$ and $LDL^T$ factorizations with pivoting [23, §3.4 & §4.4]. Unfortunately, these algorithms require $O(n^3)$ operations to solve the Toeplitz system. Therefore, it is important to develop more efficient algorithms for general Toeplitz matrices.

The algorithm presented in this paper is a step in this direction. We focus on one particular algorithm from class (ii), namely Levinson's algorithm [2, 31], and we present an extended version of the algorithm which is guaranteed to be weakly stable for a much broader class of Toeplitz matrices than those being symmetric and positive definite. Our
tool for presenting the algorithm and for discussing its numerical properties is matrix analysis and numerical linear algebra, mainly because this is a good way to analyze stability issues, to discuss condition numbers, etc. Introductions to Toeplitz solvers from a linear algebraic point of view can be found in [19] and [23, §4.7].

The classical Levinson algorithm is basically a recursive sequence of updating the solutions to increasingly larger systems of equations involving all the leading principal submatrices in their natural order. Our look-ahead algorithm is essentially a block-version of this method, where the block size is adjusted adaptively in each step to ensure that the leading principal submatrix involved in the particular step is as well-conditioned as possible. We have borrowed the idea for this algorithm from a similar algorithm we designed for symmetric indefinite Toeplitz matrices [14]. Our new algorithm takes advantage of the fact that, during the Levinson algorithm, one can compute inexpensive estimates of the condition number of the leading principal submatrices. Hence, our algorithm can “look ahead” and always choose locally the best conditioned leading principal submatrix, in order to “skip over” all the ill-conditioned ones. In addition, it provides the user with a reliable accuracy estimate for the computed solution. The algorithm is numerically stable for all those Toeplitz matrices that have at most $p_{\text{max}} - 1$ ill-conditioned leading principal submatrices, where $p_{\text{max}}$ is the maximum block-size allowed by the user. Our algorithm is particularly well suited for eigenvalue computations by means of inverse iterations, such as the algorithms in [10, 16, 38].

The overhead of the new algorithm is difficult to predict, because it depends on the number of ill-conditioned submatrices encountered. A matrix of order $n = 120$ with 39 singular leading principal submatrices requires an overhead of 41% including condition estimation. For matrices with one ill-conditioned leading principal submatrix, which typically appear in Toeplitz eigenvalue computations [27, 38], the overhead is about 20%. For matrices with no ill-conditioned leading submatrices, the overhead is less than 10% for matrices of order greater than 60. Notice that this last overhead is primarily due to the necessary condition estimation in each step.

The idea of skipping certain leading principal submatrices is a natural one and, in fact, has been used before by several authors [18, 24, 36, 40]. In all these algorithms, the decision for taking a block-step is based solely on the size of the prediction error, which appears as a denominator in the algorithms. The prediction error is zero if and only if the corresponding leading principal submatrix is singular. In [18, 24, 40] a block step is taken if a true zero prediction error is encountered. Moreover, these algorithms make explicit use of the fact that the leading principal submatrix is singular, and therefore need further development before they can be used in finite precision arithmetic. Sweet [36] uses a simple threshold-type test and takes a block step when the prediction error is less than a pre-set threshold. However, an ill-conditioned leading submatrix is not guaranteed to reveal itself by a small prediction error, and his algorithm is therefore not guaranteed to detect the need for a block step. Our algorithm is based on a more reliable—and still efficient—test for ill-conditioned submatrices.

Fortran implementations of our algorithms have also been developed [25], and they are available from both authors.

The paper is organized as follows. In Section 2, we review the classical Levinson algorithm for nonsymmetric matrices, while the new look-ahead Levinson algorithm is presented in Section 3. In Sections 4 and 5 we give some important details concern-
ing the practical implementation of the extended algorithm. Finally, in Section 6 we present numerical results. Our notation is the following. Capital letters, boldface small letters, and regular small letters denote matrices, vectors, and scalars, respectively. \( I_k \) denotes the identity matrix of order \( k \), while \( E_k \) denotes the \( k \times k \) exchange matrix \( E_k = \text{antidiag}(1,1,\ldots,1) \), which satisfies \( E_k^2 = I_k \). The superscript \( "^T" \) denotes matrix and vector transposition, and \( \| \cdot \|_2 \) denotes the matrix 2-norm which is equal to the largest singular value of the matrix [23, §2.5.3].

2 The classical Levinson algorithm

Since our new algorithm is basically an extension of the classical Levinson algorithm for nonsymmetric matrices, let us first summarize this algorithm following the notation in [23, §4.7]. For a formulation of the Levinson algorithm in terms of Szegö polynomials, see e.g. [1, §5]. We write the Toeplitz system as \( T_n x = b \), where the real \( n \times n \) Toeplitz matrix and the corresponding right-hand side are given by

\[
T_n = \begin{pmatrix}
\rho_0 & \rho_1 & \rho_2 & \cdots & \rho_{n-1} \\
\sigma_1 & \rho_0 & \rho_1 & \cdots & \rho_{n-2} \\
\sigma_2 & \sigma_1 & \rho_0 & \cdots & \rho_{n-3} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\sigma_{n-1} & \sigma_{n-2} & \sigma_{n-3} & \cdots & \rho_0
\end{pmatrix}, \quad b = \begin{pmatrix}
\beta_1 \\
\beta_2 \\
\beta_3 \\
\vdots \\
\beta_n
\end{pmatrix}.
\] (1)

Notice that we write \( \sigma_i \) instead of the standard notation \( \rho_{-i} \), because this makes our notation clearer. We recall that a Toeplitz matrix as well as its inverse are persymmetric, i.e. \( E_n T_n E_n = T_n^T \) and \( E_n T_n^{-1} E_n = (T_n^{-1})^T \). At the \( k \)th stage, the Levinson algorithm has recursively computed the solution \( x_k \) to the order-\( k \) problem \( T_k x_k = b_k \equiv (\beta_1, \ldots, \beta_k)^T \) and, simultaneously, the solutions \( y_k \) and \( z_k \) to the following two Yule-Walker-problems of order \( k \):

\[
T_k^T y_k = -r_k \equiv -(\rho_1, \ldots, \rho_k)^T, \quad T_k z_k = -s_k \equiv -(\sigma_1, \ldots, \sigma_k)^T.
\] (2)

The next step is then to solve the three problems \( T_{k+1} x_{k+1} = b_{k+1}, T_{k+1}^T y_{k+1} = -r_{k+1}, \) and \( T_{k+1} z_{k+1} = -s_{k+1} \). To illustrate this step, we first factorize the matrices \( T_{k+1} \) and \( T_{k+1}^T \) as follows:

\[
T_{k+1} = \begin{pmatrix}
T_k & E_k r_k \\
E_k^T & \rho_0
\end{pmatrix} = \begin{pmatrix}
I_k \\
E_k^T E_k T_k^{-1}
\end{pmatrix} \begin{pmatrix}
T_k^T & E_k r_k \\
0 & 1
\end{pmatrix} \begin{pmatrix}
I_k \\
E_k T_k^{-1}
\end{pmatrix} = \begin{pmatrix}
T_k & E_k s_k \\
E_k^T & \rho_0
\end{pmatrix} \begin{pmatrix}
T_k^T & E_k s_k \\
0 & 1
\end{pmatrix} \begin{pmatrix}
I_k \\
E_k (T_k^{-1})^T
\end{pmatrix} \begin{pmatrix}
T_k^T & E_k s_k \\
0 & 1
\end{pmatrix}.
\] (3)

(4)

We note that the bottom right element in the rightmost factor of both \( T_{k+1} \) and \( T_{k+1}^T \) is the same, namely the prediction error \( \gamma(k) \). From our linear algebraic point of view, \( \gamma(k) \) is the Schur complement of \( T_k \) in \( T_{k+1} \), and it is given by

\[
\gamma(k) = \rho_0 - E_k T_k^{-1} E_k r_k = \rho_0 - s_k (T_k^{-1})^T r_k = \rho_0 + s_k^T y_k.
\] (5)
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Now, write the solutions sought as \( x_{k+1} = \left( \begin{array}{c} u_k \\ \alpha^{(k)} \end{array} \right) \), \( y_{k+1} = \left( \begin{array}{c} v_k \\ \eta^{(k)} \end{array} \right) \) and \( z_{k+1} = \left( \begin{array}{c} w_k \\ \phi^{(k)} \end{array} \right) \).

Using the factorizations in (3) and (4), it is easy to see that \( x_{k+1}, y_{k+1} \) and \( z_{k+1} \) are the solutions to the three systems

\[
\begin{bmatrix}
  T_k & E_k r_k \\
  0^T & \gamma^{(k)}
\end{bmatrix}
\begin{bmatrix}
  u_k \\
  \alpha^{(k)}
\end{bmatrix}
= \begin{bmatrix}
  b_k \\
  -s_k^T E_k x_k
\end{bmatrix}
\tag{6}
\]

\[
\begin{bmatrix}
  T_k^T & E_k s_k \\
  0^T & \gamma^{(k)}
\end{bmatrix}
\begin{bmatrix}
  v_k \\
  \eta^{(k)}
\end{bmatrix}
= \begin{bmatrix}
  -r_k \\
  -\rho k + 1 - r_k^T E_k y_k
\end{bmatrix}
\tag{7}
\]

\[
\begin{bmatrix}
  T_k^T & E_k r_k \\
  0^T & \gamma^{(k)}
\end{bmatrix}
\begin{bmatrix}
  w_k \\
  \phi^{(k)}
\end{bmatrix}
= \begin{bmatrix}
  -s_k \\
  -\sigma k + 1 - E_k z_k
\end{bmatrix}
\tag{8}
\]

Solving these systems by backsubstitution, we see that the new vectors \( x_{k+1}, y_{k+1} \) and \( z_{k+1} \) are given by the following updates to \( x_k, y_k \) and \( z_k \):

\[
x_{k+1} = \begin{bmatrix}
  x_k \\
  0
\end{bmatrix} + \begin{bmatrix}
  E_k y_k \\
  1
\end{bmatrix} \alpha^{(k)}
\]
\[
y_{k+1} = \begin{bmatrix}
  y_k \\
  0
\end{bmatrix} + \begin{bmatrix}
  E_k z_k \\
  1
\end{bmatrix} \eta^{(k)}
\]
\[
z_{k+1} = \begin{bmatrix}
  z_k \\
  0
\end{bmatrix} + \begin{bmatrix}
  E_k y_k \\
  1
\end{bmatrix} \phi^{(k)}
\]
\tag{9}
\tag{10}
\tag{11}

where the scalars \( \alpha^{(k)}, \eta^{(k)} \) and \( \phi^{(k)} \) are computed by

\[
\alpha^{(k)} = (\beta k + 1 - E_k x_k)/\gamma^{(k)}
\]
\[
\eta^{(k)} = (-\rho k + 1 - E_k y_k)/\gamma^{(k)}
\]
\[
\phi^{(k)} = (-\sigma k + 1 - E_k z_k)/\gamma^{(k)}
\]
\tag{12}
\tag{13}
\tag{14}

For efficiency, the prediction error \( \gamma^{(k)} \) should not be computed via its definition (5). Instead, it is computed recursively along with the \( x_{k+1}, y_{k+1} \) and \( z_{k+1} \). We shall not derive the recursion formula here, but instead refer to [23, §4.7]. The recursion starts with \( \gamma^{(0)} = \rho_0, \eta^{(0)} = -\rho_1/\rho_0 \) and \( \phi^{(0)} = -\sigma_1/\rho_0 \), and then \( \gamma^{(k+1)} \) is given by:

\[
\gamma^{(k+1)} = (1 - \eta^{(k)} \phi^{(k)}) \gamma^{(k)}
\]
\tag{15}

It is easy to show that the classical Levinson algorithm for nonsymmetric Toeplitz matrices requires \( 3n^2 - 2n - 1 \) multiplications or divisions. For symmetric matrices, \( r_k = s_k, y_k = z_k, \eta^{(k)} = \phi^{(k)} \), and the computational effort reduces to \( 2n^2 - 2 \) multiplications or divisions.

Because of the division by the prediction error \( \gamma^{(k)} \) in (12), (13) and (14), numerical instability will occur if one or several successive \( \gamma^{(k)} \) encountered during the recursive process become numerically small. We stress that this numerical instability is also present for formulations based on polynomials—it is not associated with the matrix formulation used here. We also stress that for general Toeplitz matrices, one or more \( |\gamma^{(k)}| \) may be arbitrarily small even if the matrix is well-conditioned, i.e. if \( |\gamma^{(n)}| \) is not small. The only matrices, for which numerical instability in the classical Levinson algorithm is guaranteed to occur, are well-conditioned symmetric positive definite matrices, for which there is a monotonic decrease of the \( |\gamma^{(k)}| \) so they cannot be smaller than \( |\gamma^{(n)}| \). To avoid a small \( |\gamma^{(k)}| \) for general Toeplitz matrices we could incorporate pivoting, but this would destroy the Toeplitz structure. This motivates us to perform a block-step instead, as described in the next section.
3 The look-ahead Levinson algorithm

Let us now describe our extension of the classical Levinson algorithm. Assume, at stage \( k \), that we have encountered an ill-conditioned \( T_{k+1} \). We therefore wish to perform a \( p \)-step, i.e. to skip ahead from \( T_k \) to a well-conditioned \( T_{k+p} \). Assume for the moment that \( p \) is given; in Section 4 we address the question of how to actually detect an ill-conditioned \( T_{k+1} \) and how to choose \( p \). Let us define the shifted vectors \( r_{k,i} \equiv (\rho_{1+i}, \rho_{2+i}, \ldots, \rho_{k+i})^T \) and \( s_{k,i} \equiv (\sigma_{1+i}, \sigma_{2+i}, \ldots, \sigma_{k+i})^T \) (in particular \( r_{k,0} = r_k \) and \( s_{k,0} = s_k \)) and the \( k \times p \) matrices \( R_p \equiv (r_{k,0}, \ldots, r_{k,p-1}) \) and \( S_p \equiv (s_{k,0}, \ldots, s_{k,p-1}) \). Then we can write

\[
T_{k+p} = \begin{pmatrix} T_k & E_k r_k & E_k r_{k,1} & E_k r_{k,2} & \ldots & E_k r_{k,p-1} \\
S_p^T E_k & \rho_0 & \rho_1 & \rho_2 & \ldots & \rho_{p-1} \\
r_{k,1}^T E_k & \sigma_1 & \rho_0 & \rho_1 & \ldots & \rho_{p-2} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
s_{k,p-1}^T E_k & \sigma_{p-1} & \sigma_{p-2} & \sigma_{p-3} & \ldots & \rho_0 
\end{pmatrix}. \tag{16}
\]

In order to update the \( x_k, y_k \) and \( z_k \) to \( x_{k+p}, y_{k+p} \) and \( z_{k+p} \), we proceed in a similar fashion as in the classical Levinson algorithm, but now using block Gaussian-elimination to solve the three \( (k+p) \times (k+p) \) systems \( T_{k+p} x_{k+p} = b_{k+p} \), \( T_{k+p}^T y_{k+p} = -r_{k+p} \) and \( T_{k+p} z_{k+p} = -s_{k+p} \). First, we introduce the matrices \( Y_p \) and \( Z_p \) as the solutions to the problems

\[
T_k^T Y_p = -R_p, \quad T_k^T Z_p = -S_p. \tag{17}
\]

Then, we factorize \( T_{k+p} \) and \( T_{k+p}^T \) as

\[
T_{k+p} = \begin{pmatrix} I_k & 0 \\
S_p^T E_k T_k^{-1} & I_p 
\end{pmatrix} \begin{pmatrix} T_k & E_k R_p \\
0 & \Gamma_p^{(k)} 
\end{pmatrix}, \tag{18}
\]

\[
T_{k+p}^T = \begin{pmatrix} I_k & 0 \\
R_p^T E_k (T_k^{-1})^T & I_p 
\end{pmatrix} \begin{pmatrix} T_k^T & E_k S_p \\
0 & (\Gamma_p^{(k)})^T 
\end{pmatrix}, \tag{19}
\]

where the \( p \times p \) matrix \( \Gamma_p^{(k)} \) is the Schur complement of \( T_k \), given by

\[
\Gamma_p^{(k)} = T_p - S_p^T E_k T_k^{-1} E_k R_p = T_p - S_p^T (T_k^{-1})^T R_p = T_p + S_p^T Y_p. \tag{20}
\]

Note that the first column of \( Y_p \) and \( Z_p \) is simply \( y_k \) and \( z_k \), respectively. Now, write the sought solution as \( x_{k+p} = \begin{pmatrix} u_k \\
a_p^{(k)} \end{pmatrix} \), \( y_{k+p} = \begin{pmatrix} v_k \\
e_p^{(k)} \end{pmatrix} \) and \( z_{k+p} = \begin{pmatrix} s_k \\
s_p^{(k)} \end{pmatrix} \). Here, we have defined the \( p \)-vectors \( b^{(k)}_p \equiv (\beta_{k+1}, \ldots, \beta_{k+p})^T, r^{(k)}_p \equiv (\rho_{k+1}, \ldots, \rho_{k+p})^T \) and \( s^{(k)}_p \equiv (\sigma_{k+1}, \ldots, \sigma_{k+p})^T \). Then we use the factorizations in (18) and (19) to obtain the systems

\[
\begin{pmatrix} T_k & E_k R_p \\
0 & \Gamma_p^{(k)} \end{pmatrix} \begin{pmatrix} u_k \\
a_p^{(k)} \end{pmatrix} = \begin{pmatrix} b_k \\
b_p^{(k)} - S_p^T E_k x_k \end{pmatrix} \tag{21}
\]

\[
\begin{pmatrix} T_k^T & E_k S_p \\
0 & (\Gamma_p^{(k)})^T \end{pmatrix} \begin{pmatrix} v_k \\
e_p^{(k)} \end{pmatrix} = \begin{pmatrix} -r_k \\
r_p^{(k)} - R_p^T E_k y_k \end{pmatrix} \tag{22}
\]
\[
\begin{pmatrix} T_k & E_k R_p \\ 0 & \Gamma_p^{(k)} \end{pmatrix} \begin{pmatrix} w_p^{(k)} \\ f_p^{(k)} \end{pmatrix} = \begin{pmatrix} -s_p^{(k)} \\ -s_p^{(k)} - \Gamma_p^{(k)} E_k z_k \end{pmatrix}.
\] (23)

If we solve these systems by backsubstitution, we see that the new vectors \( x_{k+p} \), \( y_{k+p} \) and \( z_{k+p} \) are given by the following updates to \( x_k \), \( y_k \) and \( z_k \):

\[
x_{k+p} = \begin{pmatrix} x_k \\ 0 \end{pmatrix} + \begin{pmatrix} E_k \gamma_p \\ I_p \end{pmatrix} a_p^{(k)}
\] (24)

\[
y_{k+p} = \begin{pmatrix} y_k \\ 0 \end{pmatrix} + \begin{pmatrix} E_k \gamma_p \\ I_p \end{pmatrix} e_p^{(k)}
\] (25)

\[
z_{k+p} = \begin{pmatrix} z_k \\ 0 \end{pmatrix} + \begin{pmatrix} E_k \gamma_p \\ I_p \end{pmatrix} f_p^{(k)}
\] (26)

where the vectors \( a_p^{(k)} \), \( e_p^{(k)} \) and \( f_p^{(k)} \) are the solutions to the indefinite systems

\[
\Gamma_p^{(k)} e_p^{(k)} = b_p^{(k)} - \Gamma_p^{(k)} E_k x_k
\] (27)

\[
(\Gamma_p^{(k)})^T e_p^{(k)} = -r_p^{(k)} - \Gamma_p^{(k)} E_k y_k
\] (28)

\[
\Gamma_p^{(k)} f_p^{(k)} = -s_p^{(k)} - \Gamma_p^{(k)} E_k z_k.
\] (29)

It is easy to see that the block step will handle the numerical instability problem as long as \( p \) is chosen properly. It would be expensive if we were to solve for the extra \( p - 1 \) vectors in \( Y_p \) and \( Z_p \) (17) naively, say using Levinson’s algorithm, because we would have to choose an a priori number \( p_{max} \) such that \( p \leq p_{max} \) and then carry along \( p_{max} - 1 \) extra systems. Instead, we present a less expensive updating procedure, computing \( Y_p \) and \( Z_p \) only when necessary. The idea is to write the columns of these two matrices in terms of updates to already computed quantities. This is possible due to the following theorem.

**Theorem 1** Let the \( p \) columns of \( Y_p \) and \( Z_p \) be denoted by \( y_{k,i} \) and \( z_{k,i} \), \( i = 0, \ldots, p - 1 \), each column satisfying \( T_k^{(k)} y_{k,i} = -r_{k,i} \) and \( T_k z_{k,i} = -s_{k,i} \). Also, let \( (\nu)_j \) denote the \( j \)-th component of the vector \( \nu \), and define the \( k \times k \) “upshift” matrix

\[
\Delta_k = \begin{pmatrix} 0 & 1 & & & \\ 0 & 0 & 1 & & \\ & & \ddots & \ddots & \\ & & & 0 & 1 \\ & & & & 0 & 0 \end{pmatrix}.
\] (30)

Then all the vectors \( y_{k,i} \) and \( z_{k,i} \) for \( i = 1, \ldots, p - 1 \) can be computed recursively from \( y_{k,0} = y_k \) and \( z_{k,0} = z_k \) by means of the relations:

\[
y_{k,i} = \Delta_k y_{k,i-1} - (y_{k,i-1})_1 y_k + c_i g_k, \quad i = 1, \ldots, p - 1
\] (31)

\[
z_{k,i} = \Delta_k z_{k,i-1} - (z_{k,i-1})_1 z_k + d_i h_k, \quad i = 1, \ldots, p - 1
\] (32)

where we have defined the vectors \( g_k \) and \( h_k \) by

\[
g_k = \frac{1}{\gamma(k-1)} \begin{pmatrix} E_{k-1} z_{k-1} \\ 1 \end{pmatrix}, \quad h_k = \frac{1}{\gamma(k-1)} \begin{pmatrix} E_{k-1} y_{k-1} \\ 1 \end{pmatrix},
\] (33)

and where \( c_i \) and \( d_i \) are the \( i \)-th components of the right-hand sides of the equations in (28) and (29):

\[
c = -r_p^{(k)} - \Gamma_p^{(k)} E_k y_k, \quad d = -s_p^{(k)} - \Gamma_p^{(k)} E_k z_k.
\] (34)
Proof. We shall prove the relation (31) for \( y_{k,i-1} \), the relation (32) for \( z_{k,i-1} \) is proved analogously. Consider the following matrix-vector product of order \( k + 1 \):

\[
T_{k+1}^T \begin{pmatrix} y_{k,i-1} \\ 0 \end{pmatrix} = (\rho_0 \textbf{s}_k^T T_k^T) \begin{pmatrix} y_{k,i-1} \\ 0 \end{pmatrix} = (\rho_0(y_{k,i-1})_1 + \textbf{s}_k^T \Delta_k y_{k,i-1}) \begin{pmatrix} 1 \\ 0 \end{pmatrix}.
\]

Using \( T_k^T y_{k,i} = -r_{k,i} \) and Eq. (17) it follows that this vector is also given by

\[
T_{k+1}^T \begin{pmatrix} y_{k,i-1} \\ 0 \end{pmatrix} = (T_k^T y_{k,i})_1 = \begin{pmatrix} 0 \\ 0 \end{pmatrix}.
\]

In the last step, we have used \( r_k^T E_k y_{k,i-1} = -y_k^T T_k E_k y_{k,i-1} = -y_k^T T_k E_k y_{k,i-1} = y_k^T E_k r_{k,i-1} \). Equating the last \( k \) elements of the vectors in (35) and (36), we obtain

\[
T_k^T \Delta_k y_{k,i-1} = -r_{k,i} - (y_{k,i-1})_1 r_k - \begin{pmatrix} 0 \\ c_i \end{pmatrix}, \quad i = 1, \ldots, p - 1.
\]

By multiplication with \( (T_k^{-1})^T \) and using \( T_k^T y_{k,i} = -r_{k,i} \) again, we get

\[
\Delta_k y_{k,i-1} = y_{k,i} + (y_{k,i-1})_1 y_k - (T_k^{-1})^T \begin{pmatrix} 0 \\ c_i \end{pmatrix}, \quad i = 1, \ldots, p - 1.
\]

To obtain the expression (31) for \( y_{k,i} \) we must now consider the righthand term in the above equation. Using one step of the classical Levinson algorithm to go from \( T_{k-1}^T \) to \( T_k^T \) (cf. Section 2), the solution to this system can simply be written as

\[
(T_k^{-1})^T \begin{pmatrix} 0 \\ c_i \end{pmatrix} = \frac{c_i}{\gamma^{(k-1)}} \begin{pmatrix} E_k z_{k-1} \\ 1 \end{pmatrix}.
\]

Thus, we have proved (31).

After the \( p \)-step, we have two choices for computing the \( \gamma^{(k+p)} \) required in the next step. We can use an updating formula similar to (15), which becomes

\[
\gamma^{(k+p)} = \gamma^{(k)} - q T_{p}^T e_{(k)}.
\]

or we can compute \( \gamma^{(k+p)} \) by the definition (5), e.g., \( \gamma^{(k+p)} = \rho_0 + s_{k+p}^T y_{k+p} \). We tried both in our numerical experiments, and the latter (more expensive) formula gives better accuracy in the computed solution for large values of the order \( n \), so we recommend the latter approach to computing \( \gamma^{(k+p)} \).

Let us determine the computational effort for performing a \( p \)-step at the \( k \)th stage. Computation of the extra \( 2(p - 1) \) vectors \( y_{k,i} \) and \( z_{k,i} \) requires \( 4(p - 1)k \) multiplications. Since \( \gamma^{(k)} \) is already given by (5), setting up \( \Gamma_{p}^{(k)} \) and the right-hand sides in (27), (28) and (29) requires \( \frac{1}{2} p(p + 1) - 1 + 3p k = \left(\frac{1}{2} p^2 + \frac{1}{2} p - 1\right) k \) multiplications. The computational effort involved in a LU-factorization of the indefinite matrix \( \Gamma_{p}^{(k)} \) is \( O(p^3) \) multiplications. Thus, the effort in preparing the \( p \)-step is

\[
\text{preparation effort} = \left(\frac{1}{2} p^2 + \frac{15}{2} p - 5\right) k + O(p^3) \text{ multiplications}.
\]

\[
(37)
\]
Solving the three systems in (27), (28) and (29) using the LU-factorization requires $3p^2$ multiplications, while the updating of $x_{k+1}$, $y_{k+1}$ and $z_{k+1}$ in Eqs. (24), (25), and (26) requires additional $3pk$ multiplications, and the re-computation of $\gamma^{(k+p)}$ by (5) (for $p > 1$ only) requires $k$ multiplications. Thus, the effort in updating the solution is

$$\text{updating effort} = \begin{cases} 3k & \text{multiplications, } p = 1 \\ (3p + 1)k + O(p^2) & \text{multiplications, } p > 1 \end{cases}$$

(38)

However, note that we save $p$ classical Levinson steps which would have involved approximately $3pk$ multiplications. Hence, the computational overhead in the updating phase in only $k + O(p^2)$ multiplications for $p > 1$.

Concerning the numerical stability of the look-ahead algorithm, we shall not go into a detailed discussion here, but only mention that the error analysis can be carried out using exactly the same technique as in [14, 15]. In particular, following [14, Thm. 2], for all the intermediate steps of the look-ahead algorithm we can prove that the residual vector corresponding to the computed $x_{k+p}$ is guaranteed to be small. Hence, if the Toeplitz matrix $T_n$ is well-conditioned and if all ill-conditioned leading principal submatrices of $T_n$ are avoided during the look-ahead algorithm, then the computed solution $x_n$ is guaranteed to be close to the exact solution. The conclusion is that the look-ahead algorithm for nonsymmetric matrices is weakly stable [9]).

4 The choice of the block size

For numerical stability and efficiency, it is important to decide when to perform a $p$-step and to chose the correct value of the block-size $p$. Our aim is to choose the block size adaptively in order to ensure the best possible accuracy in the computed solution while, at the same time, choosing $p > 1$ only when necessary, because such block-steps are more expensive (as measured in multiplications) than $p$ usual Levinson steps. Our approach is to let the user choose a maximum block size $p_{\text{max}}$ and then, in each step $k$, the algorithm adaptively chooses the optimal block-size $p$ within the look-ahead range $p = 1, \ldots, p_{\text{max}}$, i.e. the $p$ that minimizes the influence of rounding errors. The perturbation of the solution, due to rounding errors, when solving the system $T_{k+p}x_{k+p} = b_{k+p}$ is proportional to the machine precision times $(\psi_{\text{min}}(T_{k+p}))^{-1}$, where $\psi_{\text{min}}(T_{k+p})$ denotes the smallest singular value of $T_{k+p}$ [23, §2.5.3]. Therefore, we want to find $p$ such that $\psi_{\text{min}}(T_{k+p})$ is as large as possible. Let $s_{\text{min}}$ denote the smallest $\psi_{\text{min}}(T_{k+p})$ accepted so far in all the previous steps. In the $k$th step, we then choose as block size the smallest $p$ for which

$$\psi_{\text{min}}(T_{k+p}) \geq 0.1 \cdot s_{\text{min}}.$$  

(39)

The reason for comparing with $s_{\text{min}}$ is that if we have already accepted a leading principal submatrix with a smallest singular value equal to $s_{\text{min}}$, then any better conditioned submatrix will not improve the error in the solution significantly. The factor 0.1 is included in (39) to avoid choosing a too large block size $p$ if $\psi_{\text{min}}(T_{k+p})$ is only slightly smaller than $s_{\text{min}}$ such that $T_{k+p}$ is still well-conditioned. If (39) is not satisfied for any $p \leq p_{\text{max}}$, then we choose as block-size the $p$ for which $\psi_{\text{min}}(T_{k+p})$ is maximum, and only in this case do we update the $s_{\text{min}}$. In this way, we are guaranteed in each step to choose the optimally
conditioned $T_{k+p}$ within the allowed look-ahead range $p_{\text{max}}$, and the strategy is numerically stable as long as $T_n$ does not have more than $p_{\text{max}} - 1$ consecutive ill-conditioned leading submatrices.

An important side-effect of using $s_{\text{min}}$ in this fashion to keep track of the smallest accepted $\psi_{\text{min}}(T_{k+p})$ is that it provides us with an almost “free” estimate of the condition of the computed solution. Since the accuracy of the computed solution depends on the smallest singular value of any $T_{k+p}$ accepted during the look-ahead Levinson algorithm, we can define the algorithm condition number as:

$$\kappa_{\text{Levinson}} \equiv \|T_n\|_2 / \min\{\psi_{\text{min}}(T_{k+p})\} \approx \|T_n\|_2 / s_{\text{min}},$$

and then we know that the relative error in the computed solution is proportional to $\kappa_{\text{Levinson}}$ times the machine precision. Another important quantity is the matrix condition number $\kappa(T_n) \equiv \|T_n\|_2 / \psi_{\text{min}}(T_n) \approx \|T_n\|_2 / \psi_{\text{min}}(T_n)$ [23, §2.7.2], which measures the sensitivity of the solution $x$ to perturbations of the right-hand side $b$. Due to the definition in (40), we always have $\kappa_{\text{Levinson}} \geq \kappa(T_n)$. When both the algorithm condition number and the matrix condition number are not large, then our new Levinson algorithm has computed a numerically stable solution. On the other hand, if $\kappa_{\text{Levinson}} \gg \kappa(T_n)$ then the maximum block-size $p_{\text{max}}$ was too small to “skip over” a sequence of ill-conditioned leading principal submatrices. Notice that our extended Levinson algorithm returns estimates for both the algorithm condition number $\kappa_{\text{Levinson}}$ and the matrix condition number $\kappa(T_n)$ without increasing the complexity of the algorithm.

In order to keep the computational overhead as small as possible, it is very important to compute an estimate of $\psi_{\text{min}}(T_{k+p})$ efficiently. It is well-known that the smallest singular value $\psi_{\text{min}}(T_{k+p}) = \|T_{k+p}\|_2^{-1}$ of the Schur complement $T_{k+p}$ does not give a reliable estimate of the condition of $T_{k+p}$, see the discussion in [12]. Our numerical experiments confirmed this: in some situations an ill-conditioned $T_{k+p}$ was not reflected by a small $\psi_{\text{min}}(T_{k+p})$, and a $p$-step—although necessary—was therefore not performed.

As an alternative to using $\psi_{\text{min}}(T_{k+p})$, we will estimate $\psi_{\text{min}}(T_{k+p}) = \|T_{k+p}^{-1}\|_2^{-1}$ directly. The following expression for $T_{k+p}^{-1}$ is obtained by means of Eqs. (17) and (18):

$$T_{k+p}^{-1} = \begin{pmatrix} T_{k+p}^{-1} + E_k Y_p (T_p^{(k)})^{-1} Z_p^T E_k & E_k Y_p (T_p^{(k)})^{-1} \\ (T_p^{(k)})^{-1} Z_p^T E_k & (T_p^{(k)})^{-1} \end{pmatrix}.$$

Since we are only concerned with identifying the ill-conditioned submatrices $T_{k+p}$ in order to “skip over” them, the accuracy of the estimate of $\|T_{k+p}^{-1}\|_2$ is not so important. What is needed is a reliable and efficient means for detecting when $\|T_{k+p}^{-1}\|_2$ becomes large. A lower bound for $\|T_{k+p}^{-1}\|_2$ is given by:

$$\max\{\|T_k^{-1} + E_k Y_p (T_p^{(k)})^{-1} Z_p^T E_k\|_2, \|E_k Y_p (T_p^{(k)})^{-1} Z_p^T E_k\|_2, \|E_k Y_p (T_p^{(k)})^{-1}\|_2, \|(T_p^{(k)})^{-1} Z_p^T E_k\|_2, \|(T_p^{(k)})^{-1}\|_2\}.$$

(42)

There are no simple lower bounds for the matrix norms in (42), so instead we use the upper bounds

$$\|T_k^{-1} + E_k Y_p (T_p^{(k)})^{-1} Z_p^T E_k\|_2 \leq \|T_k^{-1}\|_2 + \|Y_p\|_2 \|Z_p\|_2 \|(T_p^{(k)})^{-1}\|_2$$

(43)

$$\|E_k Y_p (T_p^{(k)})^{-1}\|_2 \leq \|Y_p\|_2 \|(T_p^{(k)})^{-1}\|_2$$

(44)
The norms of $Y_p$ and $Z_p$ can be bounded by means of their numerically largest elements as follows: $\mu(Y) \equiv \max\{(Y_p)_{ij}\} \leq \|Y_p\|_2$ and $\mu(Z) \equiv \max\{(Z_p)_{ij}\} \leq \|Z_p\|_2$. Finally, due to our block algorithm we know that $T_k$ is well-conditioned so that $\|T_{k+p}^{-1}\|_2$ cannot contribute significantly to a large $\|T_{k+p}^{-1}\|_2$, and we can therefore readily ignore $\|T_{k+p}^{-1}\|_2$ in (43). This combination of lower and upper bounds leads to the following heuristic estimate for $\psi_{\text{min}}(T_{k+p}) = \|T_{k+p}^{-1}\|_2^{-1}$ which works well in practice:
\[
\psi_{\text{min}}(T_{k+p}) \approx \Psi_{k+p} \equiv \psi_{\text{min}}(T_k^{(k)})/\max\{1, \mu(Y), \mu(Z), \mu(Y)\mu(Z)\}.
\]

For $p = 1$, $\psi_{\text{min}}(T_k^{(k)})$ is simply $|\gamma^{(k)}|$, and for $p > 1$ the smallest singular value $\psi_{\text{min}}(T_k^{(k)})$ can be estimated by any efficient condition number estimator in $O(p^2)$ multiplications. Determination of the numerically largest element in $Y_p$ and $Z_p$ requires $2kp$ comparisons at the $k$'th stage, i.e. $O(n^2)$ comparisons for the complete algorithm. We do not think it is possible to get good estimates of the smallest singular values with a lower complexity than this.

A nice consequence of combining this strategy for estimating $\|T_{k+p}^{-1}\|_2$ with the blocksize decision based on (39), is that a specific threshold for detection of ill-conditioned submatrices is not required. This is important both from a numerical and a practical (i.e., a user’s) point of view. In [14] we discussed the numerical performance of the above strategy for estimating $\|T_{k+p}^{-1}\|_2$. Our tests for the nonsymmetric case reported in [25] lead to exactly the same conclusion, namely that the estimate (46) is always within a factor of about ten from the true norm. We shall therefore not pursue this any further here.

5 Practical details

An important detail in a practical implementation of our algorithm is the fact that two block steps may follow immediately after each other. Let $p'$ denote the size of the previous $p'$-step, and let $k'$ denote the corresponding dimension of that leading submatrix $T_{k'}$, such that $k = k' + p'$. In such a situation, neither $\gamma^{(k-1)}$ nor $y_{k-1}$ or $z_{k-1}$ is available because we skipped the step $k - 1$ and the ill-conditioned matrix $T_{k-1}$ when going from $T_{k'}$ to $T_k = \begin{pmatrix} T_{k'} & E_{k'}R_{p'} \\ S_{k'}^T E_{k'} & T_{p'} \end{pmatrix}$. Hence, we cannot use Eqs. (31) and (32) to compute the vectors $y_{k,i}$ and $z_{k,i}$ because we cannot produce the vectors $g_k$ and $h_k$ in (33) (which are functions of $\gamma^{(k-1)}, y_{k-1}$ and $z_{k-1}$). However, in this special situation there is another way to proceed. The idea is to compute $y_{k,1}$ by updating the vector $y_{k',1}$ and, if $p > 2$, then compute $g_k$ such that $y_{k,i}$ can be computed by means of (31) (and similarly for $h_k$ and $z_{k,i}$):

**Theorem 2** In case of two consecutive extended Levinson steps with $k = k' + p'$, the vectors $y_{k,1}$ and $z_{k,1}$ are given by
\[
y_{k,1} = \begin{pmatrix} y_{k',1} \\ 0 \end{pmatrix} + \begin{pmatrix} E_{k'} & Z_{p'} \end{pmatrix} a_{(\nu)}, \quad z_{k,1} = \begin{pmatrix} z_{k',1} \\ 0 \end{pmatrix} + \begin{pmatrix} E_{k'} & Y_{p'} \end{pmatrix} a_{(\varepsilon)}
\]
where the vectors \( a_{(v)} \) and \( a_{(z)} \) are the solutions to the systems

\[
(\Gamma_{p'}^{(k')})^T a_{(v)} = \begin{pmatrix} \rho_{k'+2} \\ \vdots \\ \rho_{k+1} \end{pmatrix} - R_{p'}^T E_{k'} y_{k',1},
\]

and

\[
\Gamma_{p'}^{(k')} a_{(z)} = \begin{pmatrix} \sigma_{k'+2} \\ \vdots \\ \sigma_{k+1} \end{pmatrix} - S_{p'}^T E_{k'} z_{k',1}.
\]

(48) \hspace{1cm} (49)

If \( p > 2 \), then the remaining vectors \( y_{k,i} \) and \( z_{k,i} \), \( i = 2, \ldots, p - 1 \) can be computed from (31) and (32) with the vectors \( g_k \) and \( h_k \) given by

\[
g_k = c_1^{-1} (y_{k,1} - \Delta_k y_k + (y_k)_1 y_k), \quad h_k = d_1^{-1} (z_{k,1} - \Delta_k z_k + (z_k)_1 z_k)
\]

in which \( c_1 \) and \( d_1 \) are the first component of the vectors \( c \) and \( d \) defined in (24).

**Proof.** We recall that the vector \( z_{k,1} \) is the solution to the system \( T_k z_{k,1} = -(\sigma_2, \ldots , \sigma_{k+1})^T = -(s_{k,1}', \sigma_{k'+2}, \ldots, \sigma_{k+1})^T \). In the previous \( p' \)-step we have already computed \( z_{k',1} \) satisfying \( T_{k'} z_{k',1} = -s_{k',1} \). Since the first \( k' \) components of these two right-hand sides are identical, it is immediately clear that we can use an extended Levinson-step as described in Section 3, Eqs. (24)–(29), to obtain \( z_{k,1} \) with \( a_{(z)} \) given by (49). The expression for \( y_{k,1} \) is proved in a similar manner, using that \( T_k^T y_{k,1} = -(r_{k,1}', \rho_{k'+2}, \ldots, \rho_{k+1})^T \) and that \( T_{k'}^T y_{k',1} = -r_{k',1} \). Eq. (50) follows immediately from Eqs. (31) and (32) with \( i = 1 \). \( \square \)

Hence, all we need to do is to save the matrices \( Y_{p'} \) and \( Z_{p'} \) and the factorization of \( \Gamma_{p'}^{(k')} \) from the previous \( p' \)-step. Then the vectors \( y_{k,i} \) and \( z_{k,i} \), \( i = 1, \ldots, p - 1 \) can be computed recursively using (31) and (32) and Theorem 2. The effort in computing \( y_{k,1}, z_{k,1}, g_k, \) and \( h_k \) this way is only about \( 4(p'+1)k + O((p')^2) \) multiplications.

In the special situation where we have looked \( p_{\text{max}} \) steps ahead, but chosen a \( p < p_{\text{max}} \), we could in principle update the remaining \( y_{k',i} \) and \( z_{k',i} \), \( i = p+1, \ldots, p_{\text{max}} \) to obtain some of the new vectors \( y_{k,i} \) and \( z_{k,i} \). This is, however, not reliable in general because some of these remaining \( y_{k',i} \) and \( z_{k',i} \) might correspond to ill-conditioned leading submatrices occurring after the current \( T_{k+p'} \). Thus, we prefer to recompute all the \( y_{k,i} \) and \( z_{k,i} \) by means of Theorem 2. The complete look-ahead Levinson algorithm, including condition estimation, is summarized in Fig. 1.

A second detail, which is but a minor one, is that the very first leading submatrices \( T_1, T_2, \ldots, T_n \) may be ill-conditioned. If this is the case, we cannot perform a \( p \)-step, simply because we have no starting vectors to update. Instead, we compute the solutions \( x_p, Y_p \) and \( Z_p \) by a standard linear-equation solver, such as LU-factorization with pivoting, ignoring the Toeplitz structure of \( T_p \) (notice that we need the full matrices \( Y_p \) and \( Z_p \) because the immediately following step may also be a block step).

We conclude this section by giving upper and lower bounds for the computational effort involved in the new algorithm. In the worst case, for each \( k \) we will look \( p_{\text{max}} \) steps ahead and choose \( p = 1 \), thus spending a lot of effort on "unnecessary" looking ahead. This will happen, for example, if \( T_n \) is an ill-conditioned positive definite matrix for which \( \psi_{\text{min}}(T_i) < 0.1 \psi_{\text{min}}(T_{i-1}) \) for all \( i = 2, \ldots, n \). According to Eqs. (37) and (38), and taking
into account the overhead in estimating $\psi_{\text{min}}(T_{k+p})$ as well as the overhead in Theorem 2, each such step requires about

$$\sum_{p=1}^{p_{\text{max}}} \left( \frac{1}{2} p^2 + \frac{15}{2} p - 5 \right) k + 3p_{\text{max}}k + 4(p_{\text{max}} + 1)k = \left( \frac{p_{\text{max}}^3}{6} + 4p_{\text{max}}^2 + \frac{65}{6} p_{\text{max}} + 4 \right) k$$ multiplications.

Summing over all $k$ we then obtain the following approximate expression for the very pessimistic upper bound

$$\text{maximum effort} = \frac{1}{2} \left( \frac{p_{\text{max}}^3}{6} + 4p_{\text{max}}^2 + \frac{65}{6} p_{\text{max}} + 4 \right) n^2$$ multiplications. \hspace{1cm} (51)

For $p_{\text{max}}$ equal to 2, 3 and 4 this amounts to $21.5n^2$, $38.5n^2$ and $61n^2$ multiplications, respectively. As we shall see in the next section, we never obtain this upper bound in practice. The minimum computational effort corresponds to matrices where all the $\psi_{\text{min}}(T_{k+1})$ form an increasing sequence, such that only 1-steps are performed, and we only look one step ahead in each stage. For such matrices, Theorem 2 is never used, and Eqs. (37) and (38) lead to $6k$ multiplications in each stage, thus giving a total computational effort of:

$$\text{minimum effort} = 3n^2$$ multiplications. \hspace{1cm} (52)

Notice that this is identical to the complexity of the classical Levinson algorithm; i.e., for such matrices there is no overhead. For a typical well-conditioned nonsymmetric Toeplitz matrix, neither the minimum nor the maximum bounds apply, but our experience is that the look-ahead algorithm typically takes a few 2-steps and rarely $p$-steps with $p > 2$, such that the average computational effort is not much larger than $3n^2$ multiplications.

6 Numerical results

In this section we present some numerical results from applying our look-ahead Levinson algorithm to a series of test problems. These tests were carried out in Matlab [32]. Fortran implementations of the look-ahead Levinson algorithms are also available [25].

We first tested our algorithm on three small nonsymmetric Toeplitz matrices from [36] as listed in Table 1. Also shown in Table 1 are the smallest singular value $\psi_{\text{min}}(T_{i+1})$ of all the leading principal submatrices, and the estimate $\Psi_{i+1}$ computed by means of (46). The table demonstrates how well this estimate is able to track the smallest singular value of all the leading principal submatrices—even when there is a rapid change in the size of $\psi_{\text{min}}(T_{i+1})$. We see that these three matrices require block steps of size 2, 2 and 6, respectively, to skip over the ill-conditioned submatrices. We generated right-hand sides $b$ to these systems such that the true solution is $x = (1,1,\ldots,1)^T$, and we measure the accuracy of the computed solution $\hat{x}$ by means of the relative solution error $\rho$, defined as

$$\rho \equiv \|\hat{x} - x\|_2/\|x\|_2.$$ \hspace{1cm} (53)
<table>
<thead>
<tr>
<th>i</th>
<th>$\rho_i$</th>
<th>$\sigma_i$</th>
<th>$\psi_{\text{min}}(T_{i+1})$</th>
<th>$\Psi_{i+1}$</th>
<th>i</th>
<th>$\rho_i$</th>
<th>$\sigma_i$</th>
<th>$\psi_{\text{min}}(T_{i+1})$</th>
<th>$\Psi_{i+1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>4</td>
<td></td>
<td>4.00</td>
<td>4.00</td>
<td>0</td>
<td>5</td>
<td></td>
<td>5.00</td>
<td>5.00</td>
</tr>
<tr>
<td>1</td>
<td>8</td>
<td>6</td>
<td>2.88</td>
<td>2.67</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>5.10</td>
<td>5.20</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>$\frac{71}{16} + \epsilon_1$</td>
<td>$3.40 \cdot 10^{-8}$</td>
<td>$5.00 \cdot 10^{-8}$</td>
<td>2</td>
<td>6</td>
<td>-3</td>
<td>5.09</td>
<td>7.86</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>5</td>
<td>0.71</td>
<td>0.23</td>
<td>3</td>
<td>2</td>
<td>12.755</td>
<td>$1.66 \cdot 10^{-5}$</td>
<td>$3.73 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>3</td>
<td>0.93</td>
<td>0.23</td>
<td>4</td>
<td>5.697</td>
<td>-19.656</td>
<td>$1.16 \cdot 10^{-5}$</td>
<td>$7.97 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>1</td>
<td>0.79</td>
<td>1.10</td>
<td>5</td>
<td>5.850</td>
<td>28.361</td>
<td>$1.78 \cdot 10^{-5}$</td>
<td>$7.52 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>i</td>
<td>$\rho_i$</td>
<td>$\sigma_i$</td>
<td>$\psi_{\text{min}}(T_{i+1})$</td>
<td>$\Psi_{i+1}$</td>
<td>i</td>
<td>$\rho_i$</td>
<td>$\sigma_i$</td>
<td>$\psi_{\text{min}}(T_{i+1})$</td>
<td>$\Psi_{i+1}$</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>-7</td>
<td>8.79 $\cdot 10^{-6}$</td>
<td>2.52 $\cdot 10^{-6}$</td>
<td>7</td>
<td>-5</td>
<td>-1</td>
<td>$3.98 \cdot 10^{-5}$</td>
<td>$7.74 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>7</td>
<td>-2</td>
<td>2</td>
<td>0.23</td>
<td>0.05</td>
<td>8</td>
<td>-2</td>
<td>2</td>
<td>0.23</td>
<td>0.05</td>
</tr>
<tr>
<td>9</td>
<td>-7</td>
<td>1</td>
<td>0.35</td>
<td>0.43</td>
<td>9</td>
<td>-7</td>
<td>1</td>
<td>0.35</td>
<td>0.43</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>-6</td>
<td>4.03</td>
<td>0.63</td>
<td>10</td>
<td>1</td>
<td>-6</td>
<td>4.03</td>
<td>0.63</td>
</tr>
<tr>
<td>11</td>
<td>10</td>
<td>1</td>
<td>1.69</td>
<td>5.22</td>
<td>11</td>
<td>10</td>
<td>1</td>
<td>1.69</td>
<td>5.22</td>
</tr>
<tr>
<td>12</td>
<td>-15</td>
<td>-0.5</td>
<td>3.32</td>
<td>5.26</td>
<td>12</td>
<td>-15</td>
<td>-0.5</td>
<td>3.32</td>
<td>5.26</td>
</tr>
</tbody>
</table>

Table 1: Three test matrices from [36], with $\epsilon_1 = 5 \cdot 10^{-8}$ and $\epsilon_2 = 5 \cdot 10^{-13}$.

<table>
<thead>
<tr>
<th>accuracy $\rho$</th>
<th>multiplications</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>classical</td>
<td>look-ahead</td>
<td>classical</td>
<td>look-ahead</td>
<td>overhead</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sweet-1</td>
<td>3.02 $\cdot 10^{-8}$</td>
<td>1.08 $\cdot 10^{-15}$</td>
<td>95</td>
<td>207</td>
<td>118%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sweet-2</td>
<td>5.51 $\cdot 10^{-2}$</td>
<td>3.27 $\cdot 10^{-16}$</td>
<td>95</td>
<td>157</td>
<td>65%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sweet-3</td>
<td>4.01 $\cdot 10^{-10}$</td>
<td>3.49 $\cdot 10^{-14}$</td>
<td>480</td>
<td>859</td>
<td>79%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: The relative solution error $\rho$ and the required number of multiplications for the three small test matrices from Table 1.
<table>
<thead>
<tr>
<th>n</th>
<th>accuracy $\rho$</th>
<th>multiplications</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>classical look-ahead</td>
<td>classical look-ahead overhead</td>
</tr>
<tr>
<td>15</td>
<td>$4.89 \cdot 10^{-3}$ 5.99 \cdot 10^{-16}</td>
<td>644 1018 58%</td>
</tr>
<tr>
<td>30</td>
<td>$2.99 \cdot 10^{-3}$ 5.38 \cdot 10^{-15}</td>
<td>2639 3918 48%</td>
</tr>
<tr>
<td>60</td>
<td>$3.88 \cdot 10^{-3}$ 4.95 \cdot 10^{-14}</td>
<td>10679 15343 43%</td>
</tr>
<tr>
<td>120</td>
<td>$8.03 \cdot 10^{-3}$ 9.16 \cdot 10^{-14}</td>
<td>42959 60693 41%</td>
</tr>
</tbody>
</table>

Table 3: Numerical results for shifted KMS test matrices of order $n$ given by Eq. (54).

<table>
<thead>
<tr>
<th>n</th>
<th>classical</th>
<th>look-ahead</th>
<th>overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>644</td>
<td>805</td>
<td>25.0%</td>
</tr>
<tr>
<td>30</td>
<td>2639</td>
<td>3030</td>
<td>14.8%</td>
</tr>
<tr>
<td>60</td>
<td>10679</td>
<td>11556</td>
<td>8.3%</td>
</tr>
<tr>
<td>120</td>
<td>42959</td>
<td>44821</td>
<td>4.3%</td>
</tr>
</tbody>
</table>

Table 4: Comparison of the number of multiplications of the classical Levinson algorithms with the average number of multiplications for the look-ahead Levinson algorithm, for matrices with all leading principal submatrices being well-conditioned.

Table 2 compares the accuracy and computational effort of our look-ahead algorithm with the classical Levinson algorithm for the three matrices from Table 1. The classical Levinson algorithm gives poor results, especially for the second matrix. Our look-ahead Levinson algorithm is able to compute the solution to almost full machine precision, which is approximately $10^{-16}$, at the cost of some computational overhead. For these small matrices, the overhead is significant, but the relative overhead quickly decreases as the order of the matrices increases.

The next test matrices are the symmetric shifted KMS matrices from [38], given by

$$\rho_0 = 10^{-14}, \quad \rho_i = \sigma_i = (1/2)^{i-1}, \quad i = 1, \ldots, n - 1$$

(54)

for which every third leading principal submatrix $T_k, k = 1, 4, 7, \ldots$ is numerically singular (they would be exactly singular if $\rho_0 = 0$, but then the classical Levinson algorithm would break down due to a division by zero). Again, we generated right-hand sides such that the true solution consists of ones, and we compare the classical and the look-ahead Levinson algorithms in Table 3. Our primary aim is to demonstrate the accuracy of the look-ahead Levinson algorithm, so we did not take into account the symmetry of the problem—numerical results for the special symmetric version of the look-ahead Levinson are given in [14]. Again, at the cost of some overhead, we can compute the solutions to almost full machine precision. The overhead decreases with the order $n$ because a great part of it is linear in $n$. We notice that these test matrices are very demanding for our algorithm—every third step of the look-ahead Levinson algorithm is a 2-step—so we find that the overhead is quite acceptable.

Next, we applied our algorithm to random nonsymmetric test matrices for which all the leading principal submatrices are well-conditioned, and the average computational overhead is listed in Table 4. Again, we see that the overhead decreases with the order $n$, and the overhead is less than 10% for $n > 60$.

Our last tests were done on a class of nonsymmetric test matrices generated such that
at least one leading principal submatrix is ill-conditioned, with a controlled degree of ill-conditioning. In order to generate such test matrices, we first generate a random positive nonsymmetric Toeplitz matrix $\hat{T}_n$; i.e., all the elements of $\hat{T}_n$ are positive. Let $\lambda(\hat{T}_k)$ denote the numerically smallest real eigenvalue of the leading principal submatrix $\hat{T}_k$ of $\hat{T}_n$ (due to Perron's theorem [34, p. 216], a positive matrix always has at least one real eigenvalue, which is identical to the spectral radius of the matrix). Thus, for arbitrary $k$ we can set our test matrix to:

$$T_n = \hat{T}_n - (\lambda(\hat{T}_k) - \delta)I_n,$$

where $\delta \geq 0$ is a real parameter, and then we know that the leading principal submatrix $T_k$ of $T_n$ will have an eigenvalue equal to $\delta$. Since the numerically smallest eigenvalue is bounded below by the smallest singular value [23, p. 349], we are guaranteed that the smallest singular value of $T_k$ satisfies $\psi_{\min}(T_k) \leq \delta$, and in this way we can control the ill-conditioning of $T_k$ by means of $\delta$ (we emphasize that there may be other ill-conditioned submatrices, too). Matrices of the particular form (55) are likely to occur in eigenvalue computations by means of inverse iterations [16, 38]. Our tests were carried out with the following values of $\delta$,

$$\delta = 0, \ 10^5u, \ 10^6u, \ 10^9u, \ 1$$

where $u = 2.22 \cdot 10^{-16}$ denotes the machine precision, and with the following values of $P_{\text{max}}$:

$$P_{\text{max}} = 1 \ (\text{classical Levinson}), \ 2, \ 3, \ 4.$$  

For each $\delta$ we generated 300 test matrices: 100 of order $n = 16$, 100 of order $n = 32$, and 100 of order $n = 64$. We chose $k = n/2$ and the right-hand side $b$ such that the exact solution is $x = (1, \ldots, 1)^T$.

Fig. 2 illustrates the typical performance of our algorithm by showing four histograms of the relative error $\rho$ as defined in Eq. (53). These four tests were carried out with test matrices with $n = 64$, $\delta = 10^5u$, and $P_{\text{max}}$ equal to 1, 2, 3, and 4. For $P_{\text{max}} = 1$ (classical Levinson), $\rho$ is never smaller than $10^{-3}$ due to the ill-conditioned submatrix $T_{22}$. On the other hand, for $P_{\text{max}} > 1$ the relative error $\rho$ is never larger than $10^{-9}$, and typically it is even smaller, about $10^{-12}$.

For each combination of $\delta$ and $P_{\text{max}}$, we computed the maximum relative error $\rho_{\text{max}} \equiv \max\{\rho\}$ over all 300 test matrices. Fig. 3 shows a plot of $\rho_{\text{max}}$ as a function of $\delta$ and $P_{\text{max}}$.

For $P_{\text{max}} = 1$ (classical Levinson), the maximum relative error $P_{\text{max}}$ is approximately proportional to $\delta^{-1}$ as expected, while $\rho_{\text{max}}$ is almost independent of $\delta$ for $P_{\text{max}} > 1$. We see that the look-ahead Levinson algorithm is always more accurate than the classical algorithm, even in the case $\delta = 1$ (where typically all the leading submatrices all well-conditioned). For $\delta < 1$, the look-ahead Levinson algorithm is actually much more accurate than the classical Levinson algorithm, with a maximum relative error of about $10^{-10}$ almost independent of $\delta$.

In Fig. 4 we show the average number of p-steps required in our experiments. The average number of 2-steps is only about 1.5, which is the 'price' we have to pay for ensuring that we can handle these indefinite Toeplitz matrices. The average number of 3-steps and 4-steps are much smaller, less than 0.4.

Finally, in Table 5 we compare the number of multiplications required in our new algorithm with those of the classical Levinson algorithm. Each entry in the table shows,
<table>
<thead>
<tr>
<th>$n$</th>
<th>1</th>
<th>2</th>
<th>$p_{\text{max}}$</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>735</td>
<td>735</td>
<td>918</td>
<td>1107</td>
<td>981</td>
</tr>
<tr>
<td>32</td>
<td>3007</td>
<td>3007</td>
<td>3381</td>
<td>3792</td>
<td>3518</td>
</tr>
<tr>
<td>64</td>
<td>12159</td>
<td>12159</td>
<td>12914</td>
<td>14014</td>
<td>13223</td>
</tr>
</tbody>
</table>

Table 5: The average (left) and maximum (right) number of multiplications.

for each combination of $n$ and $p_{\text{max}}$, the average number of multiplications over all 300 test matrices (left) and the maximum number of multiplications (right) over the same 300 test matrices. We do not show the dependency on $\delta$ because, due to the uniform way in which we generate the test matrices, the average multiplication count for $p_{\text{max}} > 1$ is almost independent of $\delta$—although somewhat smaller for $\delta = 1$ than for $\delta < 1$—and completely independent of $\delta$ for $p_{\text{max}} = 1$ (classical Levinson). We notice that the multiplication count for our new method with $p_{\text{max}} \leq 4$ is never more than twice the multiplication count for the classical Levinson algorithm, the average ratio in fact being only 1.2. Also, note that the average ratio decreases as $n$ increases, from 1.35 (for $n = 16$) to 1.09 (for $n = 64$). Hence, for this particular class of matrices—which are likely to occur in eigenvalue computations by means of inverse iterations [16, 38]—the complexity of our new algorithm, including condition estimation, is about 20% larger than that of the classical Levinson algorithm.
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init.: let $T_k = \text{best conditioned } T_i$, $i = 1 : p_{\text{max}}$
  solve $T_k x_k = b_k$, $T_k^T Y_k = -R_k$ and $T_k Z_k = -S_k$ e.g. by LU-factorization
  the first column of $Y_k$ and $Z_k$ is $y_k$ and $z_k$, respectively
  $\gamma^{(k)} = \rho_0 + s_k^T y_k$
  $s_{\text{min}} = \psi_{\text{min}}(T_k)$

loop: for $i = k : n - 1$
  for $p = 1 : \min(p_{\text{max}}, n - k)$
    if last step was a block-step
      set up $Y_p$ and $Z_p$ using Theorem 2
    else
      set up $Y_p$ and $Z_p$ using Theorem 1
    endif
    set up the systems in (27)-(29)
    estimate $\psi_{\text{min}}(T_{k+p})$ by (46)
    if $\psi_{\text{min}}(T_{k+p}) > 0.1 s_{\text{min}}$ goto update
  end
  let $T_{k+p} = \text{best conditioned } T_{k+i}$, $i = 1 : p_{\text{max}}$
  $s_{\text{min}} = \psi_{\text{min}}(T_{k+p})$

update: solve (27)-(29) for updates $a_p^{(k)}$, $e_p^{(k)}$ and $f_p^{(k)}$ e.g. by LU-factorization
  update $x_{k+p}$, $y_{k+p}$ and $z_{k+p}$ by (24)-(26)
  if $p = 1$
    $\gamma^{(k+1)} = (1 - \eta^{(k)}\phi^{(k)})\gamma^{(k)}$
  else
    $\gamma^{(k+p)} = \rho_0 + s_{k+p}^T y_{k+p}$
  endif
end

$\kappa_{\text{Levinson}} = \|T_n\|_2 / s_{\text{min}}$
$\kappa(T_n) = \|T_n\|_2 / \psi_{\text{min}}(T_n)$

Figure 1. The look-ahead Levinson algorithm.
Figure 2. Histograms of the relative error $\rho$ for 100 test matrices with $n = 64$ and $\delta = 10^3 u$, using $p_{\text{max}} = 1, 2, 3$ and 4.
Figure 3. The maximum relative error of the computed solutions.

Figure 4. The average number of $p$-steps for $p_{\text{max}} = 2$ (dotted line), $p_{\text{max}} = 3$ (dashed lines), and $p_{\text{max}} = 4$ (solid lines).