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Abstract. Freund and Nachtigal have recently proposed the quasi-minimal residual algorithm (QMR) for solving general nonsingular non-Hermitian linear systems. The QMR method is based on the nonsymmetric Lanczos process and thus, like the latter, requires matrix-vector products with the coefficient matrix of the linear system, as well as with its transpose. In this paper, a variant of QMR is developed that does not involve the transpose of the coefficient matrix. Since its iterates are derived by squaring the residual polynomials of the standard QMR method, the proposed transpose-free scheme is called the quasi-minimal residual squared algorithm (QMRS). Results of numerical experiments are reported.
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1. Introduction. One of the most frequently encountered tasks in numerical computations is the solution of systems of linear equations

\begin{equation}
Ax = b.
\end{equation}

Often, the coefficient matrix \( A \) is large, but sparse; for example, this is the case for linear systems arising in the numerical treatment of partial differential equations. A natural way to exploit the sparsity of \( A \) in the solution process is to use iterative techniques that involve the coefficient matrix \( A \) only in the form of matrix-vector products. One of the most powerful schemes of this type is the classical conjugate gradient algorithm (CG) of Hestenes and Stiefel [12], which is a method for the case of Hermitian positive definite coefficient matrices \( A \). The "natural" extension of CG for linear systems (1.1) with general nonsingular coefficient matrices \( A \) is the biconjugate gradient method (BCG), which goes back to Lanczos [14]. Unfortunately, there are two problems with the original BCG algorithm: (i) typically, the convergence behavior is rather erratic with large oscillations in the residual norm; (ii) breakdowns—more precisely, division by 0—may occur.
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Recently, Freund [4, 6], for the special case of complex symmetric matrices, and Freund and Nachtigal [10] for the case of general non-Hermitian linear systems, have proposed a BCG-like method, the quasi-minimal residual algorithm (QMR), that overcomes both problems (i) and (ii) of BCG. The QMR iterates are defined by a quasi-minimization of the residual norm, which leads to smooth convergence curves. Moreover, by using look-ahead techniques, the QMR algorithm avoids possible breakdowns.

Both the BCG and the QMR algorithm requires per iteration one matrix-vector product with the coefficient matrix $A$, and one product with its transpose $A^T$. This is a disadvantage for certain applications, where $A^T$ is not readily available. Freund and Zha [11] have shown that, in principle, the transpose can always be eliminated by choosing special starting vectors. However, this approach is practical only for special cases, as, e.g., complex symmetric linear systems [4, 6]; in general, there is a need for transpose-free BCG-like schemes. The first method of this type was proposed by Sonneveld [16]. His conjugate gradients squared algorithm (CGS) is derived from BCG, by rewriting BCG in terms of polynomials and then squaring the BCG residual polynomials. Recently, various other transpose-free BCG-type algorithms have been proposed; we refer the reader to [8] for an overview. Two of these methods are quasi-minimal residual approaches. The first is Freund’s transpose-free QMR algorithm (TFQMR) [5], which uses basis vectors from CGS to generate iterates characterized by a quasi-minimal residual property. We note that the TFQMR iterates are different from the ones produced by standard QMR. The second transpose-free QMR-type algorithm was proposed by Chan, de Pillis, and Van der Vorst [1]. Their method is mathematically equivalent to standard QMR without look-ahead, but it produces the QMR iterates using matrix-vector products with $A$ only.

In this paper, we propose a new transpose-free method, the quasi-minimal residual squared algorithm (QMRS), based on standard QMR without look-ahead. Similar to the derivation of CGS from BCG, the QMRS scheme is obtained by squaring the QMR residual polynomials. Like standard QMR, the resulting QMRS algorithm converges smoothly, in contrast to CGS, which typically amplifies the erratic convergence behavior of BCG.

The remainder of this paper is organized as follows. In §2, we briefly review the standard QMR algorithm. In §3, we show how the iterates of QMR without look-ahead can be obtained directly from classical BCG. In §4, we then derive the QMRS algorithm. In §5, a few results of numerical experiments are reported. Finally, in §6, we make some concluding remarks.

Throughout the paper, all vectors and matrices are allowed to have real or complex entries. As usual, $M^T$ and $M^H$ denote the transpose and conjugate transpose of a matrix $M$, respectively. The vector norm $\|x\| = \sqrt{x^Hx}$ is always the Euclidean norm. We denote by

$$\mathcal{P}_n := \{ \varphi(\lambda) \equiv \sigma_0 + \sigma_1 \lambda + \cdots + \sigma_n \lambda^n \mid \sigma_0, \sigma_1, \ldots, \sigma_n \in \mathbb{C} \}$$
the set of all complex polynomials of degree at most \( n \). We use the notation
\[
K_n(c, B) := \text{span}\{c, Bc, \ldots, B^{n-1}c\}
\]
for the \( n \)th Krylov subspace of \( \mathbb{C}^N \) generated by \( c \in \mathbb{C}^N \) and the \( N \times N \) matrix \( B \). Note that
\[
(1.2) \quad K_n(c, B) = \{\varphi(B)c \mathrel{|} \varphi \in \mathcal{P}_{n-1}\}.
\]

2. The QMR Algorithm. We are interested in solving linear systems (1.1), where from now on it is always assumed that \( A \) is a nonsingular, in general non-Hermitian, \( N \times N \) matrix. In the following, \( x_0 \in \mathbb{C}^N \) is an arbitrary initial guess for the solution of (1.1) and \( r_0 := b - Ax_0 \) is the corresponding residual vector.

The standard QMR algorithm is based on a look-ahead variant of the classical nonsymmetric Lanczos process [13] that has been developed by Freund, Guttkecht, and Nachtigal [9]. Starting with \( v_1 = r_0 / \|r_0\| \) and an arbitrary nonzero vector \( w_1 \in \mathbb{C}^N \), the look-ahead Lanczos algorithm generates two sequences of vectors \( v_1, v_2, \ldots \), and \( w_1, w_2, \ldots \), such that, for \( n = 1, 2, \ldots \),
\[
(2.1) \quad \text{span}\{v_1, v_2, \ldots, v_n\} = K_n(r_0, A),
\]
\[
\text{span}\{w_1, w_2, \ldots, w_n\} = K_n(w_1, A^T),
\]
and the two sequences are block biorthogonal:
\[
(2.2) \quad \left(W^{(j)}\right)^T V^{(k)} = 0 \quad \text{for all} \quad j \neq k, \quad j, k = 1, 2, \ldots, l(n).
\]

The matrices \( W^{(j)} \) and \( V^{(k)} \) in (2.2) are obtained by partitioning the first \( n \) Lanczos vectors \( v_1, \ldots, v_n \) and \( w_1, \ldots, w_n \) into blocks according to
\[
(2.3) \quad V_n := \begin{bmatrix} v_1 & v_2 & \cdots & v_n \end{bmatrix} = \begin{bmatrix} V^{(1)} & V^{(2)} & \cdots & V^{(l(n))} \end{bmatrix}
\]
\[
\text{and} \quad \begin{bmatrix} w_1 & w_2 & \cdots & w_n \end{bmatrix} = \begin{bmatrix} W^{(1)} & W^{(2)} & \cdots & W^{(l(n))} \end{bmatrix},
\]
respectively. More precisely, the matrices \( V^{(k)} \) and \( W^{(k)} \) are both of order \( N \times h_k \), and their columns are just the Lanczos vectors corresponding to the \( k \)th look-ahead step. Here, \( h_k \) denotes the length of the \( k \)th look-ahead step. Moreover, in (2.3), \( l(n) \) denotes the number of look-ahead steps that have been performed after \( n \) steps of the Lanczos process. We remark that the algorithm performs mostly standard Lanczos steps, i.e., look-ahead steps of size \( h_k = 1 \). Typically, only few true look-ahead steps, i.e., steps of size \( h_k > 1 \), occur, and—except for contrived examples—their size is usually 2, 3, or at most 4. Finally, the crucial point of the Lanczos process is that the vectors satisfying (2.1) and (2.2) can be
generated by means of short recurrences. For the vectors \( v_1, \ldots, v_n, v_{n+1} \), these recurrence relations can be written compactly in matrix form as follows:

\[
AV_n = V_{n+1} H_n^{(e)}.
\]

Here \( H_n^{(e)} \) is an \((n+1) \times n\) upper Hessenberg matrix, which is also block tridiagonal with square blocks of order \( h_k \) on the diagonal. Furthermore, \( H_n^{(e)} \) always has full rank \( n \). A relation similar to (2.4) also holds for the vectors \( w_1, \ldots, w_{n+1} \). For further details of the look-ahead Lanczos algorithm, we refer the reader to [9].

From now on, we assume that the Lanczos vectors \( v_j \) are normalized to have unit length:

\[
\|v_j\| = 1, \quad j = 1, 2, \ldots.
\]

Then, using the quantities \( V_{n+1} \) and \( H_n^{(e)} \) generated by means of the look-ahead Lanczos algorithm, the standard QMR algorithm produces iterates

\[
x_n = x_0 + V_n z_n,
\]

where \( z_n \in \mathbb{C}^n \) is the unique solution of the least squares problem

\[
\|d_1^{(n+1)} - \Omega_{n+1} H_n^{(e)} z_n\| = \min_{z \in \mathbb{C}^n} \|d_1^{(n+1)} - \Omega_{n+1} H_n^{(e)} z\|.
\]

Here

\[
d_1^{(n+1)} = \omega_1 \|r_0\| \cdot [1 \ 0 \ \cdots \ 0]^T \in \mathbb{R}^{n+1},
\]

and

\[
\Omega_{n+1} = \text{diag}(\omega_1, \omega_2, \ldots, \omega_{n+1}), \quad \omega_j > 0, \quad j = 1, 2, \ldots, n + 1,
\]

is a still arbitrary scaling matrix. Usually, one chooses unit weights

\[
\omega_j \equiv 1 \quad \text{for all} \quad j.
\]

We remark that, by (2.6) and (2.4), the residual vector corresponding to \( x_n \) is given by

\[
r_n = V_{n+1} \Omega_{n+1}^{-1} (d_1^{(n+1)} - \Omega_{n+1} H_n^{(e)} z_n).
\]

Hence, in view of (2.7), the QMR iterates are characterized by a minimization of the second factor in (2.11); this is just the quasi-minimal residual property. Note that, by (2.5), the scaling (2.10) is very natural, in the sense that all columns of \( V_{n+1} \Omega_{n+1}^{-1} \) in the representation (2.11) of \( r_n \) are treated equally. Finally, we remark that the QMR iterates \( x_n \) can be easily updated from step to step. Due to the block tridiagonal structure of \( H_n^{(e)} \), this update can be implemented with only short recurrences; see [10] for details.

From now on, we will only consider a simplified version of QMR, namely QMR based on the standard Lanczos algorithm without look-ahead. Note that then \( h_k = 1, V^{(k)} = v_k, W^{(k)} = w_k \) for all \( k \), and \( H_n^{(e)} \) is a scalar tridiagonal matrix.
3. An Implementation of QMR Based on BCG. In this section, we derive a new implementation of the QMR algorithm without look-ahead, using the connection of QMR and the classical BCG algorithm.

It is well-known (see, e.g., [10, Section 5]) that the BCG iterates $x_n^{BCG}$ satisfy

\begin{equation}
    x_n^{BCG} = x_0 + V_n \tilde{z}_n,
\end{equation}

where $\tilde{z}_n$ is the solution of the linear system

\begin{equation}
    H_n \tilde{z}_n = \|r_0\| e_1^{(n)}, \quad \text{with} \quad e_1^{(n)} := [1 \ 0 \ \cdots \ 0]^T \in \mathbb{R}^n.
\end{equation}

Here $H_n$ denotes the $n \times n$ matrix obtained from the $(n + 1) \times n$ Lanczos matrix $H_n^{(e)}$ by deleting the last row. Multiplying (3.2) by the nonsingular scaling matrix $\Omega_n$ and using (2.8), we see that the linear system (3.2) is equivalent to

\begin{equation}
    \Omega_n H_n \tilde{z}_n = d_1^{(n)}.
\end{equation}

Note that the coefficient matrix $\Omega_n H_n \tilde{z}_n = d_1^{(n)}$ of (3.3) is an upper Hessenberg matrix, and the right-hand side is a multiple of the first unit vector $e_1^{(n)}$. Furthermore, the linear system just consists of the first $n$ equations of the least squares problem (2.7).

Freund has proved a more general lemma that shows how the solutions $z_n$ and $z_{n-1}$ of two successive Hessenberg least squares problems of the type (2.7) are connected with the solution $\tilde{z}_n$ of the corresponding leading square Hessenberg linear system of the type (3.3). By applying his result [5, Lemma 4.1] to (2.7) and (3.3), we obtain the relation

\begin{equation}
    z_n = (1 - c_n^2) \begin{bmatrix} \tilde{z}_n^{n-1} \\ 0 \end{bmatrix} + c_n^2 z_n, \quad n = 1, 2, \ldots,
\end{equation}

where the coefficient $c_n$ is given by

\begin{equation}
    \gamma_n = \frac{1}{\tau_n} \|d_1^{(n+1)} - \Omega_{n+1} H_n^{(e)} \tilde{z}_n\|, \quad c_n = \frac{1}{\sqrt{1 + \gamma_n^2}}.
\end{equation}

Moreover, the $\tau_n$'s can be updated from step to step, by setting

\begin{equation}
    \tau_n = \tau_{n-1} \gamma_n c_n, \quad \text{where, for} \ n = 1, \ \tau_0 := \omega_1 \|r_0\|.
\end{equation}

We remark that $c_n$ is just the cosine of the $n$th Givens rotation in an QR decomposition of the upper Hessenberg matrix $\Omega_{n+1} H_n^{(e)}$ (see [5, Section 4]).

The norm in the first equation in (3.5) is directly connected with the norm of the BCG residual vector, and it holds

\begin{equation}
    \|d_1^{(n+1)} - \Omega_{n+1} H_n^{(e)} \tilde{z}_n\| = \omega_{n+1} \|r_n^{BCG}\|.
\end{equation}
To verify (3.7), note that, from (3.3) and (2.4), we have
\[(3.8) \quad d_1^{(n+1)} - \Omega_{n+1} H_n^{(e)} \tilde{z}_n = \zeta_n \begin{bmatrix} 0 & \cdots & 0 & 1 \end{bmatrix}^T, \quad \zeta_n \in \mathbb{C},\]
and
\[(3.9) \quad r_n^{BCG} = V_{n+1} \Omega_{n+1}^{-1} (d_1^{(n+1)} - \Omega_{n+1} H_n^{(e)} \tilde{z}_n) = \frac{\zeta_n}{\omega_{n+1}} v_{n+1}.\]

The relation (3.7) then follows by taking norms in (3.8) and (3.9) and by using that, by (2.5), \(\|v_{n+1}\| = 1\).

Next, we show how the QMR iterates can be updated by means of quantities from the BCG algorithm. In the following, let \(n \geq 1\). With (2.6), (3.4), and (3.1), we obtain that
\[(3.10) \quad x_n = x_0 + (1 - c_n^2) V_{n-1} \tilde{z}_{n-1} + c_n^2 V_n \tilde{z}_n,
= x_{n-1} - c_n^2 x_{n-1} + c_n^2 x_n^{BCG}.\]

Now, recall that, in the standard BCG algorithm (see Algorithm 3.1 below), one generates direction vectors \(q_{n-1}\) and then obtains the next BCG iterate by an update of the form
\[(3.11) \quad x_n^{BCG} = x_{n-1}^{BCG} + \alpha_{n-1} q_{n-1}, \quad \text{where} \quad \alpha_{n-1} \in \mathbb{C}.\]

Furthermore, we set
\[(3.12) \quad \hat{p}_n := x_n - x_{n-1}.\]

In [10, Proposition 5.2], it was shown that
\[(3.13) \quad x_n^{BCG} = x_n + \frac{1 - c_n^2}{c_n^2} \hat{p}_n.\]

Using (3.12), (3.10), (3.11), (3.13) (with \(n \) replaced by \(n - 1\)), and the relation \(\vartheta_{n-1}^2 = 1/c_n^2 - 1\) (see (3.5)), it follows that
\[(3.14) \quad \hat{p}_n = -c_n^2 x_{n-1} + c_n^2 (x_n^{BCG} + \alpha_{n-1} q_{n-1}),
= c_n^2 (x_n^{BCG} - x_{n-1}) + c_n^2 \alpha_{n-1} q_{n-1},
= c_n^2 \vartheta_{n-1}^2 \hat{p}_{n-1} + c_n^2 \alpha_{n-1} q_{n-1}.\]

We note that \(\hat{p}_1 = c_1^2 \alpha_0 q_0\), and thus formula (3.14) remains valid for \(n = 1\), if one sets \(\vartheta_0 := 0\).

By means of the relations (3.12), (3.14), and (3.5)-(3.7), we can update the QMR iterates, provided that the BCG quantities \(\|r_n^{BCG}\|, \alpha_{n-1}, \text{and} \ q_{n-1}\) are available. Therefore,
by adding the updates (3.12), (3.14), and (3.5)-(3.7), to the classical BCG algorithm [14, 3], we obtain the following implementation of QMR without look-ahead.

**Algorithm 3.1. (QMR without look-ahead from BCG)**

0) Choose \( x_0 \in \mathbb{C}^N \) and set \( x_0^{\text{QMR}} = x_0^{\text{BCG}} = x_0 \).

Set \( q_0 = r_0^{\text{BCG}} = r_0 = b - Ax_0, \hat{p}_0 = 0, \tau_0 = \omega_1\|r_0\|, \vartheta_0 = 0 \).

Choose \( \tau_0 \in \mathbb{C}^N, \tau_0 \neq 0 \), and set \( \tilde{q}_0 = \tau_0, \rho_0 = \tau_0^T \tau_0 \).

For \( n = 1, 2, \ldots, \) do:

1) Set \( \sigma_{n-1} = \tilde{q}_n^T A q_{n-1} \).

If \( \sigma_{n-1} = 0 \) : stop. Otherwise, compute

\[
\alpha_{n-1} = \rho_{n-1}/\sigma_{n-1}, \quad r_n^{\text{BCG}} = r_{n-1}^{\text{BCG}} - \alpha_{n-1} A q_{n-1}, \quad \tilde{r}_n = \tilde{r}_{n-1} - \alpha_{n-1} A^T \tilde{q}_{n-1}.
\]

If BCG iterates are desired, set

\[
x_n^{\text{BCG}} = x_{n-1}^{\text{BCG}} + \alpha_{n-1} q_{n-1}.
\]

2) Compute

\[
\vartheta_n = \frac{\omega_{n+1}\|r_n^{\text{BCG}}\|}{\tau_{n-1}}, \quad c_n = \frac{1}{\sqrt{1 + \vartheta_n^2}}, \quad \tau_n = \tau_{n-1} \gamma_n c_n,
\]

\[
\hat{p}_n = c_n^2 \vartheta_n^2 \hat{p}_{n-1} + c_n^2 \alpha_{n-1} \tilde{q}_{n-1}, \quad x_n^{\text{QMR}} = x_{n-1}^{\text{QMR}} + \hat{p}_n.
\]

3) If \( \rho_{n-1} = 0 \) : stop. Otherwise, compute

\[
\rho_n = \tilde{r}_n^T r_n^{\text{BCG}}, \quad \beta_n = \rho_n/\rho_{n-1}, \quad q_n = r_n^{\text{BCG}} + \beta_n q_{n-1}, \quad \tilde{q}_n = \tilde{r}_n + \beta_n \tilde{q}_{n-1}.
\]

We remark that, except for the additional updates in step 2), this algorithm is just classical BCG.

4. **A QMR Squared Algorithm.** In view of (1.2), the residual vector \( r_n = b - Ax_n \) of any iterate \( x_n \in x_0 + K_n(r_0, A) \) is of the form \( r_n = \varphi(A)r_0 \), where \( \varphi \in \mathcal{P}_n \) and \( \varphi(0) = 1 \). In particular, we have

\[
r_n^{\text{BCG}} = \varphi_n(A)r_0, \quad \text{where} \quad \varphi_n \in \mathcal{P}_n, \quad \varphi_n(0) = 1.
\]

From now on, \( \varphi_n \) always denotes the nth BCG residual polynomial defined by (4.1). Sonneveld's CGS algorithm [16] generates iterates \( x_n^{\text{CGS}} \) with residual vectors that are obtained by "squaring" (4.1). More precisely, \( x_n^{\text{CGS}} \) is defined by

\[
x_n^{\text{CGS}} \in x_0 + K_{2n}(r_0, A) \quad \text{and} \quad r_n^{\text{CGS}} = b - Ax_n^{\text{CGS}} = (\varphi_n(A))^2 r_0.
\]
In this section, we derive the QMRS algorithm by squaring the QMR algorithm.

We consider the QMR algorithm without look-ahead, where—at the moment—we still allow arbitrary weights \( \omega_j > 0 \) in (2.9). Let \( \phi_n \) be the polynomial corresponding to the \( n \)th QMR residual vector, i.e.,

\[
(4.3) \quad r_n^{\text{QMR}} = \phi_n(A)r_0, \quad \text{where} \quad \phi_n \in \mathcal{P}_n, \quad \phi_n(0) = 1.
\]

In analogy to (4.2), we then define the \( n \)th iterate \( x_n^{\text{QMR}} \) of the quasi-minimal residual squared algorithm (QMRS) by

\[
(4.4) \quad x_n^{\text{QMR}} \in x_0 + K_2n(r_0, A) \quad \text{and} \quad r_n^{\text{QMR}} = b - Ax_n^{\text{QMR}} = (\phi_n(A))^2r_0.
\]

Note that (4.4) can be rewritten in the form

\[
(4.5) \quad x_n^{\text{QMR}} = \hat{\phi}_n(A)r_0, \quad \text{where} \quad \hat{\phi}_n(\lambda) \equiv (1/\lambda)(1 - \phi_n^2(\lambda)).
\]

It remains to derive an actual implementation for computing \( x_n^{\text{QMR}} \).

First, we recall from [10, Proposition 4.1] that the QMR and BCG residuals are connected as follows:

\[
(4.6) \quad r_n^{\text{QMR}} = (1 - c_n^2)r_{n-1}^{\text{QMR}} + \nu_n r_n^{\text{BCG}}.
\]

Here \( c_n \) is the cosine of the \( n \)th Givens rotation in an QR decomposition of \( \Omega_n + H_n(e) \), and \( c_n \) is identical to the quantity defined in (3.5). By rewriting (4.6), by means of (4.3) and (4.1), in terms of polynomials, we obtain

\[
(4.7) \quad \phi_n(\lambda) \equiv \mu_n \phi_{n-1}(\lambda) + \nu_n \phi_n(\lambda),
\]

where

\[
(4.8) \quad \mu_n := 1 - c_n^2 \quad \text{and} \quad \nu_n = c_n^2.
\]

Note that the second equation in (4.8) follows by setting \( \lambda = 0 \) in (4.7) and by using the fact that \( \phi_n(0) = \phi_{n-1}(0) = \phi_n(0) = 1. \) Next, we remark that, in analogy to (4.5), we have

\[
(4.9) \quad x_n^{\text{CGS}} = \hat{\phi}_n(A)r_0, \quad \text{where} \quad \hat{\phi}_n(\lambda) \equiv (1/\lambda)(1 - \phi_n^2(\lambda)).
\]

Using (4.7) and the fact that, by (4.8), \( \mu_n + \nu_n = 1, \) one readily verifies that the polynomials \( \hat{\phi}_n, \phi_{n-1}, \) and \( \phi_n \) in (4.5) and (4.9) are connected as follows:

\[
(4.10) \quad \hat{\phi}_n(\lambda) \equiv \mu_n^2 \hat{\phi}_{n-1}(\lambda) + 2\mu_n\nu_n(1/\lambda)(1 - \phi_{n-1}(\lambda)\phi_n(\lambda)) + \nu_n^2 \phi_n(\lambda).
\]
Then, with (4.5) and (4.9), it follows from (4.10) that

\[(4.11) \quad x_n^{\text{QMR}} = \mu_n^2 x_{n-1}^{\text{QMR}} + 2\mu_n \nu_n f_n + \nu_n^2 x_n^{\text{CGS}},\]

where

\[(4.12) \quad f_n := A^{-1}(I - \phi_{n-1}(A)\varphi(A))r_0.\]

By means of (4.11), the QMRS iterates can be generated from the standard CGS algorithm, provided that we can also compute the scalar \(\mu_n\) and the vector \(f_n\).

First, we show how to update \(f_n\). By (4.1) and the second relation in (3.15), one has

\[(4.13) \quad \varphi_n(\lambda) \equiv \varphi_{n-1}(\lambda) - \alpha_{n-1} \lambda \psi_{n-1}(\lambda),\]

where \(\psi_{n-1} \in P_{n-1}\) is given by

\[(4.14) \quad q_{n-1} = \psi_{n-1}(A)r_0.\]

For later use, we note the relation

\[(4.15) \quad \psi_n(\lambda) \equiv \varphi_n(\lambda) + \beta_n \psi_{n-1}(\lambda),\]

which follows by rewriting the update for \(q_n\) in (3.16) by means of (4.1) and (4.14) in terms of polynomials. Using (4.7), (4.9) (both with \(n\) replaced by \(n - 1\)), and (4.13), one verifies that

\[(4.16) \quad (1/\lambda)(1 - \phi_{n-1}(\lambda)\varphi_n(\lambda)) \equiv \mu_{n-1}(1/\lambda)(1 - \phi_{n-2}(\lambda)\varphi_{n-1}(\lambda)) + \nu_{n-1} \psi_{n-1}(\lambda) + \alpha_{n-1} \psi_{n-1}(\lambda)\phi_{n-1}(\lambda).\]

With (4.12) and (4.9), it follows from (4.16) that

\[(4.17) \quad f_n = \mu_{n-1} f_{n-1} + \nu_{n-1} x_{n-1}^{\text{CGS}} + \alpha_{n-1} s_{n-1},\]

where

\[(4.18) \quad s_{n-1} := \psi_{n-1}(A)\phi_{n-1}(A)r_0.\]

We note that (4.17) remains valid for \(n = 1\), if one sets \(\mu_0 = \nu_0 = 0\). To show how to update \(s_n\), we set

\[(4.19) \quad y_n := \phi_{n-1}(A)\varphi_n(A)r_0, \quad t_n := \phi_n(A)\varphi_n(A)r_0, \quad g_n := \psi_{n-1}(A)\varphi_n(A)r_0.\]
Then, with (4.4), (4.7), (4.13), (4.15), (4.18), and (4.19), one readily verifies that

\begin{align}
    y_n &= t_{n-1} - \sigma_{n-1} A s_{n-1}, \\
    t_n &= \nu_n r_n^{\text{CGS}} + \mu_n y_n, \\
    s_n &= t_n + \beta_n (\nu_n g_n + \mu_n s_{n-1}).
\end{align}

(4.20)

The vector \( g_n \) also occurs in the CGS process, and its update is part of the standard CGS algorithm.

In remains to show how to obtain \( \mu_n \). From (4.8) and (3.5), we have

\begin{equation}
    \nu_n = \frac{1}{1 + \eta_n} \quad \text{and} \quad \mu_n = \eta_n \nu_n, \quad \text{where} \quad \eta_n := \theta_n^2.
\end{equation}

(4.21)

Furthermore, in view of (3.5) and (3.7), the quantity \( \eta_n \) is given by

\begin{equation}
    \eta_n = \frac{1}{\xi_{n-1}^2} \omega_{n+1} \| r_n^{\text{BCG}} \|^2, \quad \text{where} \quad \xi_{n-1} := \tau_{n-1}^2.
\end{equation}

(4.22)

Note that, by (3.6) and (4.21), the \( \xi_n \)'s can be updated as follows

\begin{equation}
    \xi_n = \xi_{n-1} \mu_n.
\end{equation}

(4.23)

So far, we have not specified how to select the weight \( \omega_{n+1} \) in (4.22). Recall from (2.10) that the natural choice is \( \omega_{n+1} = 1 \). However, the computation of \( \eta_n \) in (4.22) would then require \( \| r_n^{\text{BCG}} \| \), which is not available in squared algorithms. Instead, we set

\begin{equation}
    \omega_{n+1} = \frac{\sqrt{\| r_n^{\text{CGS}} \| \cdot \| r_0 \|}}{\| r_n^{\text{BCG}} \|},
\end{equation}

(4.24)

so that (4.22) reduces to

\begin{equation}
    \eta_n = \frac{\| r_n^{\text{CGS}} \| \cdot \| r_0 \|}{\xi_{n-1}}.
\end{equation}

(4.25)

Note that, for the choice (4.24), the relations (4.1) and (4.2) suggests that

\[ \omega_{n+1}^2 = \| (\varphi_n(A))^2 r_0 \| \cdot \| r_0 \| / \| \varphi_n(A) r_0 \|^2 \approx 1. \]

In summary, we have shown that the QMRS algorithm corresponding to the weights (4.24) can be implemented with short vector updates. One only has to add the updates (4.11), (4.17), (4.20), (4.21), (4.23), and (4.25) to the standard CGS algorithm [16]. The resulting QMRS is as follows.
Algorithm 4.1. (QMRS corresponding to the weights (4.24))

0) Choose \( x_0 \in \mathbb{C}^N \) and set \( x_0^{\text{QMRS}} = x_0^{\text{CGS}} = x_0 \).

Set \( s_0 = t_0 = p_0 = u_0 = r_0^{\text{CGS}} = r_0 = b - Ax_0, v_0 = Ap_0, f_0 = 0, \)
\( \xi_0 = \|r_0\|^2, \eta_0 = 0, \mu_0 = \nu_0 = 0. \)

Choose \( \tilde{r}_0 \in \mathbb{C}^N, \tilde{r}_0 \neq 0, \) and set \( \tilde{q}_0 = \tilde{r}_0, \rho_0 = \tilde{r}_0^T r_0. \)

For \( n = 1, 2, \ldots \), do:

1) Set \( \sigma_{n-1} = \tilde{r}_0^T \nu_{n-1}. \)

If \( \sigma_{n-1} = 0 : \) stop. Otherwise, compute

\[
\alpha_{n-1} = \rho_{n-1}/\sigma_{n-1}, \quad g_n = u_{n-1} - \alpha_{n-1} \nu_{n-1},
\]
\[
f_n = \mu_{n-1} f_{n-1} + \nu_{n-1} x_n^{\text{CGS}} + \alpha_{n-1} s_{n-1},
\]
\[
x_n^{\text{CGS}} = x_{n-1}^{\text{CGS}} + \alpha_{n-1} (u_{n-1} + g_n), \quad r_n^{\text{CGS}} = r_{n-1}^{\text{CGS}} - \alpha_{n-1} A(u_{n-1} + g_n),
\]
\[
\eta_n = \frac{\|r_n^{\text{CGS}}\| \cdot \|r_0\|}{\xi_{n-1}}, \quad \nu_n = \frac{1}{1 + \eta_n}, \quad \mu_n = \eta_n \nu_n, \quad \xi_n = \xi_{n-1} \mu_n,
\]
\[
x_n^{\text{QMRS}} = \mu_n^2 x_n^{\text{QMRS}} + 2 \mu_n \nu_n f_n + \nu_n^2 x_n^{\text{CGS}}.
\]

2) If \( \rho_{n-1} = 0 : \) stop. Otherwise, compute

\[
\rho_n = \tilde{r}_0^T r_n, \quad \beta_n = \rho_n/\rho_{n-1},
\]
\[
u_n = t_{n-1} - \alpha_{n-1} A s_{n-1}, \quad p_n = u_n + \beta_n (g_n + \beta_n p_{n-1}), \quad v_n = Ap_n,
\]
\[
y_n = t_{n-1} - \alpha_{n-1} A s_{n-1}, \quad t_n = \nu_n r_n + \mu_n y_n,
\]
\[
s_n = t_n + \beta_n (v_n g_n + \mu_n s_{n-1}).
\]

We remark that Algorithm 4.1 requires 3 matrix-vector products with \( A \) per iteration. This is the same as for the transpose-free implementation of the standard QMR algorithm proposed in [1]. On the other hand, both the CGS algorithm and Freund's TFQMR algorithm [5] involve only 2 matrix-vector products with \( A \) per iteration.

5. Numerical Examples. In this section, we present numerical results for two examples. For both examples, we have compared the QMRS Algorithm 4.1, Freund's TFQMR algorithm [5], and CGS. For the second example, we have also included standard QMR. The figures show the relative residual norms \( \|r_n\|/\|r_0\| \) plotted versus the iteration number \( n \), for QMRS (solid line), TFQMR (dashed line), and CGS (dotted line). For the second example, the QMR curve (dash-dotted line) is also depicted.

Our first example is the SHERMANO5 matrix from the Harwell-Boeing set of sparse test matrices [2]. This is a matrix of order 3312, and it has 20793 nonzero elements. This example
was run without preconditioning. The convergence curves are shown in Figure 1. Note that CGS does diverge, while QMRS and TFQMR converge.

The second example is a linear system arising from the partial differential equation

\[(5.1) \quad -\Delta u + 40 \left( x \frac{\partial u}{\partial x} + y \frac{\partial u}{\partial y} + z \frac{\partial u}{\partial z} \right) - 240u = f \quad \text{on} \quad (0,1) \times (0,1) \times (0,1).\]

We discretize (5.1) using centered differences on a uniform $25 \times 25 \times 25$ grid with mesh size $h = 1/26$. The resulting linear system has a sparse coefficient matrix $A$ of order $N = 15625$ with 105625 nonzero elements. This example was run with a variant of an ILU preconditioner due to Saad [15]. The convergence curves are shown in Figure 2.

6. Concluding Remarks. We have shown that the standard QMR algorithm, without look-ahead and with a specific choice of the weighting matrix, can be squared. An implementation of the resulting QMRS algorithm has been presented. Like the transpose-free standard QMR algorithm in [1], the proposed QMRS requires 3 matrix-vector products with $A$ per iteration. This is one multiplication more than in CGS and Freund's TFQMR [5], which both involve only 2 matrix-vector products with $A$ per iteration.

We remark that, at present, none of the proposed transpose-free QMR-type methods, except for Freund and Zha's approach [11] for special cases, incorporates look-ahead, and in
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exact arithmetic, they all breakdown whenever BCG does. A look-ahead version of TFQMR is presently developed by Freund and Nachtigal [7].
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