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COMPOSITE STEP PRODUCT METHODS FOR SOLVING NONSYMMETRIC LINEAR SYSTEMS

TONY F. CHAN* AND TEDD SZETO†

Abstract. First proposed in [2, 3] by Bank and Chan, the Composite Step method is a technique for curing the pivot breakdown (one of two possible breakdowns) in the Biconjugate Gradient (BCG) algorithm by skipping over steps in which the iterate is not defined. We show how to extend this method to cure the same breakdown inherited in product methods such as CGS [26], Bi-CGSTAB [28], Bi-CGSTAB2 [18], which are derived from a product of the BCG polynomial with another polynomial of the same degree. New methods introduced in this paper are CS-CGSTAB (composite step applied to Bi-CGSTAB) and a more stable variant of this, CS-CGSTAB2, which handles a possible additional breakdown problem due to the Bi-CGSTAB process in the case where $A$ is skew-symmetric. CS-CGSTAB2 can be viewed as an improvement over the BiCGSTAB(I) algorithm (Sleijpen and Fokkema [25]) with $I = 2$ in that although BiCGSTAB(2) is designed to cure the skew-symmetric breakdown, it does not handle pivot breakdown as CS-CGSTAB2 does. The new methods require only a minor modification to the existing product methods. Moreover, the sizes of the steps taken in our methods can vary as opposed to fixed step methods like BiCGSTAB(I) and BiCGSTAB2. Our strategy for deciding whether to skip a step does not involve any machine dependent parameters and is designed to skip near breakdowns as well as produce smoother iterates. Numerical experiments show that the new methods do produce improved performance over those without composite step on practical problems. Furthermore, we extend the “best approximation” result in [3] to obtain convergence proofs for CGS and Bi-CGSTAB and their composite step stabilized versions.
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1. Introduction. The Biconjugate Gradient (BCG) algorithm [21] is the “natural” generalization of the classical Conjugate Gradient method [19] to nonsymmetric linear systems

\[ Ax = b. \]

It is an attractive method because of its simplicity and its good practical convergence properties. Unfortunately, one of its drawbacks is that it requires multiplications with the transpose matrix $A^T$. Methods have been developed which overcome this by computing residuals characterized by a product of the BCG residual polynomial with another polynomial of equal degree. Hence, we term the class of these algorithms product methods.

The Conjugate Gradients Squared (CGS) algorithm (Sonneveld, [26]) is a product method whose residuals can be written $r_n^{CGS} = \phi_n^2(A)r_0$, where $\phi_n(A)r_0$ is the residual from the standard BCG method. However, as discussed in [29], the convergence behavior of CGS can sometimes be irregular (i.e., $\|r_n^{CGS}\|$ can vary wildly with $i$). This is
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due to the fact that if \( \phi_n(A) \) is viewed as a reduction operator applied twice to \( r_0 \), since \( \phi_n(A) \) is quite dependent on the initial residual \( r_0 \), it is not likely to be a reduction for any other vector, not even for \( \phi_n(A)r_0 \) itself.

The Bi-CGSTAB algorithm [28] due to Van der Vorst attempts to stabilize this by multiplying the BCG polynomial \( \phi_n(A) \), instead, by another polynomial of equal degree,

\[
\tau_n(A) = (I - \omega_1 A)(I - \omega_2 A) \cdots (I - \omega_n A),
\]

where the \( \omega_i \)'s are chosen to locally minimize the residual by a steepest descent method. Thus, by computing residuals \( \tau_n^{Bi-CGSTAB} = \tau_n(A)\phi_n(A)r_0 \), we obtain a more smoothly converging algorithm.

Unfortunately, problems arise in this method if we encounter a matrix \( A \) having complex eigenvalues with large imaginary parts. Since \( \tau_n \) has only real zeros, it is difficult to accurately handle such eigenvalues. Thus, the BiCGSTAB2 algorithm (Gutknecht, [18]) was developed to overcome this by performing two steps of BiCGSTAB at a time to allow for pairs of complex conjugate zeros but doing the local minimization at the \( n \)-th step over the two degrees of freedom in \( \omega_n \) and \( \omega_{n-1} \). BiCGSTAB2, then, is also a product method.

In the case that \( A \) is (nearly) skew-symmetric, however, BiCGSTAB2 will suffer (near) breakdown due to the \( \tau_{n-1} \) polynomial. The BiCGSTAB(2) method (a case of the BiCGSTAB(\( l \)) algorithm by Sleijpen and Fokkema [25] when \( l = 2 \)) cures this by not involving \( \tau_{n-1} \) in the intermediate step.

Since all of the product methods mentioned above involve the BCG residual polynomial \( \phi_n \), they not only inherit the good properties of BCG, but they also take on some of the problems of BCG. Specifically, it is well known that BCG suffers numerical breakdowns (attempts to divide by 0). There are two different possibilities of breakdown in the algorithm and many methods have been designed to cure them by "looking ahead" to avoid computing iterates where a breakdown can be predicted. The spectrum of these methods ranges from simple modifications of BCG to handle only one of the breakdowns to more complex algorithms which provide total breakdown protection using a variable look ahead step. (See e.g., [3, 5, 7, 8, 14, 16, 17, 20, 24].)

In this paper, we consider the composite step technique (Bank and Chan [2, 3]) which cures one of the breakdowns (assuming the other one does not occur) by simply looking ahead only one step when a (near) breakdown occurs. This technique is attractive because there is no need for user specified tolerance parameters, no variable step sizes, and requires only a minimal modification of the standard BCG algorithm. Moreover, the composite step technique can easily be extended to product methods. For example, the Composite Step CGS (CSCGS) algorithm was developed in by Chan and Szeto [9] and in this paper, we show how composite step can be applied to Bi-CGSTAB.

In [3], Bank and Chan also prove a "best approximation" result which establishes a bound on the error of BCG. Here, we extend this result to prove convergence results for CGS, Bi-CGSTAB, and their composite step variants since these product methods all involve the BCG polynomial \( \phi_n \).

Section 2 describes in detail the composite step idea as originally presented for BCG and in Section 3, this is extended to Bi-CGSTAB yielding the method CSCGSTAB. We emphasize in this section the strategy used to decide when to take a look ahead composite step. We note that this stepping strategy not only skips exact
breakdowns, but is also designed to yield smoother residuals and does not require any user specified tolerance parameters. A variant of this method, CS-CGSTAB2, which is a way of combining composite step with an idea from BiCGSTAB2, is presented in Section 4. The purpose of this variant is to cure additional breakdowns that may occur due to instability in the BiCGSTAB steepest descent polynomial in a manner similar to BiCGSTAB(l) with \( l = 2 \). The advantage is that our method cures pivot breakdowns as well. In addition, the step sizes in our new methods can vary as opposed to steps of fixed size in BiCGSTAB2 and BiCGSTAB(l). In Section 5, we show some numerical examples which compare these methods and show the advantages over their non-composite step counterparts. Finally, Section 6 details the proofs for convergence of CGS, Bi-CGSTAB, and their composite step variants.

2. The Composite Step Idea: CSBCG. It is well known that the Biconjugate Gradient method [19] is closely related to the nonsymmetric Lanczos process for computing the basis for the Krylov subspaces \( K_n(r_0) \) and \( K_n^*(r_0) \), defined as follows:

\[
K_n(r_0) \equiv \text{span}\{r_0, Ar_0, \ldots, A^{n-1}r_0\};
\]

\[
K_n^*(r_0) \equiv \text{span}\{r_0, A^T r_0, \ldots, (A^T)^{n-1}r_0\}.
\]

The BCG iterates are defined by a Galerkin method on the associated Krylov subspaces. Given initial guesses of \( x_0 \) and \( \tilde{x}_0 \) to the solutions of (1) and an auxiliary system, \( A^T \tilde{x} = \tilde{b} \), BCG produces iterates

\[
x_n = x_0 + y_n; \quad \tilde{x}_n = \tilde{x}_0 + \tilde{y}_n,
\]

with corresponding residuals of the form

\[
r_n = b - Ax_n; \quad \tilde{r}_n = \tilde{b} - A^T \tilde{x}_n,
\]

where \( y_n \in K_n(r_0) \) and \( \tilde{y}_n \in K_n^*(r_0) \), and such that the following Galerkin conditions are satisfied:

\[
(5) \quad r_n \perp K_n^*(r_0); \quad \tilde{r}_n \perp K_n(r_0).
\]

If we define \( \tilde{K}_n, \tilde{K}_n^* \) to be matrices whose columns are as given in (3) and (4) and span the Krylov spaces \( K_n(r_0) \) and \( K_n^*(r_0) \), respectively, condition (5) implies that the BCG iterates \( x_n = x_0 + \tilde{K}_n y_n \) are defined by the solution to the linear system \( (\tilde{K}_n^*)^T A \tilde{K}_n y_n = (\tilde{K}_n^*)^T r_0 \). We note that the iterate \( x_n \) exists whenever the Hankel moment matrix

\[
H_n^{(1)} = (\tilde{K}_n^*)^T A \tilde{K}_n = \begin{pmatrix}
\mu_1 & \mu_2 & \cdots & \mu_n \\
\mu_2 & \mu_3 & \cdots & \mu_{n+1} \\
\vdots & \vdots & & \vdots \\
\mu_n & \mu_{n+1} & \cdots & \mu_{2n-1}
\end{pmatrix},
\]

where \( \mu_i \equiv \tilde{r}_0^T A^i r_0 \), is nonsingular.
One standard way to compute the BCG iterates is as follows [21, 13]:

**Algorithm BCG**

Set \( \tau_0 = b - Ax_0 \); \( \tilde{r}_0 = \tilde{b} - A^T \tilde{x}_0 \)
\[ p_0 = r_0; \quad \tilde{p}_0 = \tilde{r}_0 \]
\[ \rho_n = \tilde{r}_n^T r_0 \]
For \( n = 0, 1, \ldots \)
\[ \sigma_n = \tilde{p}_n^T A p_n; \quad \alpha_n = \rho_n / \sigma_n \]
\[ r_{n+1} = r_n - \alpha_n A p_n; \quad \tilde{r}_{n+1} = \tilde{r}_n - \alpha_n A^T \tilde{p}_n \]
\[ x_{n+1} = x_n + \alpha_n p_n; \quad \tilde{x}_{n+1} = \tilde{x}_n + \alpha_n \tilde{p}_n \]
\[ \rho_{n+1} = \tilde{r}_{n+1}^T r_{n+1}; \quad \beta_n = \rho_{n+1} / \rho_n \]
\[ p_{n+1} = r_{n+1} + \beta_n r_n; \quad \tilde{p}_{n+1} = \tilde{r}_{n+1} + \beta_n \tilde{r}_n \]

We can see that there are two possible kinds of numerical breakdowns (attempts to divide by 0) in the above routine: (1) \( \sigma_n = 0 \) (pivot breakdown), and (2) \( \rho_n = 0 \), but \( r_n \neq 0 \) (Lanczos breakdown). Although such exact breakdowns are very rare in practice, near breakdowns can cause severe numerical instability.

We term the first kind of breakdown a pivot breakdown because it is due to the nonexistence of the residual polynomial implicitly caused by encountering a zero pivot in the factorization of the tridiagonal matrix generated in the underlying Lanczos process. In terms of formally orthogonal polynomials [5], the BCG polynomial \( \phi_n \) (defined from \( r_n = \phi_n(A)r_0 \)) exists and is unique if and only if the \( H^{(1)}_n \) is nonsingular. In other words, a pivot breakdown will occur at the \( n \)-th iteration of the BCG algorithm if \( \det(H^{(1)}_n) = 0 \).

The second source of breakdown, Lanczos breakdown, is directly related to the breakdown of the underlying Lanczos process, and is tied to the singularity of another Hankel moment matrix \( H^{(0)}_n \) [17] defined by:

\[
H^{(0)}_n \equiv \tilde{K}^*(\tilde{r}_0)\tilde{K}(r_0) = \begin{pmatrix}
\mu_0 & \mu_1 & \cdots & \mu_{n-1} \\
\mu_1 & \mu_2 & \cdots & \mu_n \\
\vdots & \vdots & & \vdots \\
\mu_{n-1} & \mu_n & \cdots & \mu_{2n-2}
\end{pmatrix}
\]

There are many methods designed to handle pivot breakdowns (see e.g., [3, 14, 17]), as well as methods which cure both types of breakdown (see e.g., [5, 7, 8, 14, 16, 20, 24]). Although the step size needed to overcome an exact Lanczos breakdown can be computed in principle, these methods can unfortunately be quite complicated for handling near breakdowns since the sizes of the look-ahead steps are variable (indeed, the breakdowns can be incurable).

The Composite Step Biconjugate Gradient (CSBCG) algorithm (Bank and Chan, [2, 3]) is an alternative which cures only the pivot breakdown (assuming no Lanczos breakdowns) by “looking ahead” in \( H^{(1)}_n \) and not computing \( x_n \) where it is not defined. Looking ahead means that we build \( H^{(1)}_n \) until it is no longer singular and we have an iterate \( x_{n+m} \), \( m \geq 1 \). In CSBCG, this is done with a simple modification of BCG.
which needs only a maximum look-ahead step size of \( m = 2 \) to eliminate the (near) breakdown and to smooth the sometimes erratic convergence of BCG. It was shown in [2, Lemma 4.3] that only two steps are needed if we assume no Lanczos breakdown, but this can also be seen in the relationship between the two Hankel matrices defined above: assuming that \( \det(H^{(2)}_n) \neq 0 \) for all \( n \), then no two consecutive principal submatrices of \( H^{(1)}_n \) can be singular. (The structure of these Hankel determinants was studied in detail by Draux [10].) Thus, instead of a more complicated (but less prone to breakdown) version, CSBCG cures only one kind of breakdown, but does so with a minimal modification to the usual implementation of BCG in the hope that its empirically observed stability will be inherited [27].

We shall next briefly review some of the details of CSBCG. Suppose in running the BCG algorithm, we encounter a situation where \( \sigma_n = 0 \) at step \( n \), and therefore, the values \( x_{n+1}, z_{n+1}, r_{n+1}, \tilde{r}_{n+1} \) cannot be defined. The composite step approach is to overcome this problem by skipping the \( n+1 \) update and computing the quantities in step \( n+2 \) by using scaled versions of \( r_{n+1} \) and \( \tilde{r}_{n+1} \), which do not require divisions by \( \sigma_n \). More specifically, we define the auxiliary vectors:

\[
\begin{align*}
    z_{n+1} &\equiv \sigma_n r_{n+1} = \sigma_n r_n - \rho_n A p_n \in K_{n+2}(r_0); \\
    \tilde{z}_{n+1} &\equiv \sigma_n \tilde{r}_{n+1} = \sigma_n \tilde{r}_n - \rho_n A^T \tilde{p}_n \in K_{n+2}(\tilde{r}_0).
\end{align*}
\]

These exist even if \( \sigma_n = 0 \) and thus, can be used in defining \( x_{n+2} \):

\[
x_{n+2} = x_n + [p_n, z_{n+1}] f_n,
\]

with corresponding residual and search direction

\[
\begin{align*}
    r_{n+2} &= r_n - A[p_n, z_{n+1}] f_n; \\
    p_{n+2} &= r_{n+2} + [p_n, z_{n+1}] g_n,
\end{align*}
\]

where \( f_n, g_n \in \mathbb{R}^2 \), and similarly for \( \tilde{x}_{n+2}, \tilde{r}_{n+2}, \tilde{p}_{n+2}, \tilde{f}_n, \) and \( \tilde{g}_n \).

To solve for the unknowns \( f_n = (f_n^{(1)}, f_n^{(2)})^T \) and \( g_n = (g_n^{(1)}, g_n^{(2)})^T \), we impose the Galerkin condition and conjugacy condition of BCG which result in two \( 2 \times 2 \) linear systems:

\[
\begin{align*}
\begin{bmatrix}
   \tilde{p}_n^T A p_n & \tilde{p}_n^T A z_{n+1} \\
   \tilde{x}_{n+1}^T A p_n & \tilde{x}_{n+1}^T A z_{n+1}
\end{bmatrix} &\begin{bmatrix} f_n^{(1)} \\ f_n^{(2)} \end{bmatrix} = \begin{bmatrix} \tilde{p}_n^T r_n \\ \tilde{x}_{n+1}^T r_n \end{bmatrix}, \\
\begin{bmatrix}
   \tilde{p}_n^T A p_n & \tilde{p}_n^T A z_{n+1} \\
   \tilde{x}_{n+1}^T A p_n & \tilde{x}_{n+1}^T A z_{n+1}
\end{bmatrix} &\begin{bmatrix} g_n^{(1)} \\ g_n^{(2)} \end{bmatrix} = - \begin{bmatrix} \tilde{p}_n^T A r_{n+2} \\ \tilde{x}_{n+1}^T A r_{n+2} \end{bmatrix}.
\end{align*}
\]

This yields (after some algebra) the quantities:

\[
f_n = (\zeta_{n+1} \rho_n, \theta_{n+1}) \rho_n / \delta_n \text{ and } g_n = (\rho_{n+2} / \rho_n, \sigma_n \rho_{n+2} / \theta_{n+1}),
\]

where \( \zeta_{n+1} = \tilde{x}_{n+1} A z_{n+1}, \theta_{n+1} = \tilde{x}_{n+1} z_{n+1}, \delta_n = \sigma_n \zeta_{n+1} \rho_n^2 - \theta_{n+1}^2. \) Furthermore, a lemma in [3, Lemma 5.1] shows \( f_n = f_n \) and \( g_n = g_n \). It is now possible to compute \( x_{n+2}, \tilde{x}_{n+2}, r_{n+2}, \tilde{r}_{n+2} \) and thus, advance from step \( n \) to step \( n + 2 \). The Composite Step BCG algorithm, then, is simply the combination of the \( 1 \times 1 \) and \( 2 \times 2 \) steps.
3. Composite Step Bi-CGSTAB. We now apply the composite step idea to handle the pivot breakdowns that occur in the Bi-CGSTAB method proposed by Van der Vorst [28]. Since the Bi-CGSTAB residual polynomials are formed from multiplying the BCG polynomial $\phi_n$ with another polynomial $\tau_n$ of the form (2), we can use the subset of well-defined $\phi_i$'s from CSBCG to multiply with $\tau_n$ instead. To do this, we first define

$$ p_{n+2}^{BCG} = \phi_n(A)r_0; \quad z_{n+1}^{BCG} = \xi_{n+1}(A)r_0. $$

The CS-CGSTAB polynomials, then, take on the form:

$$ r_n^{CS-CGSTAB} = \tau_n(A)\phi_n(A)r_0; \quad p_n^{CS-CGSTAB} = \tau_n(A)\psi_n(A)r_0. $$

In the case of a $1 \times 1$ step, we simply use the Bi-CGSTAB update. For the $2 \times 2$ composite step, we will need to evaluate

$$ r_{n+2}^{CS-CGSTAB} = \tau_{n+2}\phi_{n+2}r_0 = (I - \omega_{n+1}A)(I - \omega_{n+1}A)r_n\phi_{n+2}r_0 $$

and

$$ p_{n+2}^{CS-CGSTAB} = \tau_{n+2}\psi_{n+2}r_0 = (I - \omega_{n+2}A)(I - \omega_{n+2}A)r_n\psi_{n+2}r_0 $$

using the quantities obtained from the $n$-th step: $\tau_n\phi_n$, and $\tau_n\psi_n$. We first show how to compute the polynomials $\tau_n\phi_{n+2}$ and $\tau_n\psi_{n+2}$ appearing in (11) and (12). We use the CSBCG relationships from (6) - (8):

$$ \xi_{n+1}(\theta) = \sigma_n\phi_n - \rho_n\theta\psi_n, $$

$$ \phi_{n+2}(\theta) = \phi_n - \theta\psi_nf_n^{(1)} - \theta\xi_{n+1}f_n^{(2)}, $$

$$ \psi_{n+2}(\theta) = \phi_{n+2} + \psi_ng_n^{(1)} + \xi_{n+1}g_n^{(2)} $$

and multiply by the $\tau_n$ polynomial to evaluate the needed quantities:

$$ \tau_n(\theta)\xi_{n+1}(\theta) = \sigma_n\tau_n\phi_n - \rho_n\theta\tau_n\psi_n $$

$$ \tau_n(\theta)\phi_{n+2}(\theta) = \tau_n(\phi_n - \theta\psi_nf_n^{(1)} - \theta\xi_{n+1}f_n^{(2)}), $$

$$ \tau_n(\theta)\psi_{n+2}(\theta) = \tau_n(\phi_{n+2} + \psi_ng_n^{(1)} + \xi_{n+1}g_n^{(2)}) $$

We now show how to compute the unknowns $f_n$ and $g_n$ in (17) and (18). The CSBCG residual $r_{n+2}$ in (7) and search direction $p_{n+2}$ in (8) are, respectively, orthogonal and $A$-conjugate to $K_n^{*+1}(\bar{r}_0)$ [2]. By imposing orthogonality and $A$-conjugacy conditions on two specific vectors $\tau_n(A^T)\bar{r}_0 \in K_n^{*+1}(\bar{r}_0)$ and $A^T\tau_n(A^T)\bar{r}_0 \in K_n^{*+1}(\bar{r}_0)$, we obtain two linear systems which give $f_n$ and $g_n$.

Specifically, by writing equation (7) in polynomial form (14) and taking an inner product with $\tau_n(A^T)\bar{r}_0$, we obtain the relation:

$$ 0 = (\tau_n(A^T)\bar{r}_0, \phi_{n+2}(A)r_0) $$

$$ = (\bar{r}_0, \tau_n(A)\phi_{n+2}(A)r_0) $$

$$ = (\bar{r}_0, [\tau_n\phi_n - A\tau_n\psi_nf_n^{(1)} - A\tau_n\xi_{n+1}f_n^{(2)}](A)r_0). $$
Similarly, for the \( A \)-conjugacy of the search direction (8),

\[
0 = (A^T r_n(A^T) \tilde{r}_0, \psi_{n+2} r_0) = (\tilde{r}_0, A r_n(A) \psi_{n+2} (A) r_0) = (\tilde{r}_0, [A r_n \psi_{n+2} + A r_n \psi_{n+2} g_n^{(1)} + A r_n \psi_{n+2} g_n^{(2)}](A) r_0).
\]

We derive two similar relations by imposing the orthogonality and \( A \)-conjugacy conditions on \( A^T r_n(A^T) \tilde{r}_0 \). Combining the four relations, we obtain the following two \( 2 \times 2 \) linear systems:

\[
(19) \begin{bmatrix}
    (\tilde{r}_0, \psi_{n+2} r_0) & (\tilde{r}_0, \psi_{n+2} \xi_{n+1} r_0) \\
    (\tilde{r}_0, \psi_{n+2} r_0) & (\tilde{r}_0, \psi_{n+2} \xi_{n+1} r_0)
\end{bmatrix} \begin{bmatrix}
    f_n^{(1)} \\
    f_n^{(2)}
\end{bmatrix} = \begin{bmatrix}
    (\tilde{r}_0, \psi_{n+2} r_0) \\
    (\tilde{r}_0, \psi_{n+2} \xi_{n+1} r_0)
\end{bmatrix}.
\]

\[
(20) \begin{bmatrix}
    (\tilde{r}_0, \psi_{n+2} r_0) & (\tilde{r}_0, \psi_{n+2} \xi_{n+1} r_0) \\
    (\tilde{r}_0, \psi_{n+2} r_0) & (\tilde{r}_0, \psi_{n+2} \xi_{n+1} r_0)
\end{bmatrix} \begin{bmatrix}
    g_n^{(1)} \\
    g_n^{(2)}
\end{bmatrix} = \begin{bmatrix}
    (\tilde{r}_0, \psi_{n+2} r_0) \\
    (\tilde{r}_0, \psi_{n+2} \xi_{n+1} r_0)
\end{bmatrix}.
\]

These are easily solved since all of the entries in the \( 2 \times 2 \) matrix and the right hand sides can be obtained from equations (16), (17), and quantities from the \( n \)-th step. Thus, we can update (17) and (18).

The next step in evaluating (11) and (12) is to choose \( \omega_{n+1} \) and \( \omega_{n+2} \) to satisfy some local minimization property. In the case of a \( 1 \times 1 \) step, we imitate the Bi-CGSTAB update steps. Specifically, \( \omega_{n+1} \) is chosen to minimize the norm of \( r_{n+1} = \tau_{n+1} \phi_{n+1} r_0 = (I - \omega_{n+1} A) r_n \phi_{n+1} r_0 \). For the \( 2 \times 2 \) step, we employ the same steepest descent rule to compute \( \omega_{n+1} \) and \( \omega_{n+2} \) by minimizing \( ||r_{n+1}|| \) and \( ||r_{n+2}|| \). Note that \( r_{n+1} \) is not available in a \( 2 \times 2 \) step, but we can use a scaled version for minimization. To do this, let \( u_{n+1} = \tau_n \xi_{n+1} r_0 \). Then we can write

\[
(21) \quad r_{n+1} = \tau_{n+1} \phi_{n+1} r_0 = (I - \omega_{n+1} A) r_n \phi_{n+1} r_0 = (I - \omega_{n+1} A) \frac{1}{\sigma_n} u_{n+1}.
\]

The vector \( u_{n+1} \) is already computed in the CS-CGSTAB algorithm (see relation (16)) and thus, we minimize

\[
||r_{n+1}^2|| = \frac{1}{\sigma_n^2} ((I - \omega_{n+1} A) u_{n+1})^T ((I - \omega_{n+1} A) u_{n+1})
\]

by choosing \( \omega_{n+1} = (A u_{n+1}, u_{n+1})/(A u_{n+1}, A u_{n+1}) \), an orthogonal projection of \( u_{n+1} \) onto \( A u_{n+1} \).

Similarly, let

\[
(22) \quad u_{n+2} = \tau_{n+2} \phi_{n+2} r_0 = (I - \omega_{n+2} A) r_n \phi_{n+1} r_0
\]

which can be computed because \( \tau_n \phi_{n+1} \) is available from relation (17). Then write

\[
(23) \quad r_{n+2} = \tau_{n+2} \phi_{n+2} r_0 = (I - \omega_{n+2} A) r_{n+1} \phi_{n+2} r_0 = (I - \omega_{n+2} A) u_{n+2}
\]

and minimize

\[
||r_{n+2}^2|| = ((I - \omega_{n+2} A) u_{n+2})^T ((I - \omega_{n+2} A) u_{n+2})
\]

by choosing

\[
(24) \quad \omega_{n+2} = (A u_{n+2}, u_{n+2})/(A u_{n+2}, A u_{n+2})
\].
Finally, in running CS-CGSTAB, we must be able to recover the BCG constants \( \rho_{n+1}^{BCG} \) and \( \sigma_{n+1}^{BCG} \) in order to update the BCG polynomial part of the residual. In [28], Van der Vorst defined the Bi-CGSTAB constant

\[
\rho_{n}^{Bi-CGSTAB} = (\tilde{r}_{0}, \tilde{r}_{n}^{Bi-CGSTAB})
\]

and showed its relation to

\[
\rho_{n}^{BCG} = (\tilde{r}_{n}^{BCG}, \tilde{z}_{n}^{BCG})
\]

Using the property that by construction, \( \phi_{n}(A)r_{0} \) is orthogonal with respect to all vectors \( \chi_{n-1}(A^{T})\tilde{r}_{0} \) where \( \chi_{n-1} \) is an arbitrary polynomial of degree at most \( n-1 \), one gets:

\[
\rho_{n}^{BCG} = (\phi_{n}(A^{T})\tilde{r}_{0}, \phi_{n}(A)r_{0}) = \alpha_{0} \cdots \alpha_{n-1}((-A^{T})^{n-1}\tilde{r}_{0}, \phi_{n}(A)r_{0})
\]

\[
\rho_{n}^{Bi-CGSTAB} = (\tilde{r}_{0}, \tau_{n}(A)\phi_{n}(A)r_{0}) = (\tau_{n}(A^{T})\tilde{r}_{0}, \phi_{n}(A)r_{0}) = \omega_{1} \cdots \omega_{n}((-A^{T})^{n-1}\tilde{r}_{0}, \phi_{n}(A)r_{0}).
\]

The relationship between them follows:

\[
\rho_{n+1} \rho_{n+1}^{Bi-CGSTAB} = \frac{\alpha_{0} \cdots \alpha_{n}}{\omega_{1} \cdots \omega_{n+1} \cdot \rho_{n}^{BCG}} \rho_{n+1}^{Bi-CGSTAB}, \text{ where } \alpha_{n} = \frac{\rho_{n}^{BCG}}{\sigma_{n+1}^{BCG}}.
\]

If we let \( \mu_{n} = (\alpha_{0} \cdots \alpha_{n})/((\omega_{1} \cdots \omega_{n})) \), this reduces to the update formula:

\[
\rho_{n+1}^{BCG} = \mu_{n+1} \rho_{n+1}^{Bi-CGSTAB} = \mu_{n} \left( \frac{\rho_{n}^{BCG}}{\sigma_{n+1}^{BCG} \omega_{n+1}} \right) \rho_{n+1}^{Bi-CGSTAB}.
\]

In a \( 2 \times 2 \) step, we determine \( \rho_{n+2}^{CSBCG} \) similarly. First we use relation (14):

\[
(25) \quad \rho_{n+2}^{CSBCG} = (\phi_{n+2}(A^{T})\tilde{r}_{0}, \phi_{n+2}(A)r_{0}) = ((\phi_{n}(A^{T}) - \alpha_{n}A^{T}\psi_{n}(A^{T}) - \alpha_{n+1}A^{T}\psi_{n+1}(A^{T}))\tilde{r}_{0}, \phi_{n+2}(A)r_{0}).
\]

Then, the fact that \( \phi_{n+2}r_{0} \) is orthogonal to all vectors \( \chi_{n+1}(A^{T})\tilde{r}_{0} \) implies that the inner product (25) picks out the coefficient of the highest order term of the \( n+2 \) degree polynomial that \( \phi_{n+2} \) is being orthogonalized against. In this case, the coefficient of the highest order term for the polynomial \( \psi_{n+1}(A^{T}) = \sigma_{n}^{BCG} \phi_{n+1}(A^{T}) \) is \( \sigma_{n}^{BCG} \alpha_{0} \cdots \alpha_{n} \), so (25) reduces to:

\[
\rho_{n+2}^{CSBCG} = -\alpha_{0} \cdots \alpha_{n+1} \rho_{n}^{BCG}((-A^{T})^{n+2}\tilde{r}_{0}, \phi_{n+2}(A)r_{0})
\]

which leads to the update formula:

\[
(26) \quad \rho_{n+2}^{CSBCG} = \mu_{n+2} \rho_{n+2}^{CS-CGSTAB} = -\mu_{n+1} \left( \frac{\rho_{n}^{CSBCG} \alpha_{n+1}}{\omega_{n+1} \omega_{n+2}} \right) \rho_{n+2}^{CS-CGSTAB}.
\]

The update for \( \sigma_{n}^{BCG} = (\phi_{n}(A^{T})\tilde{r}_{0}, A\psi_{n}(A)r_{0}) \) can be calculated similarly. We define \( \sigma_{n+2}^{CS-CGSTAB} = (\tilde{r}_{0}, A\tau_{n}(A)\psi_{n}(A)r_{0}) = (\tilde{r}_{0}, A\rho_{n}^{CS-CGSTAB}) \) and obtain the analogous update formula:

\[
(27) \quad \sigma_{n+2}^{CSBCG} = \mu_{n+2} \sigma_{n+2}^{CS-CGSTAB}.
\]
Table 1
Notation for CS-CGSTAB

<table>
<thead>
<tr>
<th>vector</th>
<th>polynomial</th>
<th>where/how derived</th>
<th>where used</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_n$</td>
<td>$r_n \phi_n r_0$</td>
<td>(11)</td>
<td>(16) (17) (19)</td>
</tr>
<tr>
<td>$p_n$</td>
<td>$r_n \psi_n r_0$</td>
<td>(12)</td>
<td>(18)</td>
</tr>
<tr>
<td>$u_{n+1}$</td>
<td>$r_n x_{n+1} r_0$</td>
<td>(16)</td>
<td>(17) (18) (21)</td>
</tr>
<tr>
<td>$s_{n+2}$</td>
<td>$r_n \phi_{n+2} r_0$</td>
<td>(17)</td>
<td>(11) (18) (22)</td>
</tr>
<tr>
<td>$v_{n+2}$</td>
<td>$r_{n+1} \phi_{n+2} r_0$</td>
<td>(22)</td>
<td>(23)</td>
</tr>
<tr>
<td>$e_n$</td>
<td>$A r_n \phi_n r_0$</td>
<td>$A r_n$</td>
<td>(19)</td>
</tr>
<tr>
<td>$g_n$</td>
<td>$A r_n \psi_n r_0$</td>
<td>$A p_n$</td>
<td>(16) (17) (19) (20)</td>
</tr>
<tr>
<td>$y_{n+1}$</td>
<td>$A r_n x_{n+1} r_0$</td>
<td>$A u_{n+1}$</td>
<td>(19) (20) (21)</td>
</tr>
<tr>
<td>$t_{n+2}$</td>
<td>$A r_n \phi_{n+2} r_0$</td>
<td>$A s_{n+2}$</td>
<td>(20) (22)</td>
</tr>
<tr>
<td>$y_{n+2}$</td>
<td>$A r_{n+1} \phi_{n+2} r_0$</td>
<td>$A u_{n+2}$</td>
<td>(23)</td>
</tr>
<tr>
<td>$c_n$</td>
<td>$A^2 r_n \psi_n r_0$</td>
<td>$A d_n$</td>
<td>(19) (20)</td>
</tr>
<tr>
<td>$d_{n+1}$</td>
<td>$A^2 r_n x_{n+1} r_0$</td>
<td>$A y_{n+1}$</td>
<td>(19) (20)</td>
</tr>
<tr>
<td>$v_{n+2}$</td>
<td>$A^2 r_n \phi_{n+2} r_0$</td>
<td>$A t_{n+2}$</td>
<td>(20)</td>
</tr>
<tr>
<td>$\alpha_n$</td>
<td>$f_n^{(1)}$</td>
<td>(19)</td>
<td>(17)</td>
</tr>
<tr>
<td>$\alpha_{n+1}$</td>
<td>$f_n^{(2)}$</td>
<td>(19)</td>
<td>(17)</td>
</tr>
<tr>
<td>$\beta_n$</td>
<td>$g_n^{(1)}$</td>
<td>(20)</td>
<td>(18)</td>
</tr>
<tr>
<td>$\beta_{n+1}$</td>
<td>$g_n^{(2)}$</td>
<td>(20)</td>
<td>(18)</td>
</tr>
</tbody>
</table>

3.1. Implementation Details. In Table 1, we summarize the notation we will be using in our implementation of the CS-CGSTAB algorithm. We list the vector used in the algorithm, its corresponding polynomial form, and the equations in which it is derived and used.

At every step, we must anticipate a $2 \times 2$ step even if we decide to take a $1 \times 1$ step. (The stepping strategy will be discussed in Section 3.2.) Recall that in one step of Bi-CGSTAB, only two matrix-vector multiplications are performed: $q_n = A p_n$ and $y_{n+1} = A u_{n+1}$. From the third column of Table 1, we see that 8 matrix-vector products are required to do a $2 \times 2$ step which appears to be 4 more than 2 steps of Bi-CGSTAB.

However, the total 8 products can be reduced to 4 multiplications by precomputing certain values and absorbing them into vector updates rather than explicitly multiplying by $A$. Specifically, by precomputing $c_n \equiv A q_n$, the multiplication $y_{n+1} \equiv A u_{n+1}$ can be written:

$$y_{n+1} = \sigma_n e_n - \rho_n A q_n$$

$$= \sigma_n e_n - \rho_n c_n.$$  

Similarly, if we have $d_{n+1} \equiv A y_{n+1}$, then the product $e_{n+1} \equiv A r_{n+1}$ can also be evaluated without having to multiply by $A$:

$$e_{n+1} = (y_{n+1} - \omega_{n+1} A y_{n+1}) / \sigma_n$$

$$= (y_{n+1} - \omega_{n+1} d_{n+1}) / \sigma_n.$$  

Furthermore, $q_{n+1} \equiv A p_{n+1}$ can also be updated:

$$q_{n+1} = A r_{n+1} + \beta_{n+1} (A p_n - \omega_{n+1} A q_n)$$

$$= e_{n+1} + \beta_{n+1} (q_n - \omega_{n+1} c_n).$$  
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Thus, the $1 \times 1$ step can still be performed with only 2 (pre)multiplications with $A$: $Aq_n$ and $Ay_{n+1}$. Moreover, by precomputing $v_{n+2} \equiv At_{n+2}$ and $q_{n+2} \equiv Ap_{n+2}$, we can update the remaining values in the $2 \times 2$ step in a similar fashion.

However, using this precomputing strategy to update

$$e_{n+2} \equiv Ar_{n+2} = A(I - \omega_{n+1}A)(I - \omega_{n+2}A)s_{n+2}$$

implies that we need $A^3s_{n+2}$ which we do not have. Thus, the $2 \times 2$ step requires an additional matrix-vector multiplication: $w_{n+2} \equiv A^3s_{n+2} = A(v_{n+2})$.

Hence, as in CSCGS, there are 5 matrix-vector multiplications for a $2 \times 2$ step, whereas in two steps of Bi-CGSTAB, only 4 are needed. This is the price we must pay for composite step. If we do not need to take many $2 \times 2$ steps in practice, this price will not be too costly.

### 3.2. CS-CGSTAB Stepping Strategy

As far as deciding when to actually take a $2 \times 2$ step, we follow the principles in [2, 3, 9]. As with these methods, CS-CGSTAB employs a practical stepping strategy that will skip over exact breakdowns using the criterion:

$$\|r_{n+2}\| > \max\{\|r_n\|, \|r_{n+1}\|\}. \tag{28}$$

If this condition were met (e.g., at a near breakdown) and we performed two $1 \times 1$ steps, it would result in a "peak" in the residual convergence. By taking a $2 \times 2$ step, we skip over this and obtain a smoother, more stable method. In order to avoid unnecessary computation of $\|r_{n+2}\|$, we express condition (28) in the following algorithm:

1. If $(\|r_{n+1}\| < \|r_n\|)$ then
   - choose $1 \times 1$ step
2. else
   - if $(\|r_{n+1}\| < \|r_{n+2}\|)$ then
   - choose $1 \times 1$ step
   - else
     - choose $2 \times 2$ step
end

In order to avoid repeating work and to do this in a stable way, Condition (28a) can be written:

$$\|(I - \omega_{n+1}A)u_{n+1}\| < \|\sigma_n\|\|r_n\|.$$ 

For Condition (28b), we first rescale the $r_{n+2}$ update in order to estimate $\|r_{n+2}\|$ stably by letting

$$\nu_{n+2} \equiv \delta_n r_{n+2} = \delta_n (I - \omega_{n+1}A)(I - \omega_{n+2}A)s_{n+2},$$

where $\delta_n$ is the determinant of the $2 \times 2$ matrix in (19). Evaluating $\nu_{n+2}$ exactly would involve the quantity $A^2s_{n+2}$ which would require an additional matrix-vector multiplication if we decide to take a $1 \times 1$ step. Hence, for practical purposes, we
use an upper bound approximation to estimate \( \|r_{n+2}\| \). Note that although we do not have \( A^2 s_{n+2} \), the quantity \( s_{n+2} \) can be made available even if we take a \( 1 \times 1 \) step, and can be done without an additional matrix-vector product using the precomputed values \( e_n \), \( e_n \), and \( d_{n+1} \):

\[
(29) \quad t_{n+2} \equiv A s_{n+2} = A(\delta_n r_n - \alpha_n q_n - \alpha_{n+1} y_{n+1}) = \delta_n e_n - \alpha_n e_n - \alpha_{n+1} d_{n+1}.
\]

Thus, we would like to estimate \( \|r_{n+2}\| = \|\delta_n (I - \omega_{n+1} A)(I - \omega_{n+2} A) s_{n+2}\| \) using (29) and without any further matrix-vector multiplications. Our strategy is to set \( \omega_{n+2} = 0 \) and minimize \( \|\delta_n (I - \omega_{n+1} A) s_{n+2}\| \), thereby eliminating the need to compute \( A^2 s_{n+2} \). Doing this gives an upper bound estimate to \( \|r_{n+2}\| \) which can be shown by defining

\[
h(\omega_{n+1}, \omega_{n+2}) \equiv \|\delta_n (I - \omega_{n+1} A)(I - \omega_{n+2} A) s_{n+2}\|,
\]

and establishing the following inequality:

\[
(30) \quad \min_{\omega_{n+1}, \omega_{n+2}} h(\omega_{n+1}, \omega_{n+2}) \leq \min_{\omega_{n+1}} h(\omega_{n+1}, 0).
\]

The minimization problem:

\[
\min_{\omega_{n+1}} h(\omega_{n+1}, 0) = \min_{\omega_{n+1}} \|(I - \omega_{n+1} A) s_{n+2}\| = \min_{\omega_{n+1}} \|s_{n+2} - \omega_{n+1} t_{n+2}\|
\]

is solved with \( \bar{\omega}_{n+1} = (t_{n+2}, s_{n+2})/(t_{n+2}, t_{n+2}) \).

Hence, Condition (28b): \( \|r_{n+1}\| < \|r_{n+2}\| \) is evaluated by the approximated condition

\[
(31) \quad |\delta_n| \|(I - \omega_{n+1} A) u_{n+1}\| \leq |\sigma_n| \|\bar{r}_{n+2}\|,
\]

where \( \|\bar{r}_{n+2}\| \) is the estimated upper bound for \( \|r_{n+2}/\delta_n\| \):

\[
(32) \quad \|r_{n+2}/\delta_n\| < \|\bar{r}_{n+2}\| \equiv \|s_{n+2} - \bar{\omega}_{n+1} t_{n+2}\|.
\]

If a \( 2 \times 2 \) step is chosen, then the true \( r_{n+2} \) is evaluated. After \( r_{n+2} \) is computed, we add one final check to make sure the approximation was indeed valid. If not, we take a \( 1 \times 1 \) step. In Table 2, we present the CS-CGSTAB algorithm. Note that if only \( 1 \times 1 \) steps are taken, we have exactly the Bi-CGSTAB algorithm.

4. A Variant of CS-CGSTAB. A problem in the CS-CGSTAB method is that additional breakdowns may occur if \( A \) is skew-symmetric or near breakdowns if it has complex eigenvalues with large imaginary parts. Suppose we are at step \( n \) of the algorithm. In the case that \( A \) is skew-symmetric, it can be easily checked that \( \omega_{n+1} = \omega_{n+2} = 0 \). The \( 2 \times 2 \) step attempts to divide by the quantity \( \gamma_2 = \omega_{n+1}\omega_{n+2} \) which causes a breakdown. For nearly skew-symmetric \( A \), \( \gamma_2 \) will be small, thus causing near breakdown and numerical instability.

This can be cured by modifying the local minimization at that particular \( 2 \times 2 \) step. The idea is to require

\[
(33) \quad \|r_{n+2}\| = \min_{\varphi \in P_2} \|\varphi(A) r_n(A) \delta_{n+2}(A) r_0\|,
\]
\begin{table}
\centering
\begin{tabular}{|l|}
\hline
\textbf{Algorithm CS-CGSTAB} \\
\hline
\begin{align*}
\rho_0 &= r_0^T r_0; & \rho_0 &= r_0; & \phi_0 &= \|r_0\|; & e_0 &= q_0 = A r_0; & \mu_0 &= 1 \\
n &\leftarrow 0 \\
\text{While method not converged yet do:} \\
\phantom{=} & \text{Evaluate (27)} \\
\sigma_n &= (r_0^T g_n) u_n; & c_n &= A g_n \\
u_{n+1} &= \sigma_n n_n - p_n g_n; & y_{n+1} &= \sigma_n e_n - p_n c_n; & d_{n+1} &= A y_{n+1} \\
\omega_{n+1} &= (y_{n+1}^T u_{n+1})/\langle y_{n+1}, y_{n+1} \rangle \\
\hat{\rho}_{n+1} &= u_{n+1}^T w_{n+1} + y_{n+1}^T y_{n+1}; & \hat{\epsilon}_{n+1} &= y_{n+1} + \omega_{n+1} d_{n+1}; & \psi_{n+1} &= \|\hat{\rho}_{n+1}\| \\
% \text{Decide whether to take a 1 \times 1 step or a 2 \times 2 step.} \\
% \text{If } \psi_{n+1} < |\sigma_n| \phi_n, \text{Then } % \text{Condition (28a): } \|r_{n+1}\| < \|r_n\| \\
& \text{one-step} = 1 \\
\text{Else} \\
\phantom{=} & \text{Solve (19)} \\
\alpha_n &= a_1 a_2 - a_2 a_1; & b_1 &= d_0/\mu_n; & b_2 &= d_0/\epsilon_n \\
\alpha_n &= a_2 b_1 - a_1 b_2; & \alpha_n &= -a_2 b_1 + a_1 b_2 \\
s_{n+2} &= d_n - \alpha_n c_n - \alpha_n d_{n+1} \\
t_{n+2} &= d_0 c_n - \alpha_n c_n - \alpha_n d_{n+1} \\
\hat{\omega}_{n+2} &= (t_{n+2} + s_{n+2})/(t_{n+2}, t_{n+2}); & \hat{\nu}_{n+2} &= \|s_{n+2} - \hat{\omega}_{n+2} t_{n+2}\| \\
% \text{Evaluate (32)} \\
\text{If } |\sigma_n| \psi_{n+1} < |\sigma_n| \nu_{n+2}, \text{ Then } % \text{Condition (28b): } \|r_{n+1}\| < \|r_n\| \\
& \text{one-step} = 1 \\
\text{Else} \\
\phantom{=} & \text{Re-test w/} \nu_{n+2} \\
& \text{one-step} = 0 \\
\text{End If; End If; End If} \\
% \text{Compute next iterate.} \\
% \text{If one-step, Then } % \text{*** Usual Bi-CGSTAB ***} \\
\phantom{=} & \text{Evaluate (26)} \\
r_{n+1} &= r_{n+1} / \sigma_n; & \epsilon_{n+1} &= \epsilon_{n+1} / \sigma_n; & \phi_{n+1} &= \psi_{n+1} / \sigma_n \\
x_{n+1} &= x_{n+1} + (p_n p_n + \omega_{n+1} u_{n+1}) / \sigma_n \\
\mu_{n+1} &= (\mu_{n+1} / \sigma_n \omega_{n+1}); & \rho_{n+1} &= (r_0^T r_{n+1}) / \nu_{n+1} \\
\beta_{n+1} &= \rho_{n+1} / \rho_n \\
p_{n+1} &= \beta_{n+1} + \beta_{n+1} (p_n - \omega_{n+1} g_n) \\
q_{n+1} &= e_{n+1} + \beta_{n+1} (q_n - \omega_{n+1} c_n) \\
n &\leftarrow n + 1 \\
\text{Else } % \text{*** 2 \times 2 step CSGSTAB ***} \\
r_{n+2} &= r_{n+2} / \epsilon_{n+2}; & \epsilon_{n+2} &= \epsilon_{n+2} / \epsilon_{n+2}; & \phi_{n+2} &= \epsilon_{n+2} / \epsilon_{n+2} \\
x_{n+2} &= x_{n+2} + (p_n p_n + \omega_{n+1} u_{n+1} - \gamma_1 s_{n+2} - \gamma_2 v_{n+2}) / \epsilon_{n+2} \\
\mu_{n+2} &= -\mu_{n+1} / \gamma_2; & \rho_{n+2} &= (r_0^T r_{n+2}) / \mu_{n+2} \\
b_1 &= \gamma_1 b_1 + \gamma_2 b_2 \\
\beta_n &= (a_1 b_1 + a_2 b_2) / \epsilon_{n+2}; & \beta_{n+1} &= (-a_2 b_1 + a_1 b_2) / \epsilon_{n+2} \\
p_{n+2} &= r_{n+2} + \beta_n (p_n + \gamma_1 q_n + \gamma_2 e_n) - \beta_{n+1} (u_{n+1} + \gamma_1 y_{n+1} + \gamma_2 d_{n+1}) \\
q_{n+2} &= A p_{n+2} \\
n &\leftarrow n + 2 \\
\text{End If} \\
\text{End While} \\
\hline
\end{align*}
\end{tabular}
\caption{Algorithm CS-CGSTAB}
\end{table}
where $P_2$ is the set of all polynomials of degree at most 2 and $\varphi(0) = 1$.

Performing this minimization over two degrees of freedom was first presented in the BiCGSTAB2 algorithm by Gutknecht, [18]. The purpose was to cure problems that arise in the steepest descent part of Bi-CGSTAB due to eigenvalues of $A$ in the complex spectrum that are not approximated well with eq. (2). Hence, every other step of the BiCGSTAB2 method performs (33) in order to handle conjugate pairs of eigenvalues. (In the remaining steps of the BiCGSTAB2 algorithm, the usual Bi-CGSTAB update is taken.) The BiCGSTAB2 algorithm can be summarized:

$$
\tau_n \phi_n \xrightarrow{1-D \min} \tau_{n+1} \phi_{n+1} \xrightarrow{2-D \min} \tau_{n+2} \phi_{n+2}.
$$

Unfortunately, in the implementation presented in [18], the two-dimensional minimization steps of BiCGSTAB2 are computed based on the Bi-CGSTAB step immediately before them. For skew-symmetric $A$, this poses a similar breakdown problem to the one mentioned above because the Bi-CGSTAB step requires a division by $\omega_{n+1}$, which will be zero in this case.

Note that BiCGSTAB2 is mathematically equivalent to the BiCGSTAB(l) algorithm, due to Sleijpen and Fokkema [25] in the case where $l = 2$, but the implementation is different. BiCGSTAB(2) does not compute the intermediate Bi-CGSTAB residual $r_{n+1} = \tau_{n+1} \phi_{n+1} r_0$. Instead, it uses an intermediate basis vector, $A r_n \phi_{n+1} r_0$, to generate the auxiliary residual $\tilde{r}_{n+2} = \tau_n \phi_{n+2} r_0$. This algorithm can be summarized:

$$
\tau_n \phi_n \xrightarrow{A \tau_n \phi_{n+1}} \tau_n \phi_{n+2} \xrightarrow{2-D \min} \tau_{n+2} \phi_{n+2}.
$$

By not involving $\tau_{n+1}$, BiCGSTAB(2) will not suffer the breakdown mentioned above. However, note that it is still prone to breakdown in the BCG $\phi_{n+1}$ part.

We now show how to overcome this breakdown problem. Recall that CS-CGSTAB already cures the BCG pivot breakdown in step $n + 1$, so all we need to do now is to show how to modify CS-CGSTAB so that it will overcome the $\tau_{n+1}$ breakdowns as well. The idea is to note that CS-CGSTAB has access to the $A r_n \phi_{n+1} r_0$ vector through the relationship $\xi_{n+1} = \sigma_n \phi_{n+1}$. We use it to compute the auxiliary residual $s_{n+2} = \tau_n \phi_{n+2} r_0$ to yield:

$$
\tau_n \phi_n \xrightarrow{A r_n \xi_{n+1}} \tau_n \phi_{n+2} \xrightarrow{2-D \min} \tau_{n+2} \phi_{n+2}.
$$

The quantity $s_{n+2}$ is updated by (17) and the 2-dimensional minimization step can be performed by first writing the residual

$$
\tau_{n+2} = s_{n+2} + R \begin{bmatrix} \gamma_1 \\ \gamma_2 \end{bmatrix},
$$

where $R = [A s_{n+2} \ A^2 s_{n+2}] \equiv [t_{n+2} \ v_{n+2}]$, and then minimizing $||r_{n+2}||$ by solving the system:

$$
R^T R \begin{bmatrix} \gamma_1 \\ \gamma_2 \end{bmatrix} = -R^T s_{n+2}.
$$

In the case where $A$ is skew-symmetric, the attempt to divide by $\gamma_2 = \omega_{n+1} \omega_{n+2}$ in the $2 \times 2$ step can now be performed without breakdown. In particular, if $A = -A^T$, then $\gamma_2 \equiv -(v_{n+2}, s_{n+2})/(v_{n+2}, v_{n+2}) \neq 0$ because the numerator $v_{n+2}^T s_{n+2} = s_{n+2}^T A^2 s_{n+2} > 0$.  
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We can now form a variant of the CS-CGSTAB algorithm which follows the former method in allowing $1 \times 1$ and $2 \times 2$ steps and differs only in the $2 \times 2$ step, performing instead the minimization over the 2 degrees of freedom described above. We use the same stepping strategy and approximation scheme to estimate $||\nu_{n+2}||$. We incorporate this into the new variant, CS-CGSTAB2. This is a more stable implementation which will not breakdown when $A$ is skew-symmetric. Rather, in this case, provided there are no pivot breakdowns, it will always take $2 \times 2$ steps and will be equivalent to the BiCGSTAB(2) method.

In fact, when only $2 \times 2$ steps are taken, the methods Bi-CGSTAB, BiCGSTAB(2), CS-CGSTAB, CS-CGSTAB2, are all mathematically equivalent. In general, the composite step methods differ because they are variable step methods.

Note that in CS-CGSTAB2, the composite step is used to skip over breakdowns in the $\tau_{n+1}$ polynomial as well as $\phi_{n+1}$. However, if there was no $\phi_{n+1}$ breakdown, and we took a $2 \times 2$ step in CS-CGSTAB2, then it is still possible that there could be pivot breakdown due to $\phi_{n+2}$. In principle, we can solve this by applying the composite step idea to Bi-CGSTAB2 and taking a $3 \times 3$ step when we foresee possible pivot breakdown because $\phi_{n+3}$ exists under our assumption of $\det(H^{(0)}) \neq 0$. However, we will not pursue this in this paper.

5. Numerical Experiments. All experiments are run in MATLAB 4.0 on a SUN Sparc station with machine precision about $10^{-16}$. In most cases, as expected, composite step methods behave similarly to their non-composite step counterparts. In terms of the number of iterations it takes to converge, composite step methods are never worse in almost all cases, and in terms of the number of matrix-vector products performed, the cost is minimal. Here, we present a few selected examples where composite step does make a significant improvement.

Example 1. We begin the numerical experiments with a contrived example to illustrate the superior numerical stability of composite step methods over those without composite step. Let $A$ be a modification of an example found in [23]:

$$A = \begin{pmatrix} \epsilon & 1 \\ -1 & 2 \end{pmatrix} \otimes I_{N/2},$$

i.e., $A$ is a $N \times N$ block diagonal with $2 \times 2$ blocks, and $N = 40$. By choosing $b = (1 \ 0 \ 1 \ 0 \ \cdots)^T$ and a zero initial guess, we set $\sigma_0 = \epsilon$, and thus, we can foresee numerical problems with BCG polynomial based methods such as Bi-CGSTAB, BiCGSTAB2, and CGS when $\epsilon$ is small. Although these methods converge in 2 steps in exact arithmetic when $\epsilon \neq 0$, in finite precision, convergence gets increasingly unstable as $\epsilon$ decreases. Table 3 shows the relative error in the solution after 2 steps of BCG, CGS, and Bi-CGSTAB. Note that the loss of significant digits in BCG and Bi-CGSTAB is approximately proportional to $O(\epsilon^{-1})$ and the loss of digits in CGS is proportional to $O(\epsilon^{-2})$. The accuracy of CS-CGSTAB, CS-CGSTAB2, and CSCGS, the composite step CGS algorithm [9] is insensitive to $\epsilon$ and these three methods all converge in two steps with errors $\leq 10^{-16}$.

Example 2. Next we alter Example 1 slightly to show the advantage of CS-CGSTAB2 over CS-CGSTAB. Recall, CS-CGSTAB was developed to overcome breakdowns in cases where $A$ is (nearly) skew-symmetric. Hence, if we change the last
### Table 3

**Example 1**

<table>
<thead>
<tr>
<th>( \epsilon )</th>
<th>Bi-CGSTAB</th>
<th>BiCGSTAB2</th>
<th>BiCGSTAB(2)</th>
<th>CGS</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^{-4} )</td>
<td>( 1.5 \times 10^{-12} )</td>
<td>( 8.6 \times 10^{-13} )</td>
<td>( 2.5 \times 10^{-16} )</td>
<td>( 3.6 \times 10^{-5} )</td>
</tr>
<tr>
<td>( 10^{-8} )</td>
<td>( 4.9 \times 10^{-9} )</td>
<td>( 4.7 \times 10^{-6} )</td>
<td>( 1.0 \times 10^{-9} )</td>
<td>( 2.2 \times 10^{0} )</td>
</tr>
<tr>
<td>( 10^{-12} )</td>
<td>( 3.0 \times 10^{-5} )</td>
<td>( 7.3 \times 10^{-4} )</td>
<td>( 2.5 \times 10^{-4} )</td>
<td>( 3.0 \times 10^{8} )</td>
</tr>
</tbody>
</table>

CS-CGSTAB, CS-CGSTAB2, and CSCGS all converge with errors \( \leq 10^{-18} \).

Example so that

\[
A = \begin{pmatrix}
\epsilon & 1 \\
-1 & \epsilon
\end{pmatrix} \otimes I_{N/2},
\]

we see that as \( \epsilon \) gets small, CS-CGSTAB exhibits poor numerical results whereas CS-CGSTAB2 converges in the first \( 2 \times 2 \) step as in the Example 1.

### Table 4

**Example 2**

<table>
<thead>
<tr>
<th>( \epsilon )</th>
<th>Bi-CGSTAB</th>
<th>BiCGSTAB2</th>
<th>BiCGSTAB(2)</th>
<th>CGS</th>
<th>CS-CGSTAB</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^{-4} )</td>
<td>( 2.1 \times 10^{-12} )</td>
<td>( 2.9 \times 10^{-13} )</td>
<td>( 2.9 \times 10^{-15} )</td>
<td>( 2.5 \times 10^{-8} )</td>
<td>( 2.3 \times 10^{-15} )</td>
</tr>
<tr>
<td>( 10^{-8} )</td>
<td>( 2.0 \times 10^{-8} )</td>
<td>bd</td>
<td>( 1.0 \times 10^{-8} )</td>
<td>( 1.0 \times 10^{0} )</td>
<td>( 7.6 \times 10^{-10} )</td>
</tr>
<tr>
<td>( 10^{-12} )</td>
<td>( 1.2 \times 10^{-4} )</td>
<td>( 2.7 \times 10^{1} )</td>
<td>( 1.0 \times 10^{-12} )</td>
<td>( 1.3 \times 10^{8} )</td>
<td>bd</td>
</tr>
</tbody>
</table>

bd: Encountered breakdown

CS-CGSTAB2 converged each time with error \( \leq 10^{-16} \).

**Example 3.** To emphasize the point made in Example 2, we pick a random skew-symmetric matrix with dimension \( N = 20 \) and a random right hand side. All the methods mentioned above either diverge or break down, except for CS-CGSTAB2 and BiCGSTAB(2), which achieve residual tolerance \( 10^{-11} \) in 24 iterations.

**Example 4.** We now show an example using a matrix which comes from the Harwell-Boeing set of sparse test matrices [11]. It is a discretization of the convection-diffusion equation:

\[
L(u) = -\Delta u + 100(\partial u_x + \partial u_y) - 100u
\]

on the unit square for a \( 63 \times 63 \) grid. We use a random right hand side, zero initial guess, and no preconditioning. Figure 1 plots the true residual norm for Bi-CGSTAB, BiCGSTAB(2), CS-CGSTAB, and CS-CGSTAB2 versus the number of iterations taken, and Figure 2 shows the number of matrix-vector products. We have chosen a right hand side which yields some numerical instability for Bi-CGSTAB due to a near pivot breakdown around step 135 which results in convergence stagnation. Taking composite steps in this case overcomes this problem. We also see the advantage of the 2-dimensional minimization steps in the convergence behavior of BiCGSTAB(2) and CS-CGSTAB2.
The stepping strategy that we have described and implemented is conservative in that a $2 \times 2$ step is chosen whenever there is a peak in the residual convergence. If the result of the composite step is only a slight improvement, the extra cost it takes to perform a $2 \times 2$ step would be wasted. However, in practice, this increase in cost is relatively small. For example, in this particular problem, 96 of the steps taken in CS-CGSTAB are $2 \times 2$ steps and 50 $2 \times 2$ steps are taken in CS-CGSTAB2. We see that the composite step methods require only about 15% more matrix-vector products in this example.

6. Best Approximation Results. Until recently, there has been very little theory known on the convergence of the Biconjugate gradient algorithm or other related methods. When Bank and Chan introduced CSBCG in [3], they also included a proof of a “best approximation” result for BCG. It is based on an analysis by Aziz and Babuška [1] and is similar to the analysis of the Petrov-Galerkin methods in finite element theory. Specifically, if we let $M_k$ be any symmetric positive definite matrix and define the norm $\|v\|_k^2 = v^t M_k v$, then Bank and Chan showed that the BCG error term $e_k^{BCG} = x - x_k^{BCG} = \phi_k(A)e_0$ can be bounded as follows:

$$\|e_k^{BCG}\|_* \leq (1 + \Gamma/\delta) \inf_{\phi, \phi_k(0) = 1} \|\phi(M_k^{1/2} A M_k^{-1/2})\|_2 \|e_0\|_*,$$

where $\Gamma$ and $\delta$ are constants independent of $k$ determined from inequalities involving $v \in V_k$ and $w \in W_k$, where $V_k$ and $W_k$ are the Krylov subspaces generated by the Lanczos method at the $k^{th}$ step:

$$|w^t A v| \leq \Gamma \|v\|_* \|w\|_*;$$
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\[ \inf_{v \in V_k} \sup_{w \in V_k} w^T A v \geq \delta_k > 0. \]

\[ \|v\|_* = 1 \|w\|_* = 1 \]

Moreover, if we define the Lanczos tridiagonal matrix \( T_k = W_k^T A V_k \) and its LU-factorization \( T_k = L_k D_k U_k \), and define \( M_k \equiv W_k U_k^T (D_k^T D_k)^{1/2} U_k W_k^T \), they showed that \( \Gamma = \delta = 1 \).

This result establishes convergence of BCG in the case where there are no breakdowns because then \( M_k \) is well-defined and symmetric positive definite. If this were not the case, the tridiagonal matrix \( T_k \) would be singular and such an \( M_k \) would not be positive definite. However, this result can be extended to cover situations with breakdown. For example, assuming no Lanczos breakdowns, the composite step approach does yield an \( M_k \) matrix based on a factorization of \( T_k \) which may involve \( 2 \times 2 \) blocks, and hence, the above result applies to the error \( e_k \) corresponding to the well-defined iterates \( x_k \) [2]. In principle, if we add a look-ahead method to handle the Lanczos breakdowns to this, we can prove convergence of BCG for cases where both breakdowns occur.

Note that in general, simple upper bounds for the term

\[ \inf_{\phi_k : \phi_k(0) = 1} ||\phi_k \left( M_k^{\frac{1}{2}} A M_k^{-\frac{1}{2}} \right) ||_2 \]

are known only for special cases. For example, if we assume that the eigenvalues of \( A \) are contained in an ellipse in the complex plane which does not contain the origin, then, due to a result by Manteuffel [22], the quantity (36) can be bounded by a value dependent on the foci of the ellipse.

The product methods discussed earlier (CGS and Bi-CGSTAB) both involve the BCG polynomial. Hence, we can use the result in (35) to establish bounds on these
methods as well. We first prove a lemma which will be used in the derivation of both bounds for CGS and Bi-CGSTAB.

**Lemma 1.** For any matrix $A \in \mathbb{R}^{N \times N}$ and vector $v \in \mathbb{R}^N$,

$$\|M^\frac{1}{2} AM^{-\frac{1}{2}}\|_2 \|v\|_2 \leq \|M^\frac{1}{2} AM^{-\frac{1}{2}}\|_2 \|v\|_2$$

**Proof.** By definition, $\|w\|_2 = \|M^\frac{1}{2} w\|_2$, and thus,

$$\|M^\frac{1}{2} AM^{-\frac{1}{2}}\|_2 \|M^\frac{1}{2} v\|_2 \leq \|M^\frac{1}{2} AM^{-\frac{1}{2}}\|_2 \|M^\frac{1}{2} v\|_2 \leq \|M^\frac{1}{2} AM^{-\frac{1}{2}}\|_2 \|v\|_2.$$

We now use this to estimate a bound on the CGS method and show the squaring effect on the convergence rate.

**Theorem 1.** Let $e_k^{CGS} = \phi_k^2(A)e_0$. Then

$$\|e_k^{CGS}\|_2 \leq c_1 \left( \inf_{\phi_k : \phi_k(0) = 1} \|\phi_k(M_k^\frac{1}{2} AM_k^{-\frac{1}{2}})\|_2 \right)^2 \|e_0\|_2.$$

**Proof.** Applying Lemma 1 to $\|e_k^{CGS}\|_2$, we get

$$\|e_k^{CGS}\|_2 = \|e_k(A)e_0\|_2 \leq \|e_k(M_k^\frac{1}{2} AM_k^{-\frac{1}{2}})\|_2 \|e_k(A)e_0\|_2 \leq \|e_k(M_k^\frac{1}{2} AM_k^{-\frac{1}{2}})\|_2 \|e_k(BCG)\|_2 \leq c_1 \left( \inf_{\phi_k : \phi_k(0) = 1} \|\phi_k(M_k^\frac{1}{2} AM_k^{-\frac{1}{2}})\|_2 \right)^2 \|e_0\|_2.$$

Next we show convergence of the Bi-CGSTAB method and how the convergence rate of BCG is decreased further by the effect of the steepest descent.

**Theorem 2.** Let $e_k^{BCGSTAB} = \tau_k(A)\phi_k(A)e_0$. Also, let $\tilde{A} = M^\frac{1}{2} AM_k^{-\frac{1}{2}}$, and define $S$ to be the symmetric part of $\tilde{A}$ (i.e., $S = \frac{1}{2}(\tilde{A} + \tilde{A}^T)$). Then if $S$ is positive definite,

$$\|e_k^{BCGSTAB}\|_2 \leq c_2 \left( 1 - \frac{\lambda_{min}(S)^2}{\lambda_{max}(\tilde{A}^T \tilde{A})} \right)^\frac{1}{2} \left( \inf_{\phi_k : \phi_k(0) = 1} \|\phi_k(\tilde{A})\|_2 \right) \|e_0\|_2.$$ 

**Proof.** First note that we can bound

$$\min_{\tau_k \in \mathcal{P}_k} \|\tau_k(\tilde{A})\|_2 \leq \left( 1 - \frac{\lambda_{min}(S)^2}{\lambda_{max}(\tilde{A}^T \tilde{A})} \right)^\frac{1}{2}$$

by applying the proof in Theorem 3.3 of (Eisenstat, Elman, and Schultz, [12]) to the matrix $\tilde{A}$. Combining this fact with Lemma 1, we can establish the following bound.

$$\|e_k^{BCGSTAB}\|_2 = \min_{\tau_k \in \mathcal{P}_k} \|\tau_k(A)\phi_k(A)e_0\|_2 \leq \min_{\tau_k \in \mathcal{P}_k} \left( \|\tau_k(M_k^\frac{1}{2} AM_k^{-\frac{1}{2}})\|_2 \|\phi_k(A)e_0\|_2 \right)$$
\[ \leq \left( \min_{\tau_k \in \mathcal{P}_n} \| \tau_k(\tilde{A}) \|_2 \right) \| \phi_k(A)e_0 \|_\ast \]
\[ \leq \left( 1 - \frac{\lambda_{\min}(S)^2}{\lambda_{\max}(\tilde{A}^T \tilde{A})} \right)^{\frac{1}{2}} \| e_{BCG}^a \|_\ast \]
\[ \leq c_2 \left( 1 - \frac{\lambda_{\min}(S)^2}{\lambda_{\max}(\tilde{A}^T \tilde{A})} \right)^{\frac{1}{2}} \left( \inf_{\phi_k : \phi_k(0) = 1} \| \phi_k(\tilde{A}) \|_2 \right) \| e_0 \|_\ast. \]

Recently, Barth and Manteuffel [4] have shown that the constant \((1 + \Gamma/\delta)\) in (35) can be improved to 1. In other words, \(e_{BCG}^a\) is minimized over \(K_n\) in the \(\| \cdot \|_\ast\) norm. Correspondingly, the constants \(c_1\) and \(c_2\) in Theorems 1 and 2 can be improved to 1.

7. Conclusions. In conclusion, we have presented two new methods which are improvements on the Bi-CGSTAB algorithm using the composite step technique to increase numerical stability. They require only a minimal modification of the Bi-CGSTAB algorithm and cure the pivot breakdowns. One of the variants simultaneously cures the additional breakdown in Bi-CGSTAB due to skew-symmetric \(A\). We employ an adaptive stepping strategy and the new methods do not require any user specified tolerance parameters. Numerical experiments support the improved convergence behavior of the new methods. Finally, convergence rate estimates were proved for the product methods Bi-CGSTAB, CGS, and their composite step counterparts.
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