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§1 Introduction

In this paper we are concerned with the construction of efficient numerical methods for matrix problems arising from finite element methods for elliptic partial differential equations. In practical computations, the standard nodal basis for the finite element space is often chosen as the computational basis and the resulting matrices are ill-conditioned. Our objective is to seek a substitution for the standard nodal basis so that the stiffness matrix arising from the new basis is well-conditioned.

A computationally feasible basis should possess the following properties: (a) the basis functions must be computable and have local support; (b) the resulting stiffness matrix is sparse and well-conditioned. This paper will introduce a wavelet-like method proposed by the authors in [41] which can be employed to construct a new basis with the above mentioned features for the finite element application to elliptic problems.

The method has a very close relation with the multiresolution (or multiscalar) decompositions exploited especially in the wavelet literature (e.g., [17], [14]). In our approach, the requirements on the $L^2$-orthogonality and the existence of a single generating function $\phi$ (more precisely, $\phi$ generates an orthogonal basis by dilation and translation as in $\{\phi(\ldots 2^{-n}\ldots), \; i \in \mathbb{Z}\}$) commonly imposed in the wavelet literature (see Mallat [26] for details) are relaxed in order to have a computationally feasible basis. The basic idea lies behind approximating the wavelets without deteriorating their stability, yielding a stable Riesz basis for the finite element space under consideration.
Attempts in the search of a stable Riesz basis with some restrictions, either on the mesh or on the analysis, have been made in Griebel and Oswald [20], Kotyczka and Oswald [24], and Stevenson [33, 34]. For a recent comparative study on the construction of economical Riesz bases for Sobolev spaces we refer to Lorentz and Oswald [25].

Our method is general and provides a satisfactory answer for most of the elliptic equations. The method is based on modifying the existing (unstable) hierarchical basis by using operators which are approximations of the $L^2$–projections onto coarse finite element spaces. A similar approach was used by Jaffard [22] in the seeking of a wavelet basis for finite element spaces. In [22], the construction starts with the standard nodal basis functions which are transformed to an orthogonal multiresolution basis based on an explicit orthogonalization procedure exploiting wavelets in each subspace $W_j$ of $V_j$. Here $W_j$ is the $L^2$–orthogonal complement of the finite element space $V_{j-1}$ in the next fine finite element space $V_j$. The latter procedure generally leads to basis functions that are not locally supported but have good decay rates and hence allow for locally-supported approximations. The method proposed in Vassilevski and Wang [41] can be regarded as an approximation of the wavelet basis in [22]; the approximate-wavelet basis functions are locally-supported and, therefore, computationally feasible.

There are two alternatives in the implementation of the approximate-wavelet basis in practical computation. In the first approach, one first computes an explicit form for each new basis function and then assembles the global stiffness matrix corresponding to the new basis. The major drawback for this approach is the difficulty on the assembly of the global stiffness matrix; the robustness corresponding to the standard nodal basis is no longer retained for the new basis. In the second approach, one makes use of the standard nodal basis as the computational one and constructs a preconditioner for the stiffness matrix by using the new basis functions. This is possible because most of the iterative algorithms such as the CG method require only the action of the stiffness matrix on vectors. Thus, the technique of basis changing can be employed to compute the action of the matrix corresponding to the new basis. The second approach can be viewed as a "black–box fix" of the conditioning of the standard nodal basis stiffness matrices. Details can be found in §8.

The organization of the present paper is as follows. Section 2 contains some preliminaries and the problem formulation in an abstract Hilbert space setting. The importance of having a stable Riesz basis and its relation to the conditioning of discrete matrix problems, especially those from the finite element discretization, is the topic of §3. Specific examples of second order elliptic PDEs are presented in §4. Section 5 discusses the basic idea in constructing multilevel direct space decompositions. The hierarchi-
cal basis of Yserentant [44] is reviewed in §6. Section 7 contains a detailed discussion of the wavelet-like method in constructing a stable basis. The implementation issues, including two basic preconditioning schemes (namely the additive and multiplicative algorithms) and the construction of the approximate $L^2$–projections, are discussed in §8. Finally, some numerical results are presented in §9 for convection–diffusion problems to confirm the theory developed in previous sections.

§2 Preliminaries and basic problems

This preliminary section introduces the basic problem we are concerned about in this paper. Let $H$ be a Hilbert space equipped with the inner product $(\cdot, \cdot)$ such that

$$H \subseteq V \subseteq H',$$  \hspace{1cm} (2.1)

where $H$ is dense in another Hilbert space $V$ with inner product $(\cdot, \cdot)_0$, and $H'$ is the dual of $H$ with respect to the pairing of $V$ defined by the inner product $(\cdot, \cdot)_0$. Assume that the imbedding from $H$ to $V$ is continuous. More precisely, there exists a constant $\varrho > 0$ satisfying

$$\|u\|_0 \leq \varrho\|u\| \quad \forall u \in H. \hspace{1cm} (2.2)$$

Here $\|\cdot\| = \sqrt{(\cdot, \cdot)}$ indicates the norm in the Hilbert space $H$ and $\|\cdot\|_0 = \sqrt{(\cdot, \cdot)_0}$ that of $V$.

Let $a(\cdot, \cdot)$ be a bounded bilinear form defined on $H \times H$, satisfying the following inf–sup condition of Ladyzhenskaya, Babuška, and Brezzi:

$$\sup_{w \in H} \frac{a(v, w)}{\|w\|} \geq \beta\|v\| \quad \forall v \in H, \hspace{1cm} (2.3)$$

where $\beta > 0$ is a fixed constant. We are interested in approximate solutions of the following problem:

Given $f \in H'$, find $u \in H$ satisfying

$$a(u, \psi) = f(\psi) \quad \forall \psi \in H. \hspace{1cm} (2.4)$$

It is well-known that if $a(\cdot, \cdot)$ is symmetric and $H$–coercive (i.e., there exists a positive $\alpha$ satisfying $a(v, v) \geq \alpha\|v\|^2$ for all $v \in H$), then the problem (2.4) is equivalent to the minimization problem for the quadratic functional $J(v) = \frac{1}{2}a(v, v) - f(v)$.

To approximate (2.4), let $\{H_k\}_{k=1}^\infty$ be a sequence of finite dimensional subspaces of $H$ satisfying the following approximation property: For any $v \in H$ one has
\[
\lim_{k \to \infty} \inf_{\phi \in H_k} \| v - \phi \| = 0. \tag{2.5}
\]

The well-known Galerkin method for (2.4) seeks \( u_k \in H_k \) such that
\[
a(u_k, \psi_k) = f(\psi_k) \quad \forall \psi_k \in H_k. \tag{2.6}
\]

In order to have a well-posed discrete problem (2.6), we assume the following discrete inf-sup condition: There exists a constant \( \beta_k > 0 \) such that
\[
\sup_{w \in H_k} \frac{a(v, w)}{\| w \|} \geq \beta_k \| v \| \quad \forall v \in H_k. \tag{2.7}
\]

It is known that if (2.7) holds true, then the Galerkin problem (2.6) has a unique solution in the subspace \( H_k \). Interested readers are referred to [18] and [11] for more details.

In practical computation, we usually formulate a matrix problem for (2.6) by choosing a suitable basis for the subspace \( H_k \). More precisely, let \( \{ \phi_i^{(k)} : \quad i = 1, 2, \ldots, n_k \} \) be a computational basis of \( H_k \). Expand the approximate solution \( u^{(k)} \) in terms of this basis, yielding
\[
u^{(k)} = \sum_{i=1}^{n_k} c_i \phi_i^{(k)}. \tag{2.8}
\]

Let \( u^{(k)} = (c_1, c_2, \ldots, c_{n_k})^T \) be the coordinates of \( u^{(k)} \). It is not hard to see that the vector \( u^{(k)} \) is given as the solution of the following linear system:
\[
A^{(k)} u^{(k)} = f^{(k)}, \tag{2.9}
\]

where the right-hand side vector \( f^{(k)} \) is defined as follows:
\[
f^{(k)} = (b_1, b_2, \ldots, b_{n_k})^T \quad \text{with} \quad b_i = f(\phi_i^{(k)}). \tag{2.10}
\]

The matrix is given by \( A^{(k)} = \{ a(\phi_j^{(k)}, \phi_i^{(k)}) \}_{i,j=1}^{n_k} \). One may view \( A^{(k)} \) as a linear operator on \( H_k \) defined, for any \( v = \sum_{i=1}^{n_k} v_i \phi_i^{(k)} \in H_k \), by
\[
A^{(k)} v = \sum_{i=1}^{n_k} c_i \phi_i^{(k)}, \quad \text{where} \quad c_i = \sum_{j=1}^{n_k} a(\phi_j^{(k)}, \phi_i^{(k)}) v_j. \tag{2.11}
\]

Of main interest in this paper, we study techniques for solving the linear system (2.9) by iterative methods. It is known that the conditioning of the matrices \( A^{(k)} \) is of great importance in practical computation. Let
Wavelet–Like Multilevel Preconditioning

us see how the condition number of $A^{(k)}$ is related to the choice of the basis
$\Phi^{(k)} \equiv \{ \phi^{(k)}_i \}_{i=1}^{n_k}$ and the discrete inf–sup condition (2.7).

For any $v \in H_k$, denote in the bold face the coordinates of $v$ with
respect to the basis $\Phi^{(k)}$. Namely, the vectors $v = (v_1, v_2, \ldots, v_{n_k})^T$ and $v$
are related as follows:

$$v = \sum_{i=1}^{n_k} v_i \phi^{(k)}_i.$$  \hspace{2cm} (2.12)

Introduce a new inner-product in $H_k$ by using the basis $\{ \phi^{(k)}_i \}_{i=1}^{n_k}$ as follows:

$$\langle v, w \rangle_{k,0} = \sum_{i=1}^{n_k} v_i w_i \equiv v \cdot w.$$ \hspace{2cm} (2.13)

Denote by $\|v\|_{k,0} = \sqrt{\langle v, v \rangle_{k,0}}$ the norm induced by the new inner-product.
Recall that the condition number of the matrix $A^{(k)}$ is defined by

$$\kappa(A^{(k)}) = \|A^{(k)}\| \|A^{(k)^{-1}}\|,$$ \hspace{2cm} (2.14)

where $\|A^{(k)}\|$ indicates the norm of the matrix $A^{(k)}$ with respect to the new
norm $\| \cdot \|_{k,0}$ in the vector space $H_k$. The following result can be checked easily.

**Theorem 1.** Assume that there are positive constants $\varrho_{k,1}$ and $\varrho_{k,2}$ satisfying

$$\varrho_{k,1} \|v\|_{k,0} \leq \|A^{(k)}v\|_{k,0} \leq \varrho_{k,2} \|v\|_{k,0}.$$  \hspace{2cm} (2.15)

Then, $\kappa(A^{(k)}) \leq \frac{\varrho_{k,2}}{\varrho_{k,1}}$. The best estimate for $\varrho_{k,1}$ and $\varrho_{k,2}$ is given by

$$\varrho_{k,2} = \sup_{v \in H_k, \|v\|_{k,0} = 1} \|A^{(k)}v\|_{k,0},$$

$$\varrho_{k,1} = \inf_{v \in H_k, \|v\|_{k,0} = 1} \|A^{(k)}v\|_{k,0}.$$ \hspace{2cm} (2.16)

Moreover, one has $\kappa(A^{(k)}) = \frac{\varrho_{k,2}}{\varrho_{k,1}}$ for the best estimate of $\varrho_{k,i}$.

In fact, the inequality (2.15) implies the following

$$\|A^{(k)}\| \leq \varrho_{k,2} \quad \|A^{(k)^{-1}}\| \leq 1/\varrho_{k,1},$$ \hspace{2cm} (2.17)

which verifies the validity of the theorem. Therefore, it suffices to establish
an estimate like (2.15) in order to gain some knowledge on the condition
number of the matrix $A^{(k)}$. 

§3 Matrix conditioning and stable Riesz bases

Our objective in this section is to figure out the connection between the condition number of $A^{(k)}$ and the selection of the basis $\{\phi_i^{(k)}\}_{i=1}^{n_k}$ for $H_k$. To this end, we derive the inequality (2.15) by using the \textit{inf-sup} condition.

First, notice that for any $v \in H_k$

$$||A^{(k)}v||_{k,0} = \sup_{w \in H_k, ||w||_{k,0}=1} \langle A^{(k)}v, w \rangle_{k,0}. \quad (3.1)$$

The definition of $A^{(k)}$ (see (2.11)) implies that

$$\langle A^{(k)}v, w \rangle_{k,0} = a \left( \sum_{j=1}^{n_k} v_j \phi_j^{(k)}, \sum_{i=1}^{n_k} w_i \phi_i^{(k)} \right) = a(v, w). \quad (3.2)$$

It follows that

$$||A^{(k)}v||_{k,0} = \sup_{w \in H_k, ||w||_{k,0}=1} a(v, w). \quad (3.3)$$

By letting

$$\xi_{k,2} = \sup_{v \in H_k} \sup_{w \in H_k} \frac{a(v, w)}{||v||_{k,0}||w||_{k,0}}, \quad (3.4)$$

one obtains the following

$$||A^{(k)}v||_{k,0} \leq \xi_{k,2} ||v||_{k,0}. \quad (3.5)$$

Next, by letting

$$\xi_{k,1} = \inf_{v \in H_k} \sup_{w \in H_k} \frac{a(v, w)}{||v||_{k,0}||w||_{k,0}}, \quad (3.6)$$

one has the following estimate from below:

$$||A^{(k)}v||_{k,0} \geq \xi_{k,1} ||v||_{k,0}. \quad (3.7)$$

To summarize, we have proved the following result:

\textbf{Theorem 2.} If $\xi_{k,1}$ and $\xi_{k,2}$ are given by (3.6) and (3.4), respectively, then the estimate (2.15) holds true. Consequently, the condition number of the matrix $A^{(k)}$ is bounded by $\frac{\xi_{k,2}}{\xi_{k,1}}$.

The question now is on the determination of the constants $\xi_{k,1}$ and $\xi_{k,2}$. We would like to select a basis $\{\phi_i^{(k)}\}_{i=1}^{n_k}$ for $H_k$ so that the ratio (or the condition number of $A^{(k)}$) $\frac{\xi_{k,2}}{\xi_{k,1}}$ is as small as possible.

As our first consideration, we assume that $\{\phi_i^{(k)}\}_{i=1}^{n_k}$ is an orthonormal basis with respect to the original inner product $(\cdot, \cdot)$ of $H$. It is clear that
the corresponding discrete norm \( \| \cdot \|_{k,0} \) is the same as the original norm \( \| \cdot \| \) in \( H_k \). Therefore, the constant \( \varrho_{k,2} \) is bounded from above by the norm of the bilinear form \( a(\cdot, \cdot) \). Similarly, the constant \( \varrho_{k,1} \) is bounded from below by the parameter \( \beta_k \) in the inf-sup condition (2.7). Since in practical problems, the norm of \( a(\cdot, \cdot) \) and the parameter \( \beta_k \) stays uniformly bounded in terms of \( k \), then the condition number of \( A^{(k)} \) is uniformly bounded.

It is, of course, impractical to assume the existence of an orthonormal basis \( \{ \phi^{(k)}_i \}_{i=1}^{n_k} \) which is also computationally feasible. The next best thing to an orthonormal basis is the Riesz basis in any Hilbert space. We recall that in the Hilbert space \( H \), a Riesz basis is a basis \( \{ \psi_i \}_{i=1}^{\infty} \) of \( H \) satisfying

\[
\sigma_1 \| v \|^2 \leq \sum_{i=1}^{\infty} c_i^2 \leq \sigma_2 \| v \|^2 \quad \forall v \in H, \tag{3.8}
\]

where \( v = \sum_{i=1}^{\infty} c_i \psi_i \) and \( \| \cdot \| \) indicates the original norm in \( H \); \( \sigma_1 \) and \( \sigma_2 \) are two absolute constants. Here we have assumed that the Hilbert space is separable.

**Remark 1:** The strong norm \( \| \cdot \| \) in the Hilbert space \( H \) was used in the definition of the Riesz stability (3.8). Notice that \( H \) is a subspace of \( V \). Thus, it would be feasible to discuss the Riesz property with respect to the norm \( \| \cdot \|_0 \) of \( V \). In practical applications, \( V \) often represents \( L^2(\Omega) \) and \( \| \cdot \|_0 \) denotes the corresponding \( L^2 \)-norm. In the wavelet literature, the Riesz property is commonly studied with respect to the \( L^2 \)-norm. But the ultimate goal in the preconditioning analysis is to establish estimates such as (3.8) since (3.8) implies that the discretization matrix \( A^{(k)} \) is well-conditioned.

We now go back to the finite dimensional subspace \( H_k \) of \( H \). Similar to (3.8), we assume that there exist constants \( \sigma_1^{(k)} \) and \( \sigma_2^{(k)} \) such that

\[
\sigma_1^{(k)} \| v \|^2 \leq \sum_{i=1}^{n_k} c_i^2 \leq \sigma_2^{(k)} \| v \|^2 \quad \forall v \in H_k. \tag{3.9}
\]

Observe that the condition (3.9) can be rewritten as

\[
\sigma_1^{(k)} \| v \|^2 \leq \| v \|_{k,0}^2 \leq \sigma_2^{(k)} \| v \|^2 \quad \forall v \in H_k. \tag{3.10}
\]

Since \( \{ \phi^{(k)}_i \}_{i=1}^{n_k} \) is assumed to be a basis of \( H_k \), the equivalence relation (3.10) obviously holds for some constants \( \sigma_1^{(k)} \) and \( \sigma_2^{(k)} \) with

\[
\sigma_2^{(k)} = \sup_{v \in H_k, \| v \|_{k,0} = 1} \| v \|_{k,0}^2 \tag{3.11}
\]
and
\[ \sigma_1^{(k)} = \inf_{v \in H_k, \|v\| = 1} \|v\|_k^2. \]

(3.12)

The important thing is that one should have some control on the ratio \( \sigma_2^{(k)}/\sigma_1^{(k)} \).

**Definition 1.** The family \( \{ \Phi^{(k)} \equiv \{ \phi_i^{(k)} \}_{i=1}^{n_k} \} \) is said to be a uniformly stable family of Riesz bases for \( \{ H_k \} \) if the quotient \( \sigma_2^{(k)}/\sigma_1^{(k)} \) of the Riesz bounds in (3.9) is bounded uniformly with respect to \( k \rightarrow \infty \); i.e., if there exists a constant \( M \) independent of \( k \) such that
\[ \sigma_2^{(k)}/\sigma_1^{(k)} \leq M, \]

(3.13)

for any \( k = 1, 2, \ldots \).

The rest of this section explains the importance of having a stable Riesz basis.

First we estimate the parameter \( \varrho_{k,2} \) defined in (3.4). Let \( \|a\| \) denote the norm of the bilinear form \( a(\cdot, \cdot) \). Then,
\[
\varrho_{k,2} = \sup_{v \in H_k} \sup_{w \in H_k} \frac{a(v, w)}{\|v\|_k \|w\|_k} \\
\leq \sup_{v \in H_k} \sup_{w \in H_k} \frac{a(v, w)}{\|v\| \|w\|} \sup_{v \in H_k} \sup_{w \in H_k} \frac{\|v\| \|w\|}{\|v\|_k \|w\|_k} \\
= \|a\| \sup_{v, w \in H_k} \frac{\|v\| \|w\|}{\|v\|_k \|w\|_k} \leq \|a\|/\sigma_1^{(k)}. \]

(3.14)

Next, we estimate the parameter \( \varrho_{k,1} \) as follows:
\[
\varrho_{k,1} = \inf_{v \in H_k} \sup_{w \in H_k} \frac{a(v, w)}{\|v\|_k \|w\|_k} \\
\geq \inf_{v \in H_k} \sup_{w \in H_k} \frac{a(v, w)}{\|v\| \|w\|} \inf_{w \in H_k} \|w\|_k \\
\geq \inf_{v \in H_k} \sup_{w \in H_k} \frac{a(v, w)}{\|v\| \|w\|} \inf_{v \in H_k} \|v\|_k \inf_{w \in H_k} \|w\|_k \\
\geq \beta_k/\sigma_2^{(k)}. \]

(3.15)

It follows that \( \varrho_{k,2}/\varrho_{k,1} \leq \frac{\|a\| \sigma_1^{(k)}}{\beta_k \sigma_2^{(k)}} \). The result can be summarized as follows:
Theorem 3. Let \( \{\phi_i^{(k)}\}_{i=1}^{n_k} \) be a computational basis of \( H_k \) satisfying (3.10). Then the condition number of the matrix \( A^{(k)} \) arising from the basis \( \{\phi_i^{(k)}\}_{i=1}^{n_k} \) is bounded by,

\[
\kappa(A^{(k)}) \leq \frac{\|a\|}{\beta_k} \frac{\sigma_2^{(k)}}{\sigma_1^{(k)}}. \tag{3.16}
\]

Consequently, the condition number of \( A^{(k)} \) is uniformly bounded for stable Riesz bases \( \{\phi_i^{(k)}\}_{i=1}^{n_k} \), provided that the discrete inf-sup condition (2.7) holds true with uniformly bounded constants \( \beta_k \) from below by some \( \beta^* > 0 \).

The conditioning estimate in Theorem 3 contains two important factors: \( \|a\|/\beta_k \) and \( \sigma_2^{(k)}/\sigma_1^{(k)} \). The first one depends on the norm of the given bilinear form and the stability constant \( \beta_k \) from the discrete inf-sup condition. In practical computations, the space \( H_k \) must be so constructed that ensures the boundedness of \( \beta_k \) from below by some fixed \( \beta^* > 0 \). This is the case for the model problems and their discretization spaces to be considered in §4. The second factor is basis-dependent. More precisely, it is a characterization of the difference between the discrete coefficient norm \( \| \cdot \|_{k,0} \) and the continuous norm \( \| \cdot \| \). Stable Riesz bases are important because the corresponding discretization matrices are well-conditioned. Thus, simple iterative methods such as the conjugate gradient (CG) can be successfully applied to solve the matrix problem from the Galerkin discretization with a geometric rate of convergence. As is well-known, the convergence factor is bounded by \( \sqrt{\kappa - 1} \), where \( \kappa = \kappa(A^{(k)}) \leq \|a\|/\beta_k \sigma_2^{(k)}/\sigma_1^{(k)} \). For nonsymmetric problems, one could apply the CG method to the normal equation or the GMRES method to \( A^{(k)} \). For symmetric and indefinite problems, the MINRES (minimum residual) algorithm would be a good choice. The convergence rate is no worse than that of the CG method applied to \( A^{(k)} \).

There is another practical criterion in the choice of the basis \( \{\phi_i^{(k)}\}_{i=1}^{n_k} \). It is of great practical importance to represent the matrix entries of \( A^{(k)} \) as sparse as possible. This is trivially achieved (assuming \( a(\cdot, \cdot) \) is symmetric and positive definite) if the basis is \( a(\cdot, \cdot) \)-orthogonal. Thus, the matrix \( A^{(k)} \) admits diagonal forms and only \( n_k \) entries need to be stored. Such a situation is too special and rarely happens in practice. In general, we assume that the basis is computationally feasible in the sense that the basis function are computable and the corresponding matrix \( A^{(k)} \) is sparse (the number of nontrivial entries in the matrix is of order \( O(n_k) \)). This is the case in practice for the standard nodal bases of finite element spaces \( H_k \) if the bilinear form arises from partial differential equations. However,
this choice will not make a stable Riesz basis for most of the PDEs. The following section contains a detailed discussion on this aspect.

§ 4 Model problems

Here we consider some model problems of (2.4) in partial differential equations. Boundary value problems for the second order elliptic equations are of major consideration in this discussion. Finite element methods will be applied to approximate the solution defined on an open bounded domain \( \Omega \) in \( \mathbb{R}^d \) with \( d = 2 \) or 3.

4.1 Second-order elliptic equations

Consider the homogeneous Dirichlet boundary value problem for the following second-order elliptic equation:

\[
\mathcal{L}(u) = -\nabla \cdot (a(x)\nabla u) + b(x) \cdot \nabla u + c(x)u = f(x), \quad x \in \Omega, \quad (4.1.1)
\]

where \( a = a(x) \) is a symmetric and positive definite matrix with bounded and measurable entries, \( b = b(x) \) and \( c = c(x) \) are given bounded functions, \( f = f(x) \) is a function in \( H^{-1}(\Omega) \).

Note that we do not intend to consider problems which are convection-dominated.

Let \( H^1(\Omega) \) be the standard Sobolev space equipped with the norm:

\[
\|u\|_1 = \left( \|u\|_0^2 + \|\nabla u\|_0^2 \right)^{1/2} \quad \forall u \in H^1(\Omega). \quad (4.1.2)
\]

Here \( \|\cdot\|_0 \) stands for the \( L^2 \)-norm. Let \( H_0^1(\Omega) \) be the closed subspace of \( H^1(\Omega) \) consisting of functions with vanishing boundary values. The following relation is well-known:

\[
H_0^1(\Omega) \subset L^2(\Omega) \subset H^{-1}(\Omega). \quad (4.1.3)
\]

A weak form for the Dirichlet problem of (4.1.1) seeks \( u \in H^1_0(\Omega) \) satisfying

\[
b(u,v) = f(v) \quad \forall v \in H^1_0(\Omega), \quad (4.1.4)
\]

where

\[
b(u,v) = \int_\Omega (a(x)\nabla u \cdot \nabla v + b(x) \cdot \nabla u v + c(x)uv) \, dx \quad (4.1.5)
\]

and \( f(v) \) is the action of the linear functional \( f \) on \( v \).

Assume that the problem (4.1.4) has a unique solution. Then the inf-sup condition (2.3) is satisfied for the bilinear form \( b(\cdot, \cdot) \) defined on \( H^1_0(\Omega) \times H^1_0(\Omega) \). Let us approximate (4.1.4) by using the Galerkin method with
continuous piecewise polynomials. If $S_h$ denotes the finite element space associated with a prescribed triangulation of $\Omega$ with mesh size $h$, then the Galerkin approximation is given as the solution of the following problem: 

*Find $u_h \in S_h$ satisfying*

$$b(u_h, \psi) = f(\psi) \quad \forall \psi \in S_h.$$  \hspace{1cm} (4.1.6)

It has been shown that the discrete problem (4.1.6) has a unique solution when the mesh size $h$ is sufficiently small. Thus, the discrete inf-sup condition (2.7) is satisfied for this problem. Details can be found from [35, 36].

Choose the standard nodal basis as the computational basis for the finite element space $S_h$. Let $\{\phi_i\}_{i=1}^n$ be the set of nodal basis functions and $A_h$ be the corresponding discrete matrix (also called the global stiffness matrix). The condition number of $A_h$ can be estimated by using Theorem 3. To this end, let us establish the inequality (3.10) for the standard nodal basis. For any $v \in S_h$, let

$$v = \sum_{i=1}^n v_i \phi_i \quad \text{with} \quad v_i = v(x_i),$$  \hspace{1cm} (4.1.7)

where $x_i$ are the interior nodal points of the finite element partition. The relation (3.10) is equivalent to the following:

$$\hat{\sigma}_1 \|v\|_2^2 \leq \sum_{i=1}^n v_i^2 \leq \hat{\sigma}_2 \|v\|_2^2, \quad \forall v \in S_h,$$  \hspace{1cm} (4.1.8)

for some positive constants $\hat{\sigma}_1$ and $\hat{\sigma}_2$. It is not hard to see that

$$\sum_{i=1}^n v_i^2 \simeq h^{-d} \|v\|_0^2.$$  \hspace{1cm} (4.1.9)

It follows that $\hat{\sigma}_2 = O(h^{-d})$. Also, by the standard inverse inequality one sees that $\hat{\sigma}_1$ is bounded from below by a constant proportional to $h^{2-d}$. Thus, from Theorem 3, the condition number of $A_h$ is bounded from above by $Ch^{-2}$ for some constant $C$; the lower bound for its condition number is also bounded from below by some $Ch^{-2}$.

### 4.2 Stokes equations

Consider the problem which seeks $u \in [H_0^1(\Omega)]^d$ and $p \in L^2(\Omega)$ such that

$$-\Delta u + \nabla p = f, \quad \text{in} \ \Omega,$$

$$\nabla \cdot u = 0, \quad \text{in} \ \Omega,$$

$$u = 0, \quad \text{on} \ \partial \Omega,$$  \hspace{1cm} (4.2.1)
where \( \mathbf{f} \in [L^2(\Omega)]^d \) is a given vector-valued function, and \( \partial \Omega \) denotes the boundary of \( \Omega \).

A weak form for the problem (4.2.1) involves the following bilinear form:

\[
\mathcal{A}(u, p; v, w) = (\nabla u, \nabla v)_0 - (\nabla \cdot v, p)_0 - (\nabla \cdot u, w)_0 \tag{4.2.2}
\]

defined on \( \mathcal{W} \times \mathcal{W} \) with \( \mathcal{W} = [H_0^1(\Omega)]^d \times L^2_0(\Omega) \). Here \( L^2_0(\Omega) \) is the closed subspace of \( L^2(\Omega) \) consisting of functions with vanishing mean value. The weak problem seeks \((u, p) \in \mathcal{W}\) satisfying

\[
\mathcal{A}(u, p; v, w) = (f, v) \quad \forall(v, w) \in \mathcal{W}. \tag{4.2.3}
\]

The \( \text{inf-sup} \) condition is satisfied for the bilinear form defined in (4.2.2). Details can be found from [18], [11].

As to the finite element method for (4.2.3), we employ the Hood–Taylor element [21] which satisfies the discrete \( \text{inf-sup} \) condition (with a mild restriction on the triangulation). The Hood–Taylor element is a combination of continuous piecewise linear functions for the pressure variable \( p \) and continuous piecewise quadratic functions for the velocity variable \( u \). Denote by \( \mathcal{W}_h = X_h \times S_h \) the corresponding finite element space, where \( X_h \) contains continuous piecewise quadratic functions and \( S_h \) contains continuous piecewise linear functions for the pressure variable. The finite element approximation \((u_h, p_h) \in \mathcal{W}_h\) satisfies

\[
\mathcal{A}(u_h, p_h; v, w) = (f, v) \quad \forall(v, w) \in \mathcal{W}_h. \tag{4.2.4}
\]

If the standard nodal basis is selected in formulating a matrix problem for (4.2.4), then the condition number of the global stiffness matrix can be estimated by using Theorem 3. More precisely, let \( \{\psi_j\}_{j=1}^m \) be the standard nodal basis of \( X_h \) and \( \{\phi_i\}_{i=1}^n \) that of \( S_h \) as discussed in the previous section. For any \((v, w) \in \mathcal{W}_h \times \mathcal{S}_h \), let

\[
w = \sum_{i=1}^n w_i \phi_i, \tag{4.2.5}
\]

and

\[
v = \sum_{j=1}^m v_j \psi_j. \tag{4.2.6}
\]

Using the inverse inequality and the Poincaré inequality one can derive the following relations:

\[
\sum_{i=1}^n w_i^2 \lesssim h^{-d} \|w\|_0^2, \tag{4.2.7}
\]
and

\[ c_1 h^{2-d} ||v||_1^2 \leq \sum_{j=1}^{m} v_j^2 \leq c_2 h^{-d} ||v||_1^2, \tag{4.2.8} \]

where \( c_1 \) and \( c_2 \) are two absolute constants. Thus, we have from Theorem 3 that the condition number of the global stiffness matrix is bounded by \( Ch^{-2} \).

We emphasize that the poor conditioning for the Stokes problem is caused by the relation (4.2.8) where the \( H^1 \)-norm of \( v \) was approximated by a discrete norm stable in \( L^2 \) only. The equivalence (4.2.7) indicates that the standard nodal basis is a good choice for the pressure variable in the Stokes problem. Therefore, attention should be focused on stabilizing the velocity component in the Stokes equation.

A direct wavelet approach to the Stokes problem has been developed in Dahmen, Kunoth, and Urban [16]. One could also use block–diagonal preconditioners for the saddle–point discretization matrices \( A^{(k)} \) with one block corresponding to Laplace–like preconditioners for the velocity component and a second block corresponding to mass–matrix preconditioners for the pressure unknown in the MINRES method. Details in this approach can be found from Rusten and Winther [31] and Silvester and Wathen [32].

### 4.3 Mixed methods

Here we consider the mixed method for the second order elliptic equation (4.1.1). For simplicity, assume that \( b \equiv 0 \), \( c \equiv 0 \), and the following Dirichlet boundary condition

\[ u = -g \quad \text{on } \partial \Omega \tag{4.3.1} \]

is imposed on the solution. Let

\[ H(\text{div}; \Omega) = \left\{ v : v \in [L^2(\Omega)]^d, \ \nabla \cdot v \in L^2(\Omega) \right\}, \]

which is equipped with the following norm:

\[ ||v||_{H(\text{div}; \Omega)} = \left( \int_{\Omega} (|v|^2 + |\nabla \cdot v|^2) dx \right)^{1/2}. \]

Let \( \alpha(x) = a^{-1}(x) \) be the inverse of the coefficient matrix \( a = \alpha(x) \) and

\[ A(q, u; v, w) = (\alpha(x)q, v)_0 - (\nabla \cdot v, p)_0 - (\nabla \cdot q, w)_0 \]

be a bilinear form defined on \( \mathcal{W} \times \mathcal{W} \) where \( \mathcal{W} \equiv H(\text{div}; \Omega) \times L^2(\Omega) \). Then, a mixed weak form for (4.1.1) with the boundary condition (4.3.1) seeks \( (q, u) \in \mathcal{W} \) satisfying

\[ A(q, u; v, w) = (g, v \cdot n)_{\partial \Omega} - (f, w)_0 \quad \forall (v, w) \in \mathcal{W}, \tag{4.3.2} \]
where $\langle \cdot , \cdot \rangle_{\partial \Omega}$ denotes the inner product in $L^2(\partial \Omega)$.

The $\text{inf-sup}$ condition (2.3) can be verified for the bilinear form $A(\cdot ; \cdot )$. Furthermore, finite element spaces satisfying the discrete $\text{inf-sup}$ condition (2.7) are available for this bilinear form. Details can be found from the book by Brezzi and Fortin [11]. If the standard nodal basis for the finite element space of Raviart and Thomas is employed in practical computation, the condition number of the global stiffness matrix is known to be proportional to $h^{-2}$.

The question is how to stabilize the nodal basis. Observe that in this application, one needs to construct a basis for the mixed finite element space (called $\mathcal{W}_h$) so that the discrete norm is equivalent to the following norm:

$$||(v; w)||^2_{\mathcal{W}} = ||v||^2_{H(\text{div}; \Omega)} + ||w||^2_0.$$  

One sees from above that the standard nodal basis is a good choice for the pressure unknown. Thus, the difficulty is on stabilizing the flux component with the norm in $H(\text{div}; \Omega)$. We do not have a positive answer yet for this stabilization. But the approach of Helmholtz decomposition for vectors might provide a partial answer for problems of two-space variables. The method decomposes each vector-valued function $v$ as follows:

$$v = \text{curl} \phi + \nabla \psi,$$  \hspace{1cm} (4.3.3)

where $\phi$ and $\psi$ are functions in $H^1(\Omega)$. A discrete version of (4.3.3) can be studied in order to apply it to the mixed method. Results for the standard conforming and non-conforming finite elements should be investigated first in this direction. We point out that this approach may have some difficulty for problems of three-space variables.

For multilevel methods relying on the above Helmholtz decomposition, see Vassilevski and Wang [40] and Arnold, Falk, and Winther [1].

In the following sections we will devote ourselves to modifying the nodal bases in the application to second order elliptic problems. Our goal is to construct some stable Riesz bases that are computationally feasible for elliptic equations. More precisely, the basis should be so constructed that the resulting discretization matrices are both well-conditioned and sparse.

§5 Multilevel direct decompositions

To construct a computationally stable basis for the second-order elliptic and the Stokes equations, we take advantage of the fact that the weak problem (2.4) is discretized on a sequence of finite element subspaces. In particular, a sequence of nested subspaces may be possible in practical computations. Our objective in this section is to exploit ways of constructing stable basis by using the information from each approximating subspace.
5.1 The basic idea

The basic idea comes from the fact that an $L^2$ orthonormal basis of wavelets is also $H^1$-stable in applications to partial differential equations. Therefore, wavelet bases are good candidates in formulating matrix problems for (2.6). Since the conventional wavelet bases have complicated structures which limit their application in the numerical methods, we shall focus our attention on approximations of wavelet bases. Below we present a detailed discussion.

Assume that we have a sequence of nested subspaces $\{V_j\}_{j=0}^{\infty}$ satisfying

$$V_0 \subset V_1 \subset \ldots \subset V_k \subset \ldots.$$  \hspace{1cm} (5.1.1)

Each vector space $V_j$ shall be referred to as a coarse subspace of $V_k$ when $j < k$. In applications, they are finite element spaces consisting of continuous piecewise polynomials over a sequence of finite element partitions for the domain $\Omega$. Upon viewing $V_j$ as a subspace of $L^2(\Omega)$, one has

$$\bigcup_{j=0}^{\infty} V_j = L^2(\Omega),$$  \hspace{1cm} (5.1.2)

where the closure was taken in the strong topology induced by the $L^2$-norm. We assume that $V_0$ is a very coarse subspace of $L^2(\Omega)$ whose dimension is a small number.

For every $j \geq 1$, define $W_j$ to be the $L^2$-orthogonal complement of $V_{j-1}$ in $V_j$. We have

$$V_j = V_{j-1} \oplus W_j$$  \hspace{1cm} (5.1.3)

and

$$W_i \perp W_j \quad \text{if} \quad i \neq j,$$  \hspace{1cm} (5.1.4)

where we have assumed that $W_0 = V_0$. It follows that

$$V_k = \bigoplus_{j=0}^{k} W_j,$$  \hspace{1cm} (5.1.5)

where all these subspaces are orthogonal. By virtue of (5.1.2) and (5.1.5), this implies

$$L^2(\Omega) = \bigoplus_{j=1}^{\infty} W_j,$$

which is a decomposition of $L^2(\Omega)$ into mutually orthogonal subspaces. A wavelet basis for $L^2(\Omega)$ can be constructed if one is able to find an orthonormal basis for each subspace $W_j$. Such a basis would be ideal in preconditioning the discrete problem (2.6) if it is computationally feasible.
In practice, it is very hard to find an $L^2$-orthonormal wavelet basis which is also computable. Therefore, orthogonality requirement in the decomposition (5.1.5) shall be relaxed to allow only a direct decomposition of the following form:

$$V_k = V_0 \oplus V_1^1 \oplus V_2^1 \oplus \cdots \oplus V_k^1,$$

where each $V_j^1$ is a complement of $V_{j-1}$ in $V_j$ such that the corresponding two-level decomposition is direct. But in order to attain the stability of the wavelet basis, it is crucial to have some approximate orthogonality among the subspaces $V_j^1$.

5.2 A general approach

A general method for deriving the hierarchical complement of each $V_{j-1}$ in $V_j$ is based on the existence of some computationally feasible projections $\pi_j$ from $\mathcal{C}$, a dense subspace of the Hilbert space $H$, onto $V_j$. In particular, we assume that $\mathcal{C} \supset \bigcup_{j \geq 0} V_j$ and $\pi_j \psi = \psi$ for any $\psi \in V_j$. Thus, one has $\pi_j \pi_i = \pi_i$ for $j \geq i$ if $V_i \subset V_j$. With $V_j^1 = (I - \pi_{j-1})V_j$, one has the following two-level direct decomposition:

$$V_j = (I - \pi_{j-1})V_j \oplus V_{j-1}.$$  

Definition 2. (Multilevel Hierarchical Basis) For $j = 0, 1, \ldots, k$, let $\{\phi^{(j)}_i, i = 1, \ldots, n_j\}$ be a computationally feasible basis of $V_j$. Assume that $\{\phi^{(j-1)}_i, i = 1, \ldots, n_{j-1}\} \cup \{\phi^{(j)}_i, i = n_{j-1} + 1, \ldots, n_j\}$ forms a basis of $V_j$. A multilevel hierarchical basis for $V_k$ is defined as follows:

$$\Phi_k \equiv \bigcup_{j=0}^{k} \{(I - \pi_{j-1})\phi^{(j)}_i, i = n_{j-1} + 1, \ldots, n_j\}.$$  

Here we have assumed that $\pi_{-1} = 0$ and $n_{-1} = 0$.

We now discuss the stability of the multilevel hierarchical basis. The following result sets a guideline for the selection of the operators $\pi_j$.

Theorem 4. A necessary condition for $\Phi_k$ to be a stable Riesz basis of $V_k$ is that the projection operators $\pi_r$ be uniformly bounded on $V_k$ with respect to $r$ and $k$ for any $r \leq k$.  

Proof: Let \( v \in V_k \) be expanded as follows:

\[
v = \sum_{i=1}^{n_r} c^{(r)}_i \tilde{\phi}^{(r)}_i + \sum_{j=r+1}^{k} \sum_{i=n_{j-1}+1}^{n_j} c^{(k)}_i \tilde{\phi}^{(k)}_i
\]

where \( \{ \tilde{\phi}^{(r)}_i \}_{i=1}^{n_r} \) is the multilevel hierarchical basis of \( V_r \) and \( \tilde{\phi}^{(s)}_i = (I - \pi_{s-1}) \phi^{(s)}_i \). Introduce the notation

\[
c = \begin{bmatrix}
c^{(r)}_1 \\
c^{(r+1)}_1 \\
\vdots \\
c^{(k)}_1
\end{bmatrix},
\]

where \( c^{(j)}_1 = (c^{(j)}_{n_{j-1}+1}, \ldots, c^{(j)}_{n_j})^T \) for \( j = r+1, \ldots, k \), and

\( c^{(r)} = (c^{(r)}_1, \ldots, c^{(r)}_{n_r})^T \).

Since, by assumption, we have a stable Riesz basis, then there exist \( \sigma_1 \) and \( \sigma_2 \) independent of \( k \) such that

\[
\sigma_1 \| \tilde{\phi}^{(r)}_i \|^2 \leq \| v \|^2 \leq \sigma_2 \| \phi^{(r)}_i \|^2. \tag{5.2.3}
\]

Observe that \( \pi_r v = \sum_{i=1}^{n_r} c^{(r)}_i \tilde{\phi}^{(r)}_i \). Thus, from (5.2.3) with \( v \) replaced by \( \pi_r v \) we obtain

\[
\| \pi_r v \|^2 \leq \sigma_2 c^{(r)}^T \epsilon^{(r)} \leq \sigma_2 \left( c^{(r)}_1 \epsilon^{(r)}_1 + \sum_{j=r+1}^{k} c^{(j)}_1 \epsilon^{(j)}_1 \right) \leq \frac{\sigma_2}{\sigma_1} \| v \|^2.
\]

Here we have used the lower bound of (5.2.3). This shows the boundedness of the projection operators \( \pi_r \) for any \( r \).

§6 The Hierarchical basis

In this section we review the classical hierarchical basis decomposition. First, partition the domain \( \Omega \) into large elements. Let \( T_0 \) denote this initial coarse triangulation and \( V_0 \) be the corresponding finite element space of continuous piecewise linear functions. The fine finite element space \( V = V_J \) corresponds to the triangulation \( T_J \) which is obtained by \( J \geq 1 \) successive refinements of the coarse triangulation \( T_0 \). For problems of two space variables, one can use the triangular element and the refinement of one triangle at level \( k - 1 \) will generate four congruent triangles of level \( k \) by connecting
the midpoints of its edges. Similar techniques are available for problems of three space variables with tetrahedra being used as elements. We refer to Ong [29] for more details in this discussion. It is also possible to use bisection refinement for both two- and three-space problems. Details for this technique can be found from Mitchell [28] and Maubach [27].

Let $T_i$ denote the finite element partition at level $i$, and $V_i$ be the corresponding finite element space of continuous piecewise linear functions. Thus, we obtain a nested sequence of conforming finite element spaces

$$V_0 \subset V_1 \subset \ldots \subset V_i,$$

which can be used to discretize the second-order elliptic equation.

To describe the classical hierarchical basis, let $\mathcal{N}_i$ be the node set of nodal degrees of freedom at level $i$ which consists of vertices of triangles (or tetrahedra in 3-d) in $T_i$. One has the following natural direct decomposition:

$$\mathcal{N}_i = \mathcal{N}_i^1 \cup \mathcal{N}_{i-1},$$

with $\mathcal{N}_i^1$ being the set of newly-introduced nodal points. For example, in 2-d, the nodal set $\mathcal{N}_k^1$ contains the vertices of the triangles at level $k$ that are midpoints of the edges of the triangles from level $k-1$. We also introduce the mesh size $h_i = 2^{-i}h_0$ for the $i$th level triangulation $T_i$. Here, $h_0$ stands for the maximum diameter of the elements in $T_0$. Recall that the standard nodal basis functions $\{\phi_i^{(k)} : x_i \in \mathcal{N}_k\}$ are defined to satisfy the condition $\phi_i^{(k)}(x_j) = \delta_{ij}$, where $\delta_{ij}$ is the Kronecker symbol, with $x_j$ running over all the nodes in $\mathcal{N}_k$. One can then define a two-level hierarchical basis of $V_k$ by adding to the nodal basis of $V_{k-1}$ the nodal basis functions of $V_k$ corresponding to the complementary nodal set $\mathcal{N}_k^1 = \mathcal{N}_k \backslash \mathcal{N}_{k-1}$.

Consider now the nodal interpolation operator $I_k : C(\Omega) \rightarrow V_k$ defined by $I_k v = \sum_{x_i \in \mathcal{N}_k} v(x_i) \phi_i^{(k)}$. It is clear that $I_k$ is a projection and $I_k \psi = \psi$ if $\psi \in V_k$. With the choice of $\pi_j \equiv \iota_j$, one obtains the classical hierarchical basis by using the general decomposition method discussed in §5.

We comment briefly on the stability of the classical hierarchical basis in applications to the second order elliptic problems. In this application, the natural norm for the finite element space is the norm in the Sobolev space $H^1(\Omega)$. Since the interpolation operator $I_k$ is not bounded in the $H^1$-norm (e.g., [13]), then Theorem 4 implies that the classical hierarchical basis is not absolutely stable. Thus, the resulting stiffness matrices computed with respect to the hierarchical basis will not be well-conditioned. However, as is well-known, the condition number for problems of two space variables is practically acceptable. In fact, the condition number for the second-order elliptic problems can be verified to be proportional to $k^2$ at level $k$. This condition number grows much slower than that from the standard nodal
basis, which behaves like $O(h_k^{-2})$. For problems of three space variables, the condition number for the classical hierarchical basis is of order $O(h_k^{-1})$ which is better than the one from the standard nodal basis but worse than the application for problems in 2-d.

§7 A stable Riesz basis by wavelet method

In this section we will construct appropriate projections $\pi_k$ which are $H^1$-stable and provide computationally feasible Riesz basis for $V_k$. The bilinear forms of main interest are those arising from the Hilbert space method for second-order elliptic problems discussed in §4. The method to be presented here was proposed by Vassilevski and Wang in [41].

7.1 On the basis construction

Define the $L^2$-projection operators $Q_k : L^2(\Omega) \to V_k$ as follows:

$$(Q_k v, \psi)_0 = (v, \psi)_0 \quad \forall \psi \in V_k.$$ 

Also, assume that there are computationally feasible approximations $Q^2_k : L^2(\Omega) \to V_k$ of $Q_k$ such that for some small tolerance $\tau > 0$ the following estimate holds:

$$\| (Q_k - Q^2_k) v \|_0 \leq \tau \| Q_k v \| \quad \forall v \in L^2(\Omega). \quad (7.1.1)$$

The projection operators of major interest are defined as follows:

$$\pi_k = \prod_{j=k}^{J-1} (I_j + Q^2_j (I_{j+1} - I_j)), \quad (7.1.2)$$

with $\pi_J = I$. It is clear that $\pi_k \psi = \psi$ if $\psi \in V_k$ since $I_j \psi + Q^2_j (I_{j+1} - I_j) \psi = I_j \psi = \psi$ for $j \geq k$ based on $(I_{j+1} - I_j) \psi = 0$ and $I_j \psi = \psi$. This also implies that $\pi^2_k = \pi_k$.

Note that $\pi_{k-1} (I_k - I_{k-1}) \phi = Q^2_{k-1} (I_k - I_{k-1}) \phi$ and $\pi_k - \pi_{k-1} = (I - Q^2_{k-1}) (I_k - I_{k-1}) \pi_k$. Then, the components in the definition (5.2.2) for the wavelet-like multilevel hierarchical basis read as follows:

$$\{ \phi^{(i)}_i, i = 1, \ldots, n_0 \} \bigcup_{j=1}^{k} \{(I - Q^2_{j-1}) \phi_i^{(j)}, i = n_{j-1} + 1, \ldots, n_j \}. \quad (7.1.3)$$

The above components $\{(I - Q^2_{j-1}) \phi_i^{(j)}, i = n_{j-1} + 1, \ldots, n_j \}$ can be seen as a modification of the classical hierarchical basis components based on the interpolation operator $I_k$ since $(I - Q^2_{j-1}) \phi_i^{(j)} = (I - Q^2_{j-1})(I_j -$
the classical hierarchical basis components \((I_j - I_{j-1})\phi^{(j)}_i, \ i = n_{j-1} + 1, \ldots, n_j\) comes from the additional term \(Q_{j-1}^m(I_j - I_{j-1})\phi^{(j)}_i\). In other words, the modification was made by subtracting from each nodal hierarchical basis function \(\phi^{(j)}_i\) its approximate \(L^2\)-projection \(Q_{j-1}^m\phi^{(j)}_i\) onto the coarse level \(j - 1\). Such modifications of the hierarchical basis function \(\phi^{(k)}_i\) for some particular choices of \(Q_{j-1}^m\) will be shown in Figures 1–3 in §8. It can be seen that the modified hierarchical basis functions are close relatives of the known Battle–Lemarié wavelets [17].

Observe that in the limit case of \(Q_k^m = Q_k\) so that \(\tau = 0\) in (7.1.1), we get

\[\pi_k v = Q_k I_{k+1} Q_{k+1} I_{k+2} \cdots Q_{J-1} I_J v = Q_k Q_{k+1} \cdots Q_{J-1} v = Q_k v.\]

Therefore, \(\pi_k\) reduces to the exact \(L^2\)-projection \(Q_k\). As is well-known, the \(L^2\)-projection operators are bounded in both \(H_0^1(G)\) and \(L^2(G)\). This gives us a hope that the hierarchical multilevel basis corresponding to the above choice of the operators \(\pi_k\) may yield a stable Riesz basis if \(\tau\) is sufficiently small.

### 7.2 Preliminary estimates

For an analysis of the multilevel basis (7.1.3), we need some auxiliary estimates already presented in Vassilevski and Wang [41]. The following result on estimating the error \(e_j = (\pi_j - Q_j)v\) will play an important role in our analysis.

**Lemma 1.** There exits an absolute constant \(C\) such that

\[
\sum_{j=1}^k h_j^{-2} \|e_j\|_{L^2}^2 \leq C r^2 \sum_{j=1}^k h_j^{-2} \|(Q_j - Q_{j-1})v\|_{L^2}^2, \quad \forall v \in V_k.
\]  

(7.2.1)

The estimate (7.2.1) relies on the following recursive relation:

\[
e_{s-1} = (Q_{s-1} + R_{s-1})e_s + R_{s-1}(Q_s - Q_{s-1})v,
\]  

(7.2.2)

where \(R_{s-1} = (Q_{s-1} - Q_{s-1}^m)(I_{s-1} - I_s)\). It can be seen as follows:

\[
ea_{s-1} = \pi_{s-1} v - Q_{s-1} v
\]

\[
= (I_{s-1} + Q_{s-1}^m(I_s - I_{s-1}))\pi sv - Q_{s-1} v
\]

\[
= (Q_{s-1} - Q_{s-1}^m)I_{s-1} \pi sv + Q_{s-1}^m \pi sv - Q_{s-1} v.
\]
Thus, one has
\[
e_{s-1} = (Q_{s-1} - Q_{s-1}^0)I_{s-1}(\pi_s v - Q_s v) + Q_{s-1}^0(\pi_s v - Q_s v)
+ (Q_{s-1} - Q_{s-1}^0)I_{s-1}e_{s-1} + Q_{s-1}^0I_s e_s
+ Q_{s-1}(I_{s-1}I_s v - Q_s v) - Q_{s-1}^0(I_{s-1}Q_s v - Q_s v)
= (Q_{s-1} - Q_{s-1}^0)(I_{s-1} - I_s)e_s + (Q_{s-1} - Q_{s-1}^0)e_s + Q_{s-1}^0e_s
+ (Q_{s-1} - Q_{s-1}^0)(I_{s-1} - I_s)Q_s v
= [Q_{s-1} + (Q_{s-1} - Q_{s-1}^0)(I_{s-1} - I_s)] e_s
+ (Q_{s-1} - Q_{s-1}^0)(I_{s-1} - I_s)Q_s v.
\]

The latter together with the fact that \((I_{s-1} - I_s)Q_{s-1} = 0\) implies the desired recursive relation (7.2.2).

**Proof:** We now verify Lemma 1. Let \(C_R\) be a mesh-independent upper bound of the \(L^2\)-norm for the operator \(I_s - I_{s-1} : V_s \rightarrow V_s\). Then,
\[
\|R_{s-1}v\|_0 \leq C_R\|v\|_0 \quad \text{for all } v \in V_s. \tag{7.2.3}
\]

We assume that,
\[
C_R\tau \leq q_0 = \text{Const} < 1. \tag{7.2.4}
\]

Then,
\[
(1 + C_R\tau)\frac{1}{2} \leq q = \frac{1 + q_0}{2} = \text{Const} < 1. \tag{7.2.5}
\]

Next, observe that \(e_k = 0\) (since \(v \in V_k\)). Then a recursive use of (7.2.2) leads to
\[
\|e_{s-1}\|_0 \leq (1 + C_R\tau)\|e_s\|_0 + C_R\tau\|(Q_s - Q_{s-1})v\|_0
\leq C_R\tau \sum_{j=s}^k (1 + C_R\tau)^{j-s} \|(Q_j - Q_{j-1})v\|_0.
\]
Therefore, with \( h_j = 2^{-j} h_0 \) and \( h_0 \) being the coarsest mesh size,

\[
\| e_{s-1} \|_0 \leq C_R \tau h_{s-1} \sum_{j=s}^{k} (1 + C_R \tau)^{j-s} h_j^{-1} \| (Q_j - Q_{j-1}) v \|_0 \\
= C_R \tau h_{s-1} \sum_{j=s}^{k} (1 + C_R \tau)^{j-s} h_j^{-1} h_j^{-1} \| (Q_j - Q_{j-1}) v \|_0 \\
= C_R \tau h_{s-1} \sum_{j=s}^{k} (1 + C_R \tau)^{j-s} \left( \frac{1}{2} \right)^{j-s} h_j^{-1} \| (Q_j - Q_{j-1}) v \|_0 \\
\leq C_R \tau h_{s-1} \sum_{j=s}^{k} \| (Q_j - Q_{j-1}) v \|_0 \\
\leq C_R \tau h_{s-1} \frac{1}{\sqrt{1-\eta}} \left[ \sum_{j=s}^{k} q^{j-s} h_j^{-2} \| (Q_j - Q_{j-1}) v \|_0^2 \right]^{\frac{1}{2}}.
\]

The latter inequality shows

\[
\sum_{s=1}^{k} h_{s-1}^{-2} \| e_{s-1} \|_0^2 \leq C_R^2 \tau^2 \frac{1}{1-\eta} \sum_{s=1}^{k} \sum_{j=s}^{k} q^{j-s} h_j^{-2} \| (Q_j - Q_{j-1}) v \|_0^2 \\
\leq C_R^2 \tau^2 \frac{1}{(1-\eta)^2} \sum_{j=1}^{k} h_j^{-2} \| (Q_j - Q_{j-1}) v \|_0^2.
\]

which proves the lemma.

The above proof also shows the following corollary.

**Corollary 1.** For any \( \sigma \in (0, 1] \), the following estimate holds,

\[
\sum_{s=1}^{k} h_{s-1}^{-2} \| e_{s-1} \|_0^2 \leq C_R^2 \tau^2 \frac{1}{(1-\eta)^2} \sum_{j=1}^{k} h_j^{-2\sigma} \| (Q_j - Q_{j-1}) v \|_0^2,
\]

provided that \( \tau \) satisfies the estimate

\[
C_R \tau \leq q^{2\sigma} - 1, \quad (7.2.6)
\]

for a mesh-independent constant \( q \in (0, 1) \) (actually \( q > 2^{-\sigma} \)).

**Remark 2:** Corollary 1 indicates that in order to have the \( L^2 \)-stability of the deviations one has to assume a level dependence on the tolerance \( \tau \). More precisely, there exists a \( \tau_0 > 0 \) such that if \( \tau < \tau_0 J^{-1} \), then

\[
\sum_{s=1}^{k} \| e_{s-1} \|_0^2 \leq C \| v \|_0^2 \quad \text{for all } v \in V_k. \quad (7.2.7)
\]
Lemma 2. Let $V_k^1 = (I - M_{k-1})V_k^{(1)}$, with $V_k^{(1)} \equiv (I_k - I_{k-1})V_k$, be the modified hierarchical subspace of level $k$ for any given $L^2$–bounded operator $M_{k-1}$. Then, there are positive constants $c_1$ and $c_2$ independent of $k$ such that

$$c_1\|\phi^1\|_r^2 \leq \|\psi^1\|_r^2 \leq c_2\|\phi^1\|_r^2, \quad r = 0, 1,$$

(7.2.8)

for any $\psi^1 = (I - M_{k-1})\phi^1 \in V_k^1$, $\phi^1 \in V_k^{(1)}$. Here $\|\cdot\|_1$ stands for the norm in the Sobolev space $H^1(\Omega)$ and $\|\cdot\|_0$ denotes the $L^2(\Omega)$–norm.

**Proof:** The following strengthened Cauchy inequality is valuable: There exists a constant $\gamma \in (0, 1)$, independent of the mesh size or the level index $k$ such that

$$(\nabla \phi^1, \nabla \phi) \leq \gamma(\nabla \phi^1, \nabla \phi^1)^{\frac{1}{2}} (\nabla \phi, \nabla \phi)^{\frac{1}{2}},$$

(7.2.9)

for all $\phi^1 \in V_k^{(1)}$ and $\phi \in V_{k-1}$. In fact, we shall make use of the following version of (7.2.9). For any $\phi^1 \in V_k^{(1)}$ and $\phi \in V_{k-1}$, one has

$$(\nabla (\phi^1 + \phi), \nabla (\phi^1 + \phi)) \geq (1 - \gamma^2)(\nabla \phi^1, \nabla \phi^1).$$

(7.2.10)

A derivation of (7.2.9) and (7.2.10) can be found from Bank and Dupont [5] or Axelsson and Gustafsson [3].

We first establish (7.2.8) for the case $r = 1$. With $\phi = -M_{k-1}\phi^1$ we see from (7.2.10) that

$$(1 - \gamma^2)\|\phi^1\|_1^2 \leq \|\psi^1\|_1^2.$$

Thus, the inequality on the left-hand side of (7.2.8) is valid with $c_1 = 1 - \gamma^2$. To derive the part on the right-hand side, we use the standard inverse inequality to obtain

$$\|\psi^1\|_r^2 \leq Ch_k^{-2}\|\phi^1\|_0^2 \leq Ch_k^{-2}\|\phi^1\|_r^2,$$

where we have used the $L^2$–boundedness of the linear operator $M_{k-1}$. Observe now that since $\phi^1 \in V_k^{(1)}$, there exists a constant $C$ such that

$$\|\phi^1\|_0^2 \leq Ch_k^2\|\phi^1\|_r^2.$$

(7.2.11)

It follows that $\|\psi^1\|_r^2 \leq C\|\phi^1\|_r^2$ for some constant $C$. This completes the proof of (7.2.8) for $r = 1$. Similar arguments can be applied to verify the case $r = 0$. 

Lemma 3. For any \( \psi^1 = (I - M_{k-1})\phi^1 \in V^1_k \) and \( \varphi^1 = (I - M_{k-1})\chi^1 \in V^1_k \), with \( \phi^1, \chi^1 \in V^{(1)}_k = (I_k - I_{k-1})V_k \), define
\[
(A^{(k)}_{11})\psi^1, \varphi^1) = a(\psi^1, \varphi^1) = \int_\Omega a(x) \nabla \psi^1 \cdot \nabla \varphi^1.
\]
Here, the bilinear form \( a(\cdot, \cdot) \) is equivalent to the \( H^1_0 \)-inner product. Then there are positive constants \( \tau_1 \) such that
\[
\tau_1 h^{-2}_k \| \psi^1 \|_0^2 \leq (A^{(k)}_{11})\psi^1, \psi^1) \leq \tau_2 h^{-2}_k \| \psi^1 \|_0^2.
\]

Proof: Since \( a(\cdot, \cdot) \) is equivalent to the \( H^1_0 \)-inner product, there are two positive constants \( \tilde{\tau}_1 \) and \( \tilde{\tau}_2 \) such that
\[
\tilde{\tau}_1 \| \psi^1 \|_0^2 \leq (A^{(k)}_{11})\psi^1, \psi^1) \leq \tilde{\tau}_2 \| \psi^1 \|_0^2.
\]
Using the norm equivalence (7.2.8), estimate (7.2.11), and the inverse inequality, we obtain with possibly different constants \( \tau_1 \) and \( \tau_2 \),
\[
\tau_1 h^{-2}_k \| \psi^1 \|_0^2 \leq (A^{(k)}_{11})\psi^1, \psi^1) \leq \tau_2 h^{-2}_k \| \psi^1 \|_0^2.
\] (7.2.12)
The above inequalities conclude the lemma.

Lemma 4. Given \( v \) and let \( v^{(k)} = (\pi_k - \pi_{k-1})v \). There exists a sufficiently small constant \( \tau_0 > 0 \) such that if the approximate projections \( Q^*_k \) satisfy (7.1.1) with \( \tau \in (0, \tau_0) \) (see (7.2.4) and (7.2.5)), then
\[
\| v \|_1^2 \simeq \sum_{k=0}^J h^{-2}_k \| v^{(k)} \|_0^2.
\] (7.2.13)

Proof: Let \( v \in V \). Starting with \( v^{(J)} = v \) for \( s = J \) down to 1, one defines \( v^{(s-1)} = (I_{s-1} + Q^*_s - I_s - I_{s-1})v^{(s)} = \pi_{s-1} v \). Then the decomposition \( v \) in terms of entries in \( V^*_s = (I - Q^*_s - I_s - I_{s-1})V^1_s = (I - Q^*_s - I_s - I_{s-1})V \) reads as,
\[
v = v^{(0)} + \sum_{j=1}^J v^{(j)}, \quad v^{(s)} = v^{(s)} - v^{(s-1)}.
\] (7.2.14)
From the representation \( v^{(s)} = v^{(s)} - v^{(s-1)} = (Q_s - Q_{s-1}) + e_s - e_{s-1} \) one arrives at the estimate,
\[
\sum_{k=0}^J h^{-2}_k \| v^{(k)} \|_0^2 \leq C \sum_{k=0}^J h^{-2}_k \| (Q_k - Q_{k-1})v \|_0^2 + C \sum_{k=0}^J h^{-2}_k \| e_k \|_0^2
\leq C(1 + \tau^2) \sum_{k=0}^J h^{-2}_k \| (Q_k - Q_{k-1})v \|_0^2
\leq C\| v \|_1^2.
\]
Here we have used the norm equivalence result of Oswald [30] and Lemma 1.

Thus, it suffices to establish the upper bound:

$$
\|v\|_1^2 \leq C \sum_{k=0}^{J} h_k^{-2} \|v^{(k)}\|_0^2.
$$

(7.2.15)

It is possible to give a direct proof for (7.2.15) by using the strengthened Cauchy–Schwarz inequality (see Vassilevski and Wang [41]). Here we would like to adopt an alternative approach by using the following characterization of the $H^1_0$–norm for finite element functions:

$$
\|v\|_1^2 \simeq \inf_{v = \sum_{k=0}^{J} u_k, u_k \in V_k} \sum_{k=0}^{J} h_k^{-2} \|u_k\|_0^2.
$$

(7.2.16)

A proof of the above equivalence can be found from [30]. Thus, for the particular decomposition $v = \sum_{k=0}^{J} v^{(k)}$, $v^{(k)} \in V_k$, one immediately has

$$
\|v\|_1^2 \leq C \sum_{k=0}^{J} h_k^{-2} \|v^{(k)}\|_0^2,
$$

which completes the proof of the lemma.

7.3 Stability analysis

Here we study the Riesz property of the wavelet–like multilevel hierarchical basis defined in (7.1.3). For any $v \in V$ let

$$
v = \sum_{x_i \in \mathcal{N}_0} c_{0,i} \varphi_i^{(0)} + \sum_{k=1}^{J} \sum_{x_i \in \mathcal{N}_k^{(1)}} c_{k,i} (I - Q_{k-1}^q) \varphi_i^{(k)}
$$

(7.3.1)

be its representation with respect to the given wavelet basis. The corresponding coefficient norm of $v$ is given by

$$
\|v\| = \left( h_0^{d-2} \sum_{x_i \in \mathcal{N}_0} c_{0,i}^2 + \sum_{k=1}^{J} h_k^{d-2} \sum_{x_i \in \mathcal{N}_k^{(1)}} c_{k,i}^2 \right)^{1/2},
$$

(7.3.2)

where $d = 2$ or $3$ according to the number of space variables. Our main result in this section is the following norm equivalence:
Theorem 5. There exists a small (but fixed) $\tau_0 > 0$ such that if the approximate projections $Q^a_k$ satisfy (7.1.1) with $\tau \in (0, \tau_0)$, then there are positive constants $c_1$ and $c_2$ satisfying

$$c_1 \|v\|^2 \leq \|v\|^2 \leq c_2 \|v\|^2 \quad \forall v \in V.$$  \hfill (7.3.3)

In other words, the modified hierarchical basis is a stable Riesz basis for the second order elliptic and Stokes problems. The equivalence relation (7.3.3) shall be abbreviated as $\|v\|^2 \simeq \|v\|^2$.

Proof: We first rewrite (7.3.1) as follows:

$$v = \sum_{k=0}^{J} v^{(k)}.$$  \hfill (7.3.4)

where, with $Q_{k-1}^a = 0$,

$$v^{(k)} = \sum_{\eta \in N_k^{(1)}} c_{k, \eta} (I - Q_{k-1}^a) \phi^{(k)}_\eta \in V_k.$$  \hfill (7.3.5)

Furthermore, by letting $\phi^{(k)} = \sum_{\eta \in N_k^{(1)}} c_{k, \eta} \phi^{(k)}_\eta \in V_k^{(1)}$ we see that $v^{(k)} = (I - Q_{k-1}^a) \phi^{(k)}$. Thus, by using (7.2.8) in Lemma 2 (with $r = 0$ and $M_{k-1} = Q_{k-1}^a$) we obtain

$$\|\phi^{(k)}\|^2 \simeq \|v^{(k)}\|^2.$$  \hfill (7.3.6)

Since $\phi^{(k)} \in V_k^{(1)}$, then

$$\|\phi^{(k)}\|^2 \simeq h_k^d \sum_{\eta \in N_k^{(1)}} c_{k, \eta}^2.$$ 

Combining the above with (7.3.6) yields

$$\|v\|^2 \simeq \sum_{k=0}^{J} h_k^{-2} \|v^{(k)}\|^2.$$  

This, together with lemma 4, completes the proof of the theorem.

Remark 3: For any fixed $\sigma \in (0, 1]$, define

$$\|v\|_\sigma = \left( h_0^{d-2\sigma} \sum_{\eta \in N_0} c_{0, \eta}^2 + \sum_{k=1}^{J} h_k^{d-2\sigma} \sum_{\eta \in N_k^{(1)}} c_{k, \eta}^2 \right)^{1/2}.$$
with \( d = 2 \) or \( 3 \). Then, for sufficiently small \( \tau \), one has

\[
\|v\|_\sigma \simeq \|v\|_\sigma
\]

(7.3.7)

for all the finite element functions \( v \in V_J \). Here \( \| \cdot \|_\sigma \) denotes the \( H_0^\sigma(\Omega) \)-norm defined by interpolating \( H_0^1(\Omega) \) with \( L^2(\Omega) \). The constants in the norm equivalence depend on \( \sigma \) as indicated by Corollary 1. For \( \sigma = 0 \), the equivalence (7.3.7) holds true provided that the tolerance satisfies \( \tau < \tau_0 J^{-1} \) for some small \( \tau_0 \).

### §8 Implementations for a model problem

In this section we discuss techniques which implement the wavelet–like multilevel hierarchical basis for approximate solutions of PDEs. For simplicity, we consider the selfadjoint second-order elliptic equation discussed in §4. The Stokes equation can be covered in a similar manner.

The bilinear form under consideration is defined as follows:

\[
a(\varphi, \psi) = \int_\Omega a(x) \nabla \varphi \cdot \nabla \psi, \quad \forall \varphi, \psi \in H_0^1(\Omega).
\]

(8.1)

Let \( d(\varphi, \psi) \equiv \int_\Omega \nabla \varphi \cdot \nabla \psi \) be the Dirichlet form defined on \( H_0^1(\Omega) \times H_0^1(\Omega) \). Since the two bilinear forms \( a(\cdot, \cdot) \) and \( d(\cdot, \cdot) \) are equivalent, then we have from (7.3.3) that

\[
c_1 \|v\|^2 \leq a(v, v) \leq c_2 \|v\|^2
\]

(8.2)

for some positive constants \( c_1 \) and \( c_2 \). Moreover, the following result holds:

**Lemma 5.** Let \( \epsilon > 0 \) be a parameter and

\[
a_\epsilon(\varphi, \psi) = \epsilon \int_\Omega a(x) \nabla \varphi \cdot \nabla \psi + \int_\Omega \varphi \psi, \quad \forall \varphi, \psi \in H_0^1(\Omega).
\]

(8.3)

If the approximation in (7.1.1) is sufficiently accurate such that \( \tau \leq \tau_0 J^{-1} \) for some constant \( \tau_0 \), then there exist \( \tau_1 \) and \( \tau_2 \) independent of \( \epsilon \) and the mesh size \( h_k \) such that

\[
\tau_1 \sum_{k=0}^{J} h_k^d \alpha_k \sum_{x_i \in A_k^l} c_{k,i}^2 \leq a_\epsilon(v, v) \leq \tau_2 \sum_{k=0}^{J} h_k^d \alpha_k \sum_{x_i \in A_k^l} c_{k,i}^2
\]

(8.4)

for any finite element function \( v \in V_J \). Here \( \alpha_k = \epsilon h_k^{-2} + 1 \) and \( c_{k,i} \) are the coefficients of \( v \) in the expansion (7.3.1).
The spectral bounds (8.4) can be used for the bilinear form arising from discretizing time-dependent Stokes problems. The appearance of \( \epsilon \) is due to the time stepping parameter \( \Delta t \). Similar bilinear forms can be obtained for the pressure unknown by eliminating the vector unknown \( u \) for the steady-state Stokes equation. For more details, we refer to Bramble and Pasciak [10].

We remark that the bilinear form \( a_\epsilon(\cdot, \cdot) \) is equivalent to the Dirichlet form \( a(\cdot, \cdot) \) if the parameter \( \epsilon \) is bounded away from zero by a fixed positive constant \( C_0 \) (i.e., \( \epsilon \geq C_0 \)). In this case, the equivalence (8.4) holds true under the condition of Theorem 5.

In practical computations, one has two alternatives in solving the discrete problem (2.6) with the wavelet–like basis presented in previous sections. The first one makes use of the explicit form of the basis functions \((I - Q_{l-1}^j)\phi_i^{(j)}\) to assemble the corresponding stiffness matrix. The second one uses the stiffness matrix assembled from using the standard nodal basis and then performs change of basis in the process of iterations. The first approach has a difficulty in that the assembly of the global stiffness matrix is no longer local (element–wise). In general, one is recommended to adopt the second approach because the corresponding stiffness matrix is much easier to assemble. In this case, the wavelet–like hierarchical basis actually provides a preconditioning technique for solving the discrete problem (2.6). The rest of this section will describe some preconditioning procedures for the model problem. A more detailed discussion can be found from [41] and [42].

### 8.1 Preconditioners

Here we outline two preconditioners for the elliptic operator \( A^{(k)} : V_k \to V_k \) arising from the bilinear form \( a(\cdot, \cdot) \). The preconditioners will be constructed by using the following wavelet–like multilevel hierarchical decomposition of \( V_k \):

\[
V_k = V_0 \oplus V_1^1 \oplus V_2^1 \oplus \ldots \oplus V_k^1,
\]

where \( V_j^1 = (I - Q_{j-1}^j)(I_j - I_{j-1})V_j \). The preconditioners (to be defined below) shall be called AWM–HB (Approximate-Wavelet Modified Hierarchical Basis) preconditioners.

The following operators are needed in the construction of the AWM–HB preconditioners:

- In each coordinate space \( V_k^1 \), there exists a discretization operator \( A_{11}^{(k)} : V_k^1 \to V_k^1 \) as the restriction of \( A^{(k)} \) onto the subspace \( V_k^1 \) defined by

\[
(A_{11}^{(k)} \psi^1, \varphi^1) = a(\psi^1, \varphi^1) \quad \forall \varphi^1, \psi^1 \in V_k^1.
\] (8.1.1)
Wavelet–Like Multilevel Preconditioning

- Similarly, we define $A_{12}^{(k)} : V_{k-1} \to V_k^1$ and $A_{21}^{(k)} : V_k^1 \to V_{k-1}$ by
\[
(A_{12}^{(k)} \tilde{\psi}, \varphi^1) = (\tilde{\psi}, A_{21}^{(k)} \varphi^1) = a(\varphi^1, \tilde{\psi}) \quad \forall \tilde{\psi} \in V_{k-1}, \varphi^1 \in V_k^1. \tag{8.1.2}
\]

Thus, the operator $A^{(k)}$ naturally admits the following partition:
\[
A^{(k)} = \begin{bmatrix}
A_{11}^{(k)} & A_{12}^{(k)} \\
A_{21}^{(k)} & A_{22}^{(k-1)}
\end{bmatrix} \quad \{ V_k^1 \} \quad \{ V_{k-1} \}. \tag{8.1.3}
\]

Let $B_{11}^{(k)}$ be given approximations (symmetric positive definite operators) to $A_{11}^{(k)}$ such that for some positive constant $b_1$ the following holds:
\[
(A_{11}^{(k)} \varphi^1, \varphi^1) \leq (B_{11}^{(k)} \varphi^1, \varphi^1) \leq (1 + b_1)(A_{11}^{(k)} \varphi^1, \varphi^1), \quad \forall \varphi^1 \in V_k^1. \tag{8.1.4}
\]

Let $A = A^{(J)}$ be the discretization operator for which a preconditioner is necessary in practical computation. The following explains how the preconditioners can be constructed based on the block structure of $A^{(k)}$ in (8.1.3).

**Definition 3. (Multiplicative AWM–HB Preconditioners)** Let $B = B^{(J)}$ be the multiplicative AWM–HB preconditioner of $A$. It is defined as follows:

- Set $B^{(0)} = A^{(0)}$.
- For $k = 1, \ldots, J$, set
\[
B^{(k)} = \begin{bmatrix}
B_{11}^{(k)} & 0 \\
A_{21}^{(k)} & B^{(k-1)}
\end{bmatrix} \begin{bmatrix}
I & B_{11}^{(k)-1} A_{12}^{(k)} \\
0 & I
\end{bmatrix}.
\]

**Definition 4. (Additive AWM–HB Preconditioners)**

Let $D = D^{(J)}$ be the additive AWM–HB preconditioner of $A$. It is defined as follows:

- Set $D^{(0)} = A^{(0)}$.
- For $k = 1, \ldots, J$, set
\[
D^{(k)} = \begin{bmatrix}
B_{11}^{(k)} & 0 \\
0 & D^{(k-1)}
\end{bmatrix}.
\]
8.2 Main results for the AWM–HB preconditioners

A spectral equivalence between $A$ and its preconditioners $B$ and $D$ has been established in [41]. The result can be stated as follows. If the tolerance in (7.1.1) is sufficiently small such that $\tau \leq \tau_0$ for some small $\tau_0$, then there are two absolute constants $c_1$ and $c_2$ satisfying

$$c_1(Sv, v) \leq (Av, v) \leq c_2(Sv, v) \quad \forall v \in V_J,$$ \hspace{1cm} (8.2.1)

where $S = B(J)$ or $D(J)$. The estimate (8.2.1) is based on the following results:

(A) There exists a constant $\sigma_N > 0$ such that

$$|Q_0v|^2 + \sum_{s=1}^{J} 2^s \|Q_s - Q_{s-1}\|_V^2 \leq \sigma_N \|v\|^2_V \quad \forall v \in V.$$ \hspace{1cm} (8.2.2)

(B) There exist constants $\sigma_1 > 0$ and $\delta \in (0, 1)$ (in fact, if $h_i = \frac{1}{2}h_{i-1}$, then $\delta = \frac{1}{\sqrt{2}}$) such that the following strengthened Cauchy–Schwarz inequality holds for any $i \leq j$:

$$a(\varphi_i, \varphi_j) \leq \sigma_1 \delta^{2(j-i)}a(\varphi_i, \varphi_i)\lambda_j\|\varphi_j\|^2 \quad \forall \varphi_i \in V_i, \varphi_j \in V_j.$$ \hspace{1cm} (8.2.3)

Here $\lambda_j = O(h_j^{-2})$ is the largest eigenvalue of the operator $A_j$.

The inequalities in (A) and (B) have been respectively verified by Oswald [30] and Yserentant [44], [45].

One important feature in the partition (8.1.3) is that the block $A_{11}^{(k)}$ is well-conditioned; this can be seen from Lemma 3. In particular, the block $A_{11}^{(k)}$ is spectrally equivalent to its diagonal part. Thus, the Jacobi preconditioner would be a good choice for $B_{11}^{(k)}$ (see (8.1.4)) in approximating $A_{11}^{(k)}$.

Remark 4: If one does not assume the strengthened Cauchy–Schwarz inequality (B), then the estimate (8.2.1) for $S = B$ still holds with constants $c_1 = O(1)$ and $c_2 = O(\log_2 2J)$. In the case $S = D$, the condition (B) is not required in the equivalence (8.2.1). See Griebel and Oswald [19] for related details.

8.3 On the approximate $L^2$-projection

Denote by $Q_{k-1}^a$ the approximate $L^2$-projections onto the subspace $V_{k-1}$. We begin with describing algorithms for computing the action of $Q_{k-1}^a$.

For any $v \in V_k^{(1)}$, let $v = \begin{bmatrix} v_1 \\ 0 \end{bmatrix} \begin{bmatrix} N_k \setminus N_{k-1} \\ N_{k-1} \end{bmatrix}$ be its coefficient vector with respect to the standard nodal basis of $V_k$; the second block-component
of \( \mathbf{v} \) is zero since \( \mathbf{v} \) vanishes on \( \mathcal{N}_{k-1} \). The operator \( Q_{k-1}^2 \) can be designed by approximately solving the following equation:

\[
(Q_{k-1} \mathbf{v}, \mathbf{w}) = (\mathbf{v}, \mathbf{w}), \quad \forall \mathbf{w} \in V_{k-1}.
\]

(8.3.1)

Let \( I_{k-1}^k = \begin{bmatrix} J_{12} \\ I \end{bmatrix} \mathcal{N}_k \setminus \mathcal{N}_{k-1} \) (with the abbreviation \( J_{12} = J_{12}^{(k)} \)) and \( J_{k-1}^k = I_{k-1}^{T} \) be the natural coarse-to-fine, and respectively, fine-to-coarse transformation matrices. For example, if the nodal basis coefficient vector of a function \( \mathbf{v}_2 \in V_{k-1} \) in terms of the nodal basis of \( V_{k-1} \) is \( \mathbf{v}_2 \), then its coefficient vector with respect to the nodal basis of \( V_k \) (note that \( \mathbf{v}_2 \in V_{k-1} \subset V_k \)) will be \( I_{k-1}^k \mathbf{v}_2 = \begin{bmatrix} J_{12} \mathbf{v}_2 \\ \mathbf{v}_2 \end{bmatrix} \mathcal{N}_k \setminus \mathcal{N}_{k-1} \).

Denote now by \( G_k = \{ (\phi_j^{(k)}, \phi_i^{(k)}) \}_{i,j \in \mathcal{N}_k} \) the mass (or Gram) matrix at the \( k \)-th level. Then (8.3.1) admits the following matrix–vector form:

\[
\mathbf{w}_2^T G_{k-1} \mathbf{v}_2 = (I_{k-1}^k \mathbf{w}_2)^T G_k \mathbf{v}, \quad \forall \mathbf{w}_2.
\]

Here \( \mathbf{v}_2 \) and \( \mathbf{w}_2 \) are the nodal coefficient vectors of \( Q_{k-1} \mathbf{v} \) and \( \mathbf{w} \in V_{k-1} \) at the \( (k-1) \)th level respectively. Therefore, one needs to solve the following mass matrix problem:

\[
G_{k-1} \mathbf{v}_2 = I_{k-1}^k G_k \mathbf{v}.
\]

(8.3.2)
In other words, the exact $L^2$-projection $Q_{k-1}v$ is actually given by

$$G_{k-1}^{-1}I_k^{k-1}G_k v.$$ 

Hence

$$||Q_{k-1}v||_0^2 = (G_{k-1}^{-1}I_k^{k-1}G_k v)^T G_{k-1} (G_{k-1}^{-1}I_k^{k-1}G_k v)$$

$$= ||G_{k-1}^{-1}I_k^{k-1}G_k v||^2.$$ \hspace{1cm} (8.3.3) 

We used here the notation $||x||^2 = x^T x$.

![Figure 2. Plot of a wavelet-modified HB function; $m = 2$](image)

To have a computationally feasible basis, we replace $G_{k-1}^{-1}$ by some approximations $\tilde{G}_{k-1}^{-1}$ whose action can be computed by simple iterative methods applied to (8.3.2). Such iterative methods lead to following polynomial approximations of $G_{k-1}^{-1}$,

$$\tilde{G}_{k-1}^{-1} = [I - \pi_m (G_{k-1})] G_{k-1}^{-1},$$

where $\pi_m$ is a polynomial of degree $m \geq 1$. The polynomial $\pi_m$ also satisfies $\pi_m(0) = 1$ and $0 \leq \pi_m(t) < 1$ for $t \in [\alpha, \beta]$, where the latter interval contains the spectrum of the mass matrix $G_{k-1}$. Since $G_{k-1}$ is
well–conditioned, one can choose the interval \([\alpha, \beta]\) independent of \(k\). Thus, the polynomial degree \(m\) can be chosen to be mesh-independent so that a given prescribed accuracy \(\tau > 0\) in (7.1.1) is guaranteed. More precisely, given a tolerance \(\tau > 0\), one can choose \(m = m(\tau)\) satisfying

\[
\|Q_{k-1}u - Q_{k-1}v\|_0 = \| G_{k-1}^2 \left( G_{k-1}^{-1} - \tilde{G}_{k-1}^{-1} \right) r_{k-1} G_k v \| \\
= \| G_{k-1}^2 \pi_m \left( G_{k-1}^{-1} G_{k-1}^{-1} r_{k-1} G_k v \right) \| \\
\leq \max_{t \in [\alpha, \beta]} \pi_m(t) \| G_{k-1}^{-\frac{3}{2}} r_{k-1} G_k v \| \\
= \max_{t \in [\alpha, \beta]} \pi_m(t) \| Q_{k-1} v \|_0.
\]

Here we have used identity (8.3.2) and the properties of \(\pi_m\). The last estimate implies the validity of (7.1.1) with

\[
\tau \geq \max_{t \in [\alpha, \beta]} \pi_m(t).
\]

A simple choice of \(\pi_m(t)\) is the truncated series

\[
(1 - \pi_m(t)) t^{-1} = p_{m-1}(t) \equiv \beta^{-1} \sum_{k=0}^{m-1} \left(1 - \frac{1}{\beta} t \right)^k,
\]

which yields \(G_{k-1}^{-1} = p_{m-1}(G_{k-1})\). We remark that (8.3.4) was obtained from the following expansion:

\[
1 = t \beta^{-1} \sum_{k=0}^{\infty} (1 - t \beta^{-1})^k, \quad t \in [\alpha, \beta].
\]

With the above choice on the polynomial \(\pi_m(t)\), we have

\[
\pi_m(t) = 1 - tp_{m-1}(t) = t \beta^{-1} \sum_{k \geq m} (1 - \beta^{-1} t)^k = (1 - \beta^{-1} t)^m.
\]

It follows that

\[
\max_{t \in [\alpha, \beta]} \pi_m(t) = \left(1 - \frac{\alpha}{\beta} \right)^m.
\]

In general, by a careful selection on \(\pi_m\) we have \(\max_{t \in [\alpha, \beta]} \pi_m(t) \leq C q^m\) for some constants \(C > 0\) and \(q \in (0, 1)\), both independent of \(k\). Since the restriction on \(\tau\) was that \(\tau\) be sufficiently small, then one must have

\[
m = O(\log \tau^{-1}).
\]

The requirement (8.3.5) obviously imposes a very mild restriction on \(m\). In practice, one expects to use reasonably small \(m\) (e.g., \(m = 1, 2\)).
observation is confirmed by our numerical experiments performed in Vassilevski and Wang [42]. We show in Figure 1 a typical plot of a nodal basis function of $V_k^{(1)}$ and its approximate-wavelet modification for $m = 2$ in Figure 2. The conjugate gradient method was employed to provide polynomial approximations for the solution of the mass-matrix problem (8.3.2).

8.4 Matrix formulations of the AWM–HB preconditioners

We now turn to the description of the multiplicative and additive AWM–HB methods in a matrix–vector form. Let us first derive matrix representations for the operators $A_{11}^{(k)}$, $A_{12}^{(k)}$, and $A_{21}^{(k)}$ introduced in (8.1.1) and (8.1.2). In what follows of this section, capital letters without overhats will denote matrices corresponding to the standard nodal basis of the underlined finite element space. For example, $A^{(k)}$ denotes the standard nodal basis stiffness matrix with entries $\{a(\phi_i^{(k)}, \phi_j^{(k)})\}_{x_i, x_j \in A_k}$.

For any $v \in V_k$ and its nodal coefficient vector $\mathbf{v}$, we decompose $v$ as follows:

$$v = (I - Q_{k-1}^k)(I_k - I_{k-1})v + w_2,$$

where $w_2 \in V_{k-1}$ is uniquely determined as $w_2 = I_{k-1}v + Q_{k-1}^k(I_k - I_{k-1})v$. Our goal is to find a vector representation for components of $v$. Since the above decomposition is direct, it is clear that there are vectors $\mathbf{v}_1$ and $\mathbf{v}_2$ satisfying

$$v = (I - I_{k-1}^k \widetilde{G}_{k-1}^{-1} I_{k-1}^k G_k) \begin{bmatrix} \hat{v}_1 \\ 0 \end{bmatrix} \begin{array}{c} \mathcal{N}_k \\ \mathcal{N}_{k-1} \end{array} + I_{k-1}^k \hat{v}_2.$$  (8.4.1)

The vectors $\hat{v}_1$ and $\hat{v}_2$ represent the components of our wavelet-modified two-level HB coefficient vector $\hat{v} = \begin{bmatrix} \hat{v}_1 \\ \hat{v}_2 \end{bmatrix}$ of $v$.

Now, consider the following problem

$$A\mathbf{v} = \mathbf{d},$$  (8.4.2)

which is in the standard nodal basis matrix–vector form. We transform it into the approximate wavelet modified two-level HB by testing (8.4.2) with the two components $(I - I_{k-1}^k \widetilde{G}_{k-1}^{-1} I_{k-1}^k G_k) \begin{bmatrix} \hat{w}_1 \\ 0 \end{bmatrix}$ and $I_{k-1}^k \hat{w}_2$ for arbitrary $\hat{w}_1$ and $\hat{w}_2$. By doing so, we get the following two-by-two block system for the approximate wavelet modified two-level HB components of $\hat{v}$ (denoted by $\hat{v}_1$ and $\hat{v}_2$),

$$\begin{bmatrix} A_{11}^{(k)} & A_{12}^{(k)} \\ A_{21}^{(k)} & A_{22}^{(k)} \end{bmatrix} \begin{bmatrix} \hat{v}_1 \\ \hat{v}_2 \end{bmatrix} = \begin{bmatrix} \hat{d}_1 \\ \hat{d}_2 \end{bmatrix},$$  (8.4.3)
where
\[ \tilde{A}^{(k)}_{11} = \begin{bmatrix} I & 0 \end{bmatrix} \left( I - G_k I_{k-1}^k \tilde{G}_{k-1}^{-1} I_k G_k \right) \begin{bmatrix} I \\ 0 \end{bmatrix} ; \]
\[ \tilde{A}^{(k)}_{12} = \begin{bmatrix} I & 0 \end{bmatrix} \left( I - G_k I_{k-1}^k \tilde{G}_{k-1}^{-1} I_k G_k \right) A^{(k)} I_{k-1}^k ; \]
\[ \tilde{A}^{(k)}_{21} = I_{k-1} I^{(k)} \left( I - I_{k-1}^k \tilde{G}_{k-1}^{-1} I_k G_k \right) \begin{bmatrix} I \\ 0 \end{bmatrix} ; \]
\[ \tilde{A}^{(k)}_{22} = I_{k-1} I^{(k)} I_{k-1}^k = A^{(k-1)} . \]

Note that having computed \( \tilde{v}_1 \) and \( \tilde{v}_2 \), the solution \( \mathbf{v} \) of (8.4.2) can be recovered by using the formula (8.4.1), i.e.,
\[ \mathbf{v} = Y_1 \tilde{v}_1 + Y_2 \tilde{v}_2 , \]
where,
\[ Y_1 = \begin{bmatrix} I - I_{k-1}^k \tilde{G}_{k-1}^{-1} I_k G_k \end{bmatrix} \begin{bmatrix} I \\ 0 \end{bmatrix} , \]
\[ Y_2 = I_{k-1}^k . \]
We have,
\[ \mathbf{v} = Y \tilde{\mathbf{v}} , \quad \tilde{\mathbf{v}} = \begin{bmatrix} \tilde{v}_1 \\ \tilde{v}_2 \end{bmatrix} , \quad Y = [Y_1, Y_2] , \quad Y_1 = Y^{(k)}_1 , \quad Y_2 = Y^{(k)}_2 . \]

The transformed right-hand side vectors of (8.4.3) read similarly as follows:
\[ \tilde{\mathbf{d}}_1 = \begin{bmatrix} I \\ 0 \end{bmatrix} \left( I - G_k I_{k-1}^k \tilde{G}_{k-1}^{-1} I_k G_k \right) \mathbf{d} = Y_1^T \mathbf{d} , \]
\[ \tilde{\mathbf{d}}_2 = I_{k-1}^k \mathbf{d} = Y_2^T \mathbf{d} . \]

Therefore, the multiplicative AWM–HB preconditioner \( B^{(k)} \) from Definition 3, starting with \( B^{(0)} = A^{(0)} \), takes the following block–matrix form:
\[ \tilde{B}^{(k)} = \begin{bmatrix} \tilde{B}^{(k)}_{11} & 0 \\ \tilde{A}^{(k)}_{21} & \tilde{B}^{(k-1)} \end{bmatrix} \begin{bmatrix} I \\ 0 \\ I \\ \tilde{A}^{(k)}_{12} \end{bmatrix} . \quad (8.4.4) \]

The preconditioner \( B^{(k)} \) is related to \( \tilde{B}^{(k)} \) in the same way as \( A^{(k)} \) to \( \tilde{A}^{(k)} \). More precisely, one has
\[ \tilde{B}^{(k)} = [Y_1, Y_2]^T B^{(k)} [Y_1, Y_2]^T , \quad B^{(k)-1} = [Y_1, Y_2]^T \tilde{B}^{(k)-1} [Y_1, Y_2]^T . \]

We will show below that the inverse actions of \( B^{(k)} \) can be computed only via the actions of \( A^{(k)} \), \( Y_1 \), \( Y_2 \), and \( Y_1^T \), \( Y_2^T \) in addition to the inverse actions of \( \tilde{B}^{(k)} \).
We point out that (8.4.4) has precisely the same form as the algebraic multilevel method studied in Vassilevski [37] (see also Axelsson and Vassilevski [4] and Vassilevski [38]).

Observe that, in (8.4.4), \( \hat{B}^{(k)}_{11} \) is an appropriately scaled approximation of \( \hat{A}^{(k)}_{11} \). We have shown that \( \hat{A}^{(k)}_{11} \) is well-conditioned (see Lemma 3). Thus, it is possible to utilize some simple polynomial approximation \( \hat{B}^{(k)}_{11} \) for \( \hat{A}^{(k)}_{11} \) in the implementation. However, in order to take into account any possible jumps in the coefficient of the differential operator, it would be preferable to compute the diagonal part of \( \hat{A}^{(k)}_{11} \). This is computationally feasible since the basis functions of \( V^1_k = (I - Q^1_{k-1})V^{(1)}_k \) have reasonably narrow support if \( m \) is not too large, which should be the case in practice. Nevertheless, one can employ in actual implementation the CG method to compute reliable approximate actions of \( \hat{A}^{(k)-1}_{11} \).

**Algorithm 1 (Computing inverse actions of \( B^{(k)} \))**

The inverse actions of \( B^{(k)} \) are computed by solving the system

\[
B^{(k)} w = d,
\]

with the change of basis \( w = Y \hat{w} \). Namely, by setting

\[
\begin{align*}
\hat{w}_1 &= Y_1 \hat{w}_1 + Y_2 \hat{w}_2 = \begin{bmatrix} Y_1 & Y_2 \end{bmatrix} \begin{bmatrix} \hat{w}_1 \\ \hat{w}_2 \end{bmatrix}, \\
\hat{a}_1 &= Y_1^T d, \\
\hat{a}_2 &= Y_2^T d,
\end{align*}
\]

\( w = B^{(k)-1} d \) is computed via the solution of \( \hat{B}^{(k)} \hat{w} = \hat{d} \) as follows:

**Forward recurrence:**

1. compute \( \hat{z}_1 = \hat{B}^{(k)-1}_{11} \hat{a}_1 \);
2. change the basis; i.e., compute \( z = Y_1 \hat{z}_1 \);
3. compute \( \hat{a}_2 := \hat{a}_2 - \hat{A}^{(k)}_{21} \hat{z}_1 = Y_2^T (d - A^{(k)} x) \);
4. compute \( \hat{w}_2 = B^{(k-1)-1} \hat{a}_2 \);
5. change the basis, i.e., compute \( v = Y_2 \hat{w}_2 \);

**Backward recurrence:**

1. update the fine-grid residual, i.e., compute

\[
\hat{d}_1 := \hat{d}_1 - \hat{A}^{(k)}_{12} \hat{w}_2 = Y_1^T (d - A^{(k)} Y_2 \hat{w}_2) = Y_1^T (d - A^{(k)} v);
\]
2. compute $\hat{w}_1 = \hat{B}^{(k)}_{11}^{-1}\hat{d}_1$;

3. get the solution by $w = Y_1\hat{w}_1 + Y_2\hat{w}_2 = Y_1\hat{w}_1 + v$.

End

Note that the above algorithm requires only the actions of the standard stiffness matrix $A^{(k)}$, the actions of the transformation matrices $Y_1$ and $Y_2$ and their transposition $Y_1^T$ and $Y_2^T$, the inverse action of $\hat{B}^{(k)}_{11}$, and some suitable approximations to the well-conditioned matrices $A^{(k)}_{11}$. The actions of $Y^{-1}$ are not required in the algorithm.

We now formulate the solution procedure for one preconditioning step using the multiplicative AWM–HB preconditioner $B = B^{(J)}$.

Algorithm 2 (MUltiplicative AWM–HB Preconditioning)

Given the problem

$Bv = d$.

Initiate:

$d^{(J)} = d$.

(A) Forward recurrence. For $k = J$ down to 1 perform:

1. Compute:

   $\hat{d}^{(k)}_1 = \begin{bmatrix} I & 0 \end{bmatrix} \left( I - G_k I_{k-1}^k G_{k-1}^{k-1} I_{k-1}^k \right) d^{(k)}$;

2. Solve:

   $\hat{B}^{(k)}_{11} \hat{w}_1 = \hat{d}^{(k)}_1$;

3. Transform basis:

   $w = \begin{bmatrix} I - I_{k-1}^k G_{k-1}^{k-1} G_k \end{bmatrix} \begin{bmatrix} \hat{w}_1 \\ 0 \end{bmatrix} \begin{cases} \mathcal{A}_k \setminus \mathcal{A}_{k-1} \\ \mathcal{A}_{k-1} \end{cases}$;

4. Coarse-grid defect restriction:

   $d^{(k-1)} = I_{k-1}^{k-1} d^{(k)} - \hat{A}^{(k)}_{21} \hat{w}_1$

   $= I_{k-1}^{k-1} (d^{(k)} - A^{(k)} w)$;

5. Set $k = k - 1$. If $k > 0$ go to (1), else:

6. Solve on the coarsest level:

   $A^{(0)} x^{(0)} = d^{(0)}$;
(B) Backward recurrence.

1. Interpolate result: Set $k := k + 1$ and compute
   \[ x^{(k)} = I_{k-1}^k x^{(k-1)}; \]

2. Update fine-grid residual:
   \[ \tilde{a}_1^{(k)} := \tilde{a}_1^{(k)} - A_{12}^{(k)} x^{(k-1)} \]
   \[ = \tilde{a}_1^{(k)} - [I \ 0] (I - G_k I_{k-1}^k \tilde{G}_{k-1}^{-1} I_{k-1}^k) A^{(k)} x^{(k)} \]
   \[ = [I \ 0] (I - G_k I_{k-1}^k \tilde{G}_{k-1}^{-1} I_{k-1}^k) (d^{(k)} - A^{(k)} x^{(k)}); \]

3. Solve:
   \[ \tilde{B}_{11}^{(k)} \tilde{w}_1 = \tilde{d}_1^{(k)}; \]

4. Change the basis:
   \[ w = (I - I_{k-1}^k \tilde{G}_{k-1}^{-1} I_{k-1}^k G_k) \left[ \begin{array}{c} \tilde{w}_1 \\ 0 \end{array} \right]; \]

5. Finally set:
   \[ x^{(k)} = x^{(k)} + w. \]

6. Set $k := k + 1$. If $k < J$ go to step (1) of (B), else set
   \[ v = x^{(J)}. \]

END

Similarly, one preconditioning solution step for the additive AWM–HB preconditioner $D = D^{(J)}$ takes the following form:

Algorithm 3 (Additive AWM–HB Preconditioning)

Given the problem
\[ Dv = d. \]

Initiate:
\[ d^{(J)} = d. \]

(A) Forward recurrence. For $k = J$ down to 1 perform:

1. Compute:
   \[ \tilde{a}_1^{(k)} = [I \ 0] \left( I - G_k I_{k-1}^k \tilde{G}_{k-1}^{-1} I_{k-1}^k \right) d^{(k)}; \]
2. Solve:
\[
\hat{B}^{(k)}_{11} \hat{w}_1 = \hat{d}^{(k)}_1;
\]

3. Transform basis:
\[
x^{(k)} = \begin{pmatrix} I - I^{k}_{k-1}\tilde{G}_{k-1}^{k-1} \end{pmatrix} \begin{bmatrix} \hat{w}_1 \ 0 \end{bmatrix} \mathcal{N}_k \setminus \mathcal{N}_{k-1};
\]

4. Coarse-grid defect restriction:
\[
d^{(k-1)} = I^{k-1}_k d^{(k)};
\]

5. Set \( k = k - 1 \). If \( k > 0 \) go to (1), else:

6. Solve on the coarsest level:
\[
A^{(0)} x^{(0)} = d^{(0)};
\]

(B) Backward recurrence.

1. Interpolate result: Set \( k := k + 1 \) and compute
\[
w = I^{k}_{k-1} x^{(k-1)};
\]

2. Update at level \( k \):
\[
x^{(k)} = x^{(k)} + w;
\]

3. Set \( k := k + 1 \). If \( k < J \) go to step (1) of (B), else set
\[
v = x^{(J)}.
\]

END

For both the additive and multiplicative preconditioners, it is readily seen that the above implementations require only actions of the stiffness matrices \( A^{(k)} \), the mass matrices \( G^{(k)} \), and the transformation matrices \( I^{k}_{k-1} \) and \( I^{k-1}_{k} \). The approximate inverse actions of \( \hat{A}^{(k)}_{11} \) can be computed via some inner iterative algorithms. Similarly, the action of \( \tilde{G}_{k-1}^{k-1} \) can be computed as approximate solutions of the corresponding mass-matrix problem using \( m \) steps of some simple iterative methods. Therefore, at each discretization level \( k \), one performs a number of arithmetic operations proportional to the degrees of freedom at that level denoted by \( n_k \). In the case of local mesh refinement, the corresponding operations involve only the stiffness and mass matrices computed for the subdomains where local
refinement was made. Hence, even in the case of locally refined meshes, the cost of the AWM–HB methods is proportional to \( N = n_f \).

The proportionality constant depends linearly on \( \mu = O(\log \tau^{-1}) \), but is independent of \( J \) (or \( h \)). Some numerical results for the AWM–HB preconditioners can be found from Vassilevski and Wang [42].

A performance comparison with the BPX method [8] and Stevenson’s method [34] on more difficult elliptic problems in three-dimensions and in other applications such as interface domain decomposition preconditioning is yet to be seen.

§9 Numerical experiments

In this section we present some numerical results to illustrate the efficiency of the method discussed in §7. Consider the boundary value problem of seeking \( u \) satisfying

\[
L_\epsilon u \equiv -\epsilon \Delta u + b \cdot \nabla u = f \quad \text{in } \Omega, \\
u = g \quad \text{on } \partial \Omega.
\]

(9.1)

Here, \( f \in L^2(\Omega) \), \( g \in H^{1/2}(\partial \Omega) \), and \( b = [b_1,b_2] \) are given single–valued or vector–valued functions. We assume that all given functions are sufficiently smooth on their domains. For simplicity, we take \( \Omega \) to be a square domain and \( g = 0 \) on \( \partial \Omega \).

If \( u \) is a solution of (9.1), then it solves the following problem:

\[
M_\epsilon u \equiv -\delta \nabla \cdot (b L_\epsilon u) + L_\epsilon u = -\delta \nabla \cdot (b f) + f \quad \text{in } \Omega,
\]

(9.2)

subject to the boundary condition \( u = 0 \) on \( \partial \Omega \). Here \( \delta > 0 \) is a parameter. The purpose of considering the problem (9.2) is to get the so–called streamline derivative \( \frac{\partial u}{\partial y} = \check{b} \cdot \nabla u \) in a variational formula for \( u \). More precisely, by testing (9.2) against any \( \psi \in H^1_0(\Omega) \) one obtains

\[
b_\epsilon(u, \psi) \equiv \epsilon (\nabla u, \nabla \psi) + (\psi, b \cdot \nabla u) + \delta (\Delta u, \check{b} \cdot \nabla \psi)
\]

\[
-\epsilon (\Delta u, \check{b} \cdot \nabla \psi)
\]

(9.3)

for all \( \psi \in H^1_0(\Omega) \). Here \( f_\delta = f - \delta \nabla \cdot (b f) \).

9.1 Galerkin discretization

The Galerkin method for the approximation of \( u \) is based on the variational problem (9.3). Let \( V = V_h \) be a \( C^0 \)-conforming finite element space of piecewise polynomials corresponding to a quasiuniform triangulation \( T_h \) of
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\( \Omega \). The Galerkin approximation is a function \( u_h \in V_h \) such that

\[
\begin{align*}
    b_h(u_h, \psi) &\equiv \langle \nabla u_h, \nabla \psi \rangle + \langle \psi, \vec{b} \cdot \nabla u \rangle \\
    &\quad + \delta \langle \vec{b} \cdot \nabla u_h, \vec{b} \cdot \nabla \psi \rangle - \epsilon \delta \sum_{T \in T_h} \int_T \Delta u_h (\vec{b} \cdot \nabla \psi) \, dx \\
    &= (f_h, \psi),
\end{align*}
\]

for all \( \psi \in V_h \). For continuous piecewise linear functions, one has \( \Delta u_h = 0 \) on each element. It follows that the discrete problem seeks \( u_h \in V_h \) such that

\[
\epsilon \langle \nabla u_h, \nabla \psi \rangle + \langle \psi, \vec{b} \cdot \nabla u_h \rangle + \delta \langle \vec{b} \cdot \nabla u_h, \vec{b} \cdot \nabla \psi \rangle = (f_h, \psi),
\]

for all \( \psi \in V_h \).

The convection term is assumed to satisfy

\[
\nabla \cdot \vec{b} \leq 0 \quad \text{in} \quad \Omega. \tag{9.1.3}
\]

For a convergence analysis of the streamline diffusion finite element approximation \( u_h \), we refer to [23] and [2].

### 9.2 Numerical tests

We choose the same test examples as in [2]. Namely,

\[
\vec{b} = [(1 - x \cos \alpha) \cos \alpha (1 - y \sin \alpha) \sin \alpha],
\]

for various angles \( \alpha \). Note that \( \nabla \cdot \vec{b} = -1 \). The right hand side \( f \) is chosen so that \( u = \varepsilon(1 - x)y(1 - y) \) is the exact solution. Thus, the right-hand side function \( f \) is \( \epsilon \)-dependent. The stopping criterion was that the relative error of the residual be less than \( 10^{-8} \) in the discrete \( L^2 \)-norm. The objective is to test the number of iterations in the solution procedure by using the wavelet-like hierarchical basis.

The matrix form of the discretized problem (9.1.2) reads as follows:

\[
A u = f. \tag{9.2.1}
\]

Here \( A \) is a nonsymmetric matrix. For small \( \epsilon \), it is very difficult to find a good preconditioner for \( A \). It was seen in [2] that a block–ILU factorization method turns out to be very robust with respect to arbitrary positive \( \epsilon \), though very little is known theoretically on this good performance.

For any finite element function \( v \), we use the bold face \( \mathbf{v} \) to denote the vector with respect to the nodal basis and \( \hat{\mathbf{v}} \) the vector representation with respect to the modified hierarchical basis. In the implementation, the modified hierarchical basis is employed to provide a preconditioner for the global stiffness matrix \( A \) as follows. Let \( Y \) be the transformation from \( \hat{\mathbf{v}} \)
to \( \mathbf{v} \) such that \( \mathbf{v} = Y \hat{\mathbf{v}} \). The preconditioner is given by \( P = (YY^T)^{-1} \) with \( Y^T \) being the conjugate of \( Y \). Below we discuss the computation of \( Y \) and \( Y^T \).

Let

\[
Y_1^{(k)} = \left( I - I_{k-1}^h G^{(k-1)^{-1}} I_{k-1}^h G^{(k)} \right) \begin{bmatrix} I & 0 \\ \mathcal{N}_k^I & \mathcal{N}_{k-1}^I \end{bmatrix} \mathcal{N}_k^I = \mathcal{N}_k \setminus \mathcal{N}_{k-1} \quad (9.2.2)
\]

and

\[
Y_2^{(k)} = I_{k-1}^h. \quad (9.2.3)
\]

Here, \( G^{(k)} \) stands for the mass matrix at \( k \)th discretization level, \( I_{k-1}^h \) is the natural coarse-to-fine interpolation matrix from \((k - 1)\)th grid to the \( k \)th one and \( I_{k-1}^h = (I_{k-1}^h)^T \). Also, \( \tilde{G}^{(\epsilon)} \) is an approximate inverse of the mass matrix \( G^{(\epsilon)} \). For example, a good choice for \( \tilde{G}^{(\epsilon)} \) would be an approximate solution of \( G^{(\epsilon)} \mathbf{x} = \mathbf{w} \) by polynomial iterative methods. In practice, the Jacobi and conjugate gradient methods are good candidates. The numerical results in this section are based on the Jacobi iterative method with two iterations.

**Algorithm 4** For any given \( \hat{\mathbf{v}} = (\hat{\mathbf{v}}_1^{(J)}, \ldots, \hat{\mathbf{v}}_1^{(1)}, \hat{\mathbf{v}}^{(0)})^T \), the action \( \mathbf{v} = Y \hat{\mathbf{v}} \) is computed as follows:

- Set \( \mathbf{v}^{(0)} = \hat{\mathbf{v}}^{(0)} \).
- For \( k = 1 \) to \( J \) do
  \[
  \mathbf{v}^{(k)} = Y_2^{(k)} \mathbf{v}^{(k-1)} + Y_1^{(k)} \hat{\mathbf{v}}_1^{(k)}.
  \]
- \( \mathbf{v} = \mathbf{v}^{(J)} \).

**Algorithm 5** For any given \( \mathbf{d} = (d_1^{(J)}, \ldots, d_1^{(1)}, d^{(0)})^T \), the action \( \hat{\mathbf{d}} = Y^T \mathbf{d} \) is computed as follows:

- Set \( \hat{\mathbf{d}}^{(J)} = d^{(0)} \).
- For \( k = J \) down to 1 do
  \[
  \hat{d}_1^{(k)} = Y_1^{(k)^T} \mathbf{d}^{(k)}
  \]
  \[
  \hat{d}^{(k-1)} = Y_2^{(k)^T} \mathbf{d}^{(k)}.
  \]
- \( \hat{\mathbf{d}} = (\hat{d}_1^{(J)}, \ldots, \hat{d}_1^{(1)}, \hat{d}^{(0)})^T \).
Table 1. Iteration counts for $h^{-1} = 64$, $\alpha = 75^o$.

<table>
<thead>
<tr>
<th>$\epsilon = 1$</th>
<th>$\epsilon = 0.1$</th>
<th>$\epsilon = 10^{-2}$</th>
<th>$\epsilon = 10^{-3}$</th>
<th>$\epsilon = 10^{-4}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta = 0.001$</td>
<td>$\delta = 0.01$</td>
<td>$\delta = 0.1$</td>
<td>$\delta = 1.0$</td>
<td>$\delta = 10$</td>
</tr>
<tr>
<td>iter</td>
<td>30</td>
<td>28</td>
<td>42</td>
<td>59</td>
</tr>
</tbody>
</table>

Table 2. Iteration counts for $h^{-1} = 64$, $\alpha = 105^o$.

<table>
<thead>
<tr>
<th>$\epsilon = 1$</th>
<th>$\epsilon = 0.1$</th>
<th>$\epsilon = 10^{-2}$</th>
<th>$\epsilon = 10^{-3}$</th>
<th>$\epsilon = 10^{-4}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta = 0.001$</td>
<td>$\delta = 0.01$</td>
<td>$\delta = 0.1$</td>
<td>$\delta = 1.0$</td>
<td>$\delta = 10$</td>
</tr>
<tr>
<td>iter</td>
<td>31</td>
<td>27</td>
<td>70</td>
<td>*</td>
</tr>
</tbody>
</table>

Table 3. Iteration counts for $h^{-1} = 128$, $\alpha = 75^o$.

<table>
<thead>
<tr>
<th>$\epsilon = 1$</th>
<th>$\epsilon = 0.1$</th>
<th>$\epsilon = 10^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta = 0.0025$</td>
<td>$\delta = 0.025$</td>
<td>$\delta = 0.25$</td>
</tr>
<tr>
<td>iter</td>
<td>32</td>
<td>29</td>
</tr>
</tbody>
</table>

Table 4. Iteration counts for $h^{-1} = 128$, $\alpha = 105^o$.

<table>
<thead>
<tr>
<th>$\epsilon = 1$</th>
<th>$\epsilon = 0.1$</th>
<th>$\epsilon = 10^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta = 0.0025$</td>
<td>$\delta = 0.025$</td>
<td>$\delta = 0.25$</td>
</tr>
<tr>
<td>iter</td>
<td>32</td>
<td>29</td>
</tr>
</tbody>
</table>

Once the preconditioner $P = (YY^T)^{-1}$ is known, one can solve the discrete problem (9.2.1) by using the generalized conjugate gradient method employed in [2]. We comment that this simple preconditioner may not work well for convection-dominated diffusion problems. This fact can be seen from the numerical results illustrated in Tables 1–4.

In the Tables 1–4, "*" is used to indicate a non-convergence in 100 iterations. It is clear that the use of the wavelet–like hierarchical basis gives an efficient preconditioner if the problem is not convection-dominated.

The present implementation of the modified hierarchical basis is comparable with the additive preconditioning method discussed in [42]. The information is also contained in Algorithm 3 of this paper with $\hat{B}_{11}^{(k)} = Ch_k^{-2}I_k$, where $I_k$ stands for the identity matrix.
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