Qualifying Exam, Fall 2005
NUMERICAL ANALYSIS
‘ DO NOT FORGET TO WRITE YOUR SID NUMBER ON YOUR EXAM.
Do all 7 problems.

Problems 1-3 are worth 5 points; problems 4-7 are worth 10 points.

[1] (5 Pts.) Let {z,} be a sequence such that z, > Z V n and lim z, = Z. Assume 3 constants o
and p > 0 such that for sufficiently large n

Ty — I = a (T, — T

(a) Assuming Z is known, give a derivation of a formula that estimates p in terms of Z and some
number of consecutive iterates of the sequence {z,}.

(b) Assuming Z is unknown, give a derivation of a formula that estimates p in terms of some number
of consecutive iterates of the sequence {z,}.

[2] (5 Pts.) Consider the forward and backward difference operators Dt and D~ defined by

(a) Assuming f is smooth, derive asymptotic error expansions for each of these operators.

(b) What combination of D" f(z) and D* f(x) gives a second order accurate approximation to the
derivative f'(z)? Justify your answer.

[3] (5 Pts.) Consider the following factorization of a tri-diagonal matrix A.:

ay C 1 e1 ¢
b2 ag Co dg 1 €9 Co
A= T = * ok * %
* *  Cp—1 k% %k * Cp—1
b, an d, 1 €n

(a) Derive the recurrence relations that determine the values of the dy’s and ex’s in terms of the
values of the a;’s, by’s and c’s.

(b) Give a condition on the matrix A which ensures your recurrence relations won’t break down.
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[4] (10 Pts.) (a) Find conditions on the coefficients ay, as, p1, p2 so that the following Runge-Kutta
method for ¢’ = f(¢,y(t)) is of order m > 2: '

Yns1 = Yn + B[01f (tn, Yn) + @2 f (tn + P11, Y + P2 S (bny )]

(b) Show by an example that the order cannot exceed two.

D=

(c) Analyze the linear stability of the scheme when a; =0, a2 =1, p1 = %, Py =

[5] (10 Pts.) Let a(z,y) and b(z, y) be smooth, positive, functions. Consider the equation

us = (a(z, Y)uz)e + (6(z,y)uy)y

to be solved for ¢ > 0, (z,y) € [0,1] x [0,1], with smooth initial data u(z,y,0) = ue(z,y) and
periodic boundary conditions in = and y; u(0,y,t) = u(1,y,t), u(z,0,t) = u(z, 1,t).

(a) Construct a second-order accurate, unconditionally stable, scheme for this equation. Justify
the accuracy and stability properties of your scheme.

(b) Construct a second-order accurate, unconditionally stable, scheme for this equation that only
requires the inversion of one dimensional operators. Justify the accuracy and stability properties of
your scheme

[6] (10 Pts.) Consider the initial boundary value problem
U +au, =0
where a is a real number, to be solved for z > 0 and ¢ > 0, with smooth initial data u(z, 0) = ug(z).

(a) For a given value of the constant a, what boundary conditions, if any, are needed to solve this
problem?

(b) Suppose the Lax-Wendroff scheme

242
1 ai a‘X
uptt = — 2 (0 — i) + = (W — 207 ]y
At . . . . .
where A = A’ j=1,2,...,and n = 0,1, 2,... is used to approximate solutions to this equation.

Give stable boundary conditions for uj. Justify your statements.



Qualifying Exam, Fall 2005
NUMERICAL ANALYSIS

[7] (10 Pts.) The following elliptic problem is approximated by the finite element method,

-V (a®)Vu(#) = (&), FeQC PR,

u(f) = wuo(f), £ €y,
ou(x)
N ST
e + u(Z) 0, £ €Iy,
%) _ o zers
8372
where
Q {(z1,22): 0<z1 <1, 0< 29 <1},
I = {(z1,22): 21=0, 0< 2, <1},
FQ = {(SL‘l,.’L‘Q) .= ]., 0 S T9 S 1},
I's {(z1,22): O0<zy <1, 2z, =0, 1},

0<A<a(@) <B, ae. inQ, felL*),
and ug|r, is the trace of a function uy € H'(Q).
(a) Determine an appropriate weak variational formulation of the problem.

(b) Prove conditions on the corresponding linear and bilinear forms which are needed for existence
and uniqueness of the solution.

(c) Se 'p a finite element approximation using P, elements, and a set of basis functions such
that the associated linear system is sparse and of band structure. Discuss the linear system thus
obtained, and give the rate of convergence.




