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Abstract

Phase retrieval (PR) is a fundamental challenge in scientific imaging, enabling nanoscale techniques
like coherent diffractive imaging (CDI). Imaging at low radiation doses becomes important in applica-
tions where samples are susceptible to radiation damage. However, most PR methods struggle in low
dose scenario due to the presence of very high shot noise. Advancements in the optical data acquisi-
tion setup, exemplified by in-situ CDI, have shown potential for low-dose imaging. But these depend
on a time series of measurements, rendering them unsuitable for single-image applications. Similarly,
on the computational front, data-driven phase retrieval techniques are not readily adaptable to the
single-image context. Deep learning based single-image methods, such as deep image prior, have been
effective for various imaging tasks but have exhibited limited success when applied to PR. In this work,
we propose LoDIP which combines the in-situ CDI setup with the power of implicit neural priors to
tackle the problem of single-image low-dose phase retrieval. Quantitative evaluations demonstrate the
superior performance of LoDIP on this task as well as applicability to real experimental scenarios.

Keywords: deep image prior, deep generative models, computational imaging, phase retrieval, inverse
problems, low light imaging, low photon count

1 Introduction

Coherent diffractive imaging (CDI) is a lens-
less imaging technique [36] used for high resolu-
tion imaging at nanoscale. CDI has found broad
applications across different disciplines due to
its remarkable ability to provide high-resolution
structural information about a wide range of

specimens from biological specimens to nanoscale
objects [38].

Unlike visible light, X-rays have high pene-
trating power and thus can be used to image
thick, unfixed specimens. However, many samples
of interest for CDI, such as biological material,
polymers or organic semiconductors, require min-
imal radiation exposure to prevent damage during
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Fig. 1 Coherent Diffraction Imaging (CDI) employs a coherent X-ray beam directed at a sample, capturing the resulting
diffraction pattern on a 2D detector. A computational algorithm is then applied to reconstruct the desired sample image.
Inspired by in-situ CDI [28], LoDIP introduces two modifications to the CDI setup. First, it involves imaging the sample
alongside a static region. Secondly, the static region is exposed to a high radiation dose, while the sample’s exposure is
significantly reduced through the use of an attenuator. In the computational step, LoDIP takes both the diffraction pattern
and an estimated reconstruction of the static region as inputs, generating a sample reconstruction as its output.

data acquisition [15, 16]. Thus, there is consider-
able interest in techniques that minimize sample
radiation exposure and enable X-ray imaging at
extremely low photon counts.

The main challenge is that imaging at low
photon counts leads to very high shot noise in
the acquired measurements (diffraction pattern)
and makes the subsequent image reconstruction
part (i.e. phase retrieval) very challenging. Under
high shot noise, iterative-based phase retrieval
algorithms, including ER, HIO, become unstable,
facing challenges such as getting trapped in local
minima, stagnation, and failing to converge (keep
oscillating).

One category of proposed solutions for the
low-dose challenge involve modifications to the
optical data acquisition setup of CDI [27, 28, 41].
A notable example is in-situ CDI, as introduced
by Lo et al. [28] and further explored in [29].
A dose-tolerant static region next to the sample
and is illuminated with a much higher radia-
tion dose. This results in ample light falling on
the detector while keeping a low radiation dose
on the sample. Multiple such measurements are
taken over time. The static region present in
the measurement from each time step gives a

very strong time-overlap constraint for regulariz-
ing the phase retrieval optimization. However, this
method requires multiple measurements. Adapt-
ing this setup for single-image scenarios results in
suboptimal reconstruction (see HIO-stat column
in Fig. 3 ).

Another possibility could be to modify the
computational algorithm. Data-driven approaches
have shown potential for simpler versions of phase
retrieval at low-photon counts [8, 19]. But they
cannot be readily adapted to the single-image con-
text due to the requirement for a large training
dataset. Deep learning based single-image meth-
ods such as deep image prior(DIP) [9, 51] are
very relevant to our single-image context. While
they have demonstrated success in simpler phase
retrieval scenarios [4, 20, 53], they begin to strug-
gle for more challenging situations, as evident
in our experiments Fig. 3 and consistent with
previous observations[48, 55].

To address these issues, in this work we pro-
pose a deep learning method designed specifi-
cally to tackle the challenging case of low-dose
CDI phase retrieval. More specifically, we pro-
pose LoDIP, a single-image method for low-dose
phase retrieval based on deep image prior and
inspired by in-situ CDI. We use the modified
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imaging setup consisting of a static region illu-
minated with a high dose of radiation alongside
the sample of interest which is illuminated by low-
light. This increases the amount of light incident
on the detector, without increasing the radiation
dose on the sample. Then we modify the DIP
framework to exploit the additional constraints
coming from this setup. Experiments show that
the proposed method LoDIP can reliably work for
low-dose phase retrieval both for simulated and
experimental data.

2 Background

2.1 Coherent Diffraction Imaging

In Coherent Diffraction Imaging (CDI), an object
is illuminated by a highly coherent light source.
The interaction between the object and the inci-
dent wave results in the generation of a diffraction
pattern, which is subsequently detected. While
detectors capture the magnitude of the diffracted
wave, the phase information is lost. As a conse-
quence, the process of reconstructing an image of
the object of interest necessitates the development
of a computational algorithm designed to recover
the lost phase from the acquired diffraction pat-
tern. This is commonly referred to as the “phase
retrieval” problem. If the diffraction pattern is
sufficiently oversampled [35], the phase can be in
principle retrieved from the diffraction pattern via
iterative algorithms [45].

In the general phase retrieval setup, given an
image of an object X ∈ Cn×n, the measure-
ment process to capture a diffraction pattern Y ∈
Rm×m can be described as:

Y = |F (X)|2 (2.1)

To meet the oversampling criteria which helps
to mitigate the non-uniqueness of the phase
retrieval problem, the original object X ∈ Cn×n is
zero-padded to size m×m, where m = 2×n. The
overall goal of the phase retrieval problem is to
recover the image X from the captured diffraction
pattern Y .

Generally, some information about the sup-
port of the object (i.e. the location of the object)
within this zero-padded image is known. Let S0

be the known support information. Note that this
may not be the exact support of the object and

thus still leave some translation freedom. The
corresponding optimization problem is given by:

min
X̂∈Cn×n

ℓ

(
Y ,

∣∣∣F (
X̂

)∣∣∣2) ,

s.t. (1− S0)⊙ X̂ = [0]m×m (2.2)

where the first term imposes that 2.1 is satisfied,
while the second term is the support constraint.
The objective function in the above formulation
can be considered as the magnitude constraint
or data consistency term. And the support con-
straint utilize the information coming from over-
sampling, requiring the off-support values to be
zero. The objective function can also be written
in terms of the Fourier magnitudes (not squared),
i.e. l(

√
Y , |F(X)|).

Imaging at cellular or atomic scales necessi-
tates use of X-ray radiation. However, many sam-
ples of interest for CDI, such as biological mate-
rial, polymers or organic semiconductors, require
minimal radiation exposure to prevent damage
during data acquisition. As a consequence,there
is considerable interest in techniques that mini-
mize sample radiation exposure and enable X-ray
imaging at extremely low-photon counts.

2.2 Phase retrieval for low-light
imaging

The major challenge of working in the low-dose
case is the strong presence of noise in the captured
signal. In practice, most of the existing PR meth-
ods [2, 11, 31, 37, 40, 43] struggle to work in the
low dose setting (high noise). This comes in addi-
tion to the existing challenge of working without
accurate support information which itself is suf-
ficient for many of the existing algorithms to fail
(unless additional strategies are adopted like the
shrink-wrap method [33]).

There have been attempts at low-photon phase
retrieval that modify the imaging setup of the
problem [27, 28, 41]. While [41] relies on a phase
diverse approach, [27, 28] use a template object
made up of heavy metals which can withstand
high energy light, into the imaging setup. Of these,
in-situ CDI [28] achieves a substantial order of
magnitude dose reduction over other methods.
Its primary objective is to monitor dynamic pro-
cesses over time, employing two distinct regions: a
dynamic region encompassing the sample, which
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exhibits continuous changes over time, and a static
region that remains stationary. The static region
is subject to significantly higher illumination com-
pared to the sample, ensuring ample light on the
detector while keeping the radiation dose low for
the sample. A series of diffraction patterns is col-
lected over time, resulting in interference between
the static and dynamic regions. The static region’s
presence in each time step’s measurement offers
a strong overlap-in-time constraint for facilitating
the regularization of phase retrieval optimization.

The static region generates a time-overlap con-
straint to reconstruct the motion of low-dose
samples such as glioblastoma cells and material
science sample through Oversampling Smoothness
(OSS) algorithm [43]. Some existing works [8, 18]
have shown that deep neural networks (DNN) cou-
pled with the supervised learning paradigm can
show improvement over the traditional algorithms
in the low-light setting. However, as explained
before, these require a large dataset for training
the DNN. Thus, it is not straightforward to use
these techniques for single-image phase retrieval
setting. This work specifically addresses the single-
image phase retrieval scenario, which which does
not allow for the classical supervised learning
techniques.

2.3 Deep Learning for phase
retrieval

Previous research [8, 18] has demonstrated that
deep neural networks (DNN) within a supervised
learning framework can enhance performance
in low-light conditions. However, these methods
necessitate substantial training dataset, rendering
them unsuitable for single-image phase retrieval.
Our work focuses on single-image phase retrieval,
a context unsuitable for traditional supervised
learning techniques due to the absence of multiple
images for training.

Recent data-driven deep learning methods for
PR [47, 50], despite some initial successes are
yet to see widespread adoption among microscopy
practitioners. The main reason is that model
training necessitates an appropriate dataset, huge
training time, GPU resources and also relevant
expertise in training deep neural networks. More-
over, the reconstruction performance on the target
sample depends heavily on the quality of data pro-
vided for the model training. Additionally, each

model has to be retrained to be used on samples
captured under different experimental settings.
Thus, PR practitioners raise a common question
whether DL can be used to improve the meth-
ods for single-image phase retrieval, i.e. without
requiring training on a separate dataset. This
work proposes such a DL-based method which can
function in a single-image setting.

2.3.1 Neural Networks as a prior

After the success of convolutional neural net-
works(CNNs) on image classification task [26],
neural networks and particularly CNNs have
improved the state-of-the-art in many computer
vision tasks. Most of these were in the super-
vised learning paradigm and used a large dataset
for training the neural networks. Gradually, neu-
ral networks also succeeded in generative mod-
elling and approximating distributions of images
[17, 23, 24]. This led to the use of such trained
CNNs as a prior for regularizing inverse problems
in computer vision [3]. Since these methods involve
the use of CNN models that have already been
pre-trained on a different task on a similar data,
these can be used for inverse problems in a single-
sample setting, i.e. without separate training on
a collected dataset. Around the same time it was
discovered that even an untrained neural network
can be used as a strong prior for natural images
[9, 51] and can be successfully used to regularize
inverse problems on natural images.

The surprising success of untrained neural
prior or deep image prior(DIP) on inverse prob-
lems in image restoration and enhancement has
been followed by works aimed at understanding
its underlying mechanisms [6]. and also exten-
sions which build upon different aspects of the
original deep image prior method. Subsequent
research has resulted in various extensions and
adaptations, including approaches involving early
stopping strategies [20, 54], methods addressing
spectral bias improvements [46], and innovative
applications [14]. For a comprehensive overview
of the extensive body of work on untrained neu-
ral priors in image enhancement, we recommend
a recent comprehensive survey [30].

Untrained neural priors have also been pop-
ularly applied to various computational imaging
inverse problems [7, 39, 42] including simpler
versions of phase retrieval [4, 20, 49, 53]. But
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these works tackle much simpler settings for PR
(e.g. near-field Fresnel diffraction), opposed to the
setting used in this paper (far-field Fraunhoffer
diffraction). Untrained neural networks have been
used for far field diffraction imaging with only
limited success [49].

In this work, we adopt the in-situ CDI setup
for the single-image PR and supplement it with
an untrained neural network prior in the compu-
tational algorithm. Our method is able to produce
accurate reconstructions even in the low dose set-
ting, thanks to the in-situ CDI set up and is
able to produce results for single-image phase
retrieval since the untrained neural network does
not require any data. Experiments on simulated
and experimental data demonstrate the efficacy of
this method over either of these methods alone.

3 Proposed method

The proposed method LoDIP modifies the data
acquisition setup of conventional CDI to incor-
porate a high-dose static region based on the
in-situ CDI setup. While the original in-situ CDI
leverages the static region as a time-invariant
constraint to reconstruct a sequence of dynamic
process measurements, the high-dose static region
serves a very different purpose in low-dose CDI.

Firstly, it increases the available light for image
formation on the detector, effectively reducing
the impact of shot noise. Additionally, given its
high-dose illumination, it is easy to get a good
reconstruction of the static region. This known
static region can be used as a strong constraint to
ease the subsequent phase retrieval optimization.
Moreover, it mitigates the fundamental difficulty
of phase retrieval, i.e. the trivial ambiguities aris-
ing from symmeteries in the forward process [21,
32, 45].

While these adaptations significantly enhance
the performance of established phase retrieval
methods (e.g., HIO) at low radiation doses, our
experiments (see Fig. 3) underscore the need for
further improvement in the final reconstruction
quality. To address this, LoDIP incorporates an
untrained neural prior for phase retrieval.

3.1 LoDIP: Data acquisition setup

The sample of interest is placed within a finite
support next to a static region of heavily scat-
tering, dose-tolerant object such as a gold(Au)
pattern on an optical stage. The X-ray illumina-
tion on the dose-sensitive sample is reduced to a
tolerable limit by the presence of an attenuator
while the static region is exposed to the full dose
of the incident illumination. Far-field diffraction
patterns recorded from this setup are formed the
interference in Fourier space between the high-
dose static region and the sample. These contain
Poisson noise relative to the total illumination on
the detector.

The proposed method LoDIP does not depend
on the exact placement of the object and the static
structure as long as they do not overlap and the
support information is approximately known. Let
the operator S (·) extract the support (location of
non-zero elements) of the actual object in the over-
sized (zero-padded) image. Then the object and
the static structure should have a non-overlapping
support, i.e. S (X)⊙ S (U) = [0]m×m.

Given the high-dose illumination on the static
region and the known support, it is straightfor-
ward to obtain a high-quality static region recon-
struction. This can be achieved in many ways.
Here use an established iterative method, Gener-
alized Proximal Smoothing (GPS) initalized with
1000 iterations of HIO.

3.2 LoDIP: Phase Retrieval

For LoDIP, the known static region in the above
data acquisition step provides us with a useful con-
straint to regularize the optimization problem. By
incorporating the static structure U in the origi-
nal PR formulation, the measurement operator(or
forward operator) is changed to :

Y = |F (X +U)|2 (3.1)

The optimization problem now becomes

min
X̂∈Cn×n

ℓ

(
Y ,

∣∣∣F (
X̂ +U

)∣∣∣2) ,

s.t. (1− S0)⊙ X̂ = [0]m×m (3.2)

For an inverse imaging problem for recovering
an image X ∈ Cn×n from its measurements Y ∈
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Cn×n, deep image prior can be formulated as:

min
W

ℓ (Y ,A (gW (z))) , (3.3)

where Y = A (X) + η and A is the known
forward operator, η is the noise. The optimization
variable X is reparameterized with a new function
gW (z). W represents the learnable parameters of
the new function, generally a convolutional neural
network and z is a random input seed which is
fixed throughout the optimization process. In this
work we choose z to be the recorded diffraction
pattern.

Using the flexibility of the deep image prior
framework, we extend it to incorporate the con-
straints coming from the above setup: the known
static region, the known sample support as well
as the relative illumination doses on the sample
vs the static region. The differential doses on the
sample and the static region lead to very different
range of pixel values for X and U . The sample
has orders of magnitude lower pixel values. Adding
a scaling factor (k) to the optimization objective
(Section 3.2) can bring the expected output of
the neural network back to the range [0, 1] which
greatly helps the optimization process.

min
W

ℓ
(
Y , |F (k ∗ gW (z) +U)|2

)
,

s.t. (1− S0)⊙ X̂ = [0]m×m (3.4)

Following the literature on this topic, we have used
a U-Net [44] with skip connections and ReLU acti-
vation functions. But any suitable architecture can
be used in the proposed setup. LoDIP can also be
adapted to be used with multiple measurements
of the same sample or a sequence of measurements
from a dynamic processs. LoDIP can seamlessly
incorporate a rough reconstruction of the sample
as initialization. As a result, it can be effectively
combined with other techniques designed to gener-
ate high-quality initializations for iterative phase
retrieval methods [32].

Importantly, LoDIP can also be modified to
work in the presence of experimental non-idealities
such as the presence of a probe function by
incorporating them in the forward operator. This
makes LoDIP usable in diverse experimental con-
ditions. This is in contrast to existing state-of-the-
art methods such as GPS [40].

Moreover, the performance of LoDIP is not
sensitive to the relative size or relative location
of the sample and the static structure, nor to the
specific choice of the static structure. A static
structure design step such as in [1, 21] has the
potential to improve the performance but is not
necessary. In fact in our experiments we obtain
accurate reconstructions independent of the choice
of the static structure. Finally, unlike Fourier
holography [1, 34], the proposed method works
with different illuminations of the sample and the
static structure.

4 Experimental Results and
Discussion

4.1 Data

We perform experiments on three kinds of data.
First, we create a simulated data1 using a proce-
dure similar to [5]. Stock images from the internet
are used to create the sample region and the static
region for each of the 50 images in the dataset.
Examples of the generated images can be seen
in Fig. 2. Next, we create a simulation images
of biological cell using physically accurate simula-
tions of a gold lacey for the static structure and a
biological cell for the sample region2. Fig. 5.

Finally, we demonstrate the applicability of
LoDIP on experimental diffraction patterns2 from
live glioblastoma cells measured with a 534 nm
HeNe laser. This data was reused with permis-
sion from [28]. The static structure is a 100 µ
pinhole exposed to the same incident illumina-
tion as the sample. Unlike the first two datasets
above, this data has been collected using a probe.
Further information about the generation of sim-
ulated data and optical laser data collection can
be found in their original paper [28].

Simulation geometry

The simulation geometry used is similar to the
setup of [28]. The size of the entire image (here,
256x256) corresponds to the size of the detec-
tor in the real experimental setup. Each detector
pixel corresponds to an area of 10µm by 10µm.

1Data avaialble at https://github.com/raunakmanekar/
lodip

2Data avaialble at https://www.physics.ucla.edu/research/
imaging/ISCDI/index.html

6

https://github.com/raunakmanekar/lodip
https://github.com/raunakmanekar/lodip
https://www.physics.ucla.edu/research/imaging/ISCDI/index.html
https://www.physics.ucla.edu/research/imaging/ISCDI/index.html


Fig. 2 Examples from the simulated data at different levels of illumination of the sample region as measured in photons
per pixel (Np/px). The first two columns are the diffraction pattern and the image sample without a static structure. And
the last two columns are the same sample with a static region. It can be seen that at lower illumination (bottom row), the
sample has very low pixel values and it is hard to make out high resolution details.

Based on this detector pixel size and the a pin-
hole size of 3µm, the support of the sample region
is 70x70 in pixels. Thus giving an oversampling
ratio of approximately 3.6 which is higher than
the required minimum of 2. The sample and the
static structure have non-overlapping support and
the static structure is set to have half the radius
of the sample region.

Simulating low-light conditions

The illumination on the sample has been varied
from 103 to 107 photons per µm−2. The illumina-
tion on the static structure has been fixed at 1010

photons per µm−2. This decides the relative scal-
ing of the sample image and the static image. This
can be seen in Fig. 2 columns two and four where
the sample region becomes darker in the bottom
row image, whereas the static image remains the
same. Note that as the sample is imaged in lesser
light, the diffraction pattern is also darker. Most
of the pixels are close to zero and thus, Poisson
noise is very high. The illumination in photons per
pixel has been calculated by dividing this num-
ber of incident photons on the entire sample area
by the total number of pixels containing the sam-
ple. The lighting conditions have been graded in
number of incident photons per pixel (Np/px in
Fig. 2). Based on the total number of incident

photons, Poisson noise has been applied. Addi-
tive white Gaussian noise is commonly used as an
approximation for Poisson noise. But this approx-
imation is valid only at high photon counts. Thus,
at low photon counts, we have to directly sample
from the Poisson distribution with mean equal to
the number of incident photons on a pixel.

Np/px =
# incident photons

# pixels
(4.1)

s =
Np∑
i,j Yi,j

(4.2)

Ỹ = Poisson(Y · s) · 1
s

(4.3)

4.2 Results

For all experiments we compare the relative per-
formance of the proposed method (LoDIP) with
other popular methods which can be used in
this setup both in the high and low photon
count case. Specifically, we compare with Hybrid
input-output (HIO) [12]; Deep Image Prior [51]
(DIP) with no static region information; HIO-stat
which is a modification of HIO to work in the
LoDIP experimental setup; and Generalized proxi-
mal smoothing (GPS) [40] which is the state of the
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Fig. 3 Experimental Results on simulated data. (Top row) Reconstruction at high photon count (1000 photon/pixel).
(Bottom row) Reconstruction at low-photon counts (1 photon/pixel). For each method we report the peak signal-to-noise
ratio (PSNR), larger the better. Each image shows a zoomed-in view of only the sample region. The first two methods(HIO
and DIP) use the conventional CDI setup(Section 2.1) whereas HIO-stat, GPS and LoDIP use the LoDIP setup(Section 3.1).

Fig. 4 Comparing FRC values for simulated data with a
photon count of 1 photon per pixel. Larger FRC values
indicate better reconstruction.

art method for phase retrieval. HIO, DIP do not
use the LoDIP experimental setup and therefore
work with diffraction patterns collected without a
static region (see column 1 in Fig. 2. In contrast,
HIO-stat and LoDIP work with the LoDIP setup
as well as use the available static region estimate
during reconstruction.

Reconstruction of simulated data

To test the robustness and generality of our
method, the selected methods are tested on a
dataset of 50 samples generated using the above

Table 1 Quantitative comparison of LoDIP
and HIO-stat performance. The reported PSNR
values represent the mean of PSNR scores on 50
different simulated samples. Larger PSNR means
better reconstruction.

Np/px=1000 Np/px=1
HIO-stat 37.86dB(±3.4) 13.88dB(±2.4)
LoDIP 40.53dB(±2.8) 23.56dB(±2.4)
GPS 52.32dB(±6.3) 25.59dB(±1.43)

procedure. Each sample uses a different stock
image for its static structure and sample region.
Table 1 shows the quantitative performance aver-
aged over the entire test set. We measure the
reconstruction accuracy using peak signal-to-noise
ratio (PSNR). PSNRmeasures the pixel-wise error
in the image domain and a larger PSNR means
better reconstruction. We can see that in the
low-dose case LoDIP attains better PSNR than
HIO-stat and comparable PSNR to GPS.

Fig. 3 displays a direct comparison of the
results of LoDIP to reconstructions from static
structure-free HIO, static structure-free DIP, and
HIO with strict enforcement of the static struc-
ture. As a proof of concept, Fig. 3 uses stock
images for both the static and the sample regions
to create simulated diffraction patterns using
the forward model described in Section 3 and
Section 4.1. To improve the performance of HIO
for an adequate comparison, we performed 100
independent HIO reconstructions, then averaged
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Fig. 5 Experimental Results on biological cell sample. (Top row) Reconstruction at high photon count (1000 pho-
ton/pixel). (Bottom row) Reconstruction at low-photon counts (1 photon/pixel).

Fig. 6 Comparing FRC values for simulated data with a
photon count of 1 photon per pixel. Larger FRC values
indicate better reconstruction.

the best 5 of them to produce the images shown
in Fig. 3.

Fig. 4 displays the Fourier Ring Correlation
(FRC) for the low-photon counts case (1 pho-
ton/pixel) for HIO with static structure (HIO-
stat) and LoDIP. FRC is a technique used in
imaging to assess the resolution and overall quality
of a reconstruction [52]. It calculates the corre-
lation coefficient between the Fourier transforms
of two images, measured within concentric rings
of varying spatial frequencies. The resolution is
assessed based on the drop in correlation at high
frequencies, with a threshold of 0.143. Higher FRC

values correspond to better resolution and recon-
struction quality. Also according to this metric
LoDIP obtains better resolution than HIO-stat
and comparable resolution to GPS.

Reconstruction of biological sample

As biological samples represent a major potential
application of the proposed method, we evaluated
the performance of LoDIP on realistic and phys-
ically accurate simulated data for a prototypical
live cell. The static structure and biological cell
were simulated as done in [28]. The results shown
in Fig. 5 use a simulated 20-nm thick gold lacey
pattern as the static structure and a simulated
cell consisting of a vesicle containing water and
protein aggregates. Fig. 5 shows the reconstruc-
tions from the same four methods as in Fig. 3 at
a dose of 1 and 1000 photons/pixel. The static
region is estimated using the procedure described
in Section 3.1 and assumed to be unknown a priori.

Finally, Fig. 6 displays the Fourier Ring Cor-
relation (FRC) for the low-photon counts case (1
photon/pixel) for HIO with static structure (HIO-
stat) and LoDIP. Again LoDIP gives better results
than HIO-stat and comparable results to GPS.

Reconstruction from experimental data

Finally, we perform a proof-of-concept experiment
to demonstrate the proposed method on experi-
mentally captured diffraction patterns (shown in
Fig. 7 left column). Unlike the previous exper-
iments, the object is complex-valued and the
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Fig. 7 Reconstruction using experimental data (Left) Experimentally captured diffraction pattern. (Right) Means (Top)
and variance (Bottom) calculated of the top five reconstructions from 20 independent runs. The proposed method LoDIP
uses a single diffraction pattern to produce a reconstruction of comparable quality as in-situ CDI which uses 50 samples.
HIO reconstruction has similar RF but contains severe artefacts (indicated by the white arrows)

.

optical setup includes a probe. The in-situ CDI
method [28] uses 50 diffraction patterns with a
fixed time-invariant static structure required in
all the images. HIO-stat and LoDIP use a sin-
gle diffraction pattern. A comparison with GPS
is not possible here since its established version
does not support Fresnel propagation. In these
experiments, LoDIP and HIO-stat have been mod-
ified to incorporate the known probe function
(Section 4.1). Since there is no ground truth
available, we use the relative error (R-factor)
calculated in the Fourier domain:

RF (X̂) =

∑
i,j

∣∣∣|F (
X̂

)
|i,j − Yi,j

∣∣∣∑
i,j Yi,j

(4.4)

The R-factor RF is a measure of the similarity
between the captured diffraction pattern Y to the

Fourier magnitudes |F
(
X̂

)
| of the reconstruction

X̂. A smaller R-factor represent a better recon-
struction. Table 2 shows the average RF from 20
independent reconstructions of a single diffraction
pattern. LoDIP gives performance comparable to
in-situ CDI without requiring multiple diffraction
patterns. Fig. 7 shows the means and variance

image obtained from the top 5 reconstructions out
of 20 independent runs. While the reconstruction
quality is visually comparable to the other meth-
ods, we can see from the bottom row of Fig. 7
that LoDIP reconstructions have lower variance
and thus are more consistent. Note also that the
reconstruction from HIO-stat has comparable RF

but shows strong visible artefacts.

Table 2 Quantitative
comparison on experimental data.
The mean and standard deviation
of R-factor(RF ) values are
calculated over 20 independent
reconstructions each of 5 different
samples.

RF

In-situ CDI 30.22%(±0.97%)
HIO-stat 32.70%(±0.03%)
LoDIP 33.20%(±0.03%)

4.3 Discussion

The LoDIP approach presented in this work com-
bines the optimization framework of untrained
neural priors with an accurate forward model to
recover the image of a sample from a measured
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far-field diffraction pattern under conditions that
prevent proper convergence in well-characterized
iterative algorithms. We have demonstrated that
this method yields an improvement in recon-
struction under low-dose conditions without the
need for labeled training data, tuning of hyper-
parameters, or supervision from a specialist in
phase retrieval algorithms.

For the high illumination case of 1000 pho-
tons/pixel, it can be seen that both HIO-stat
and LoDIP perform comparably both in terms of
PSNR and visually (Fig. 3, top row), GPS in this
case performs the best. In the low-photon regime
(1 photons/pixel) the performance of all meth-
ods degrades considerably. LoDIP, both visually
and quantitatively, produces comparable results to
GPS and superior result to HIO-stat. This is clear
both from the PSNR (Fig. 3, bottom row) and
FRC values (Fig. 4). The generality of the method
is also verified quantitatively in Table 1, where the
average PSNR across 50 simulated samples with
different samples and static structures is largest
for LoDIP. This demonstrates that the method is
applicable to a wide variety of samples and static
structure patterns.

The same trend can be observed for the recon-
struction of biological sample in Fig. 5 and Fig. 6.
Despite this being an inherently harder problem,
since the sample has higher resolution detail than
the simulated data, LoDIP is able to accurately
reconstruct the cell even at low-photon counts.
Moreover, the static structure used in this case
was an estimated realistic gold lacey pattern and
the fact that the LoDIP method was able to
recover the sample at both illumination levels,
demonstrates that the method is not sensitive to
the design of the static structure. The results on
a simulated biological sample indicate the poten-
tial of the LoDIP method for applications to real
samples in the low dose regime. The proposed
method LoDIP shows no more variance than in-
situ CDI. The static region estimate is obtained
using the procedure described in Section 3.1 and
not assumed to be known a priori. Finally, in this
more realistic data setting of biological sample
at low-photon counts the accuracy of the recon-
struction given by GPS and LoDIP are almost
identical.

We note explicitly that, while LoDIP and GPS
give comparable reconstruction accuracy in the
low-dose regime and only LoDIP can be used

for reconstruction on the experimental data. The
existing versions of GPS are not readily applicable
in the presence of experimental non-idealities such
as existenc of a probe function. On the other hand,
the experiments on real data (Fig. 7) demonstrate
that LoDIP is a much more flexible framework and
can be used in diverse experimental conditions.

Limiting radiation damage

While tolerable radiation limits that avoid detri-
mental interference with cellular processes vary
across cell types, previous studies have found that
doses above 103 Gray can cause disruption of
chloroplast structure in Chlorella algae and 90
percent cell death in D. radiodurans [10, 22, 25].
Doses above 104 Gray have been associated with
loss of membrane function and cell viability in
Chinese hamster ovarian cells, loss of myofibril
contractile ability in rabbit muscle cells, and total
loss of internal structure in Chlorella [10, 13, 25].

For the biological sample Fig. 5, the low-dose
and high dose settings have been defined as 1 and
1000 photons/pixel respectively. The illumniation
levels used for these settings correspond to a radi-
ation dose of 1.97 x 103 Gray and 1.97 x 104

Gray, respectively. Thus, the experimental results
in Fig. 5 show that LoDIP can be used at suf-
ficiently low radiation doses for imaging delicate
samples.

Comparison with time-overlapping methods

In-situ CDI concerns non-destructive imaging of
samples under ambient conditions, allowing for
acquisition of a time series and subsequent inves-
tigation of time-dependent processes. The time-
overlapping information serves as a useful con-
straint to help the reconstruction algorithm. As
LoDIP performs single-instance phase retrieval,
the requirement for a time-invariant static struc-
ture is relaxed. This property is very useful for
experimental setups where a truly static struc-
ture is difficult to ensure or for which a static
structure is incompatible with the collection pro-
cedure (e.g. in collecting tomographic data, which
requires shifting or tilting both the sample and the
static structure).
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Fig. 8 Reconstruction using LoDIP without knowledge of accurate support. The columns from left to right are (1) The
ground truth, (2) reconstruction with knowledge of the exact support, (3) reconstruction with an approximate support of
3x the actual size, (4) 4x the actual size. Both visually and quantitatively, the LoDIP reconstruction is robust to inaccurate
specification of the support. PSNR is calculated only over the exact sample region.

Reconstruction without accurate support

In practice, image reconstruction without precise
support information presents a common and chal-
lenging problem. Here we investigate the robust-
ness of the proposed LoDIP method when dealing
with only approximately known support.

In Fig. 8, the second column shows reconstruc-
tion when accurate size and shape of the support is
known. The last two columns show the reconstruc-
tion when the size of the known support estimate
is 3 times and 4 times the size of the actual sup-
port. From these results we can see that LoDIP
reconstructions are robust to inaccurate support
specification. Most widely used phase retrieval
algorithms struggle when accurate support infor-
mation is not available [33, 49]. While this can be
partially mitigated by employing heuristic subrou-
tine such as shrinkwrap [33] to refine the support
estimate every few iterations, it adds the num-
ber of hyperparameters neeeded to be tuned. In
contrast, LoDIP does not need such an additional
support refinement component.

5 Conclusion and Future
Work

Emerging deep learning methods present sev-
eral opportunities to improve upon and expand
the scope of computational imaging techniques
that require processing steps framed as mathe-
matical optimization problems. The novel LoDIP
method, with its novel data acquisition setup

and neural prior based phase retrieval, offers a
robust approach for phase retrieval at low photon
counts. As demonstrated by the PSNR and FRC
curves in our simulations, the neural prior used in
LoDIP outperforms other iterative methods such
as HIO in image reconstruction under low-dose
conditions. The LoDIP experimental setup, being
derived from In-Situ CDI allows for robust phase
retrieval from diffraction patterns without the
resolution limitations of holography [28]. These
qualities indicate that the LoDIP technique is suit-
able for extensions to a number of phase retrieval
applications. We anticipate applications of the
LoDIP method to X-ray imaging of dose-sensitive
samples of importance in a variety of fields, such
as organic semiconductors relevant to modern per-
ovskite solar cells and battery materials, as well as
biological samples concerning cellular interactions
and life cycles.
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