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#### Abstract

Hamilton-Jacobi (HJ) partial differential equations (PDEs) have diverse applications spanning physics, optimal control, game theory, and imaging sciences. This research introduces a first-order optimizationbased technique for HJ PDEs, which formulates the time-implicit update of HJ PDEs as saddle point problems. We remark that the saddle point formulation for HJ equations is aligned with the primal-dual formulation of optimal transport and potential mean-field games (MFGs). This connection enables us to extend MFG techniques and design numerical schemes for solving HJ PDEs. We employ the primaldual hybrid gradient (PDHG) method to solve the saddle point problems, benefiting from the simple structures that enables fast computations in updates. Remarkably, the method caters to a broader range of Hamiltonians, encompassing non-smooth and spatiotemporally dependent cases. The approach's effectiveness is verified through various numerical examples in both one-dimensional and two-dimensional examples, such as quadratic and $L^{1}$ Hamiltonians with spatial and time dependence.


## 1 Introduction

Hamilton-Jacobi (HJ) partial differential equations (PDEs) find applications in various fields such as physics $[5,15,16,25,69]$, optimal control $[7,37,44,45,74]$, game theory $[9,14,42,58]$, imaging sciences $[26,29$, 32,31 ], and machine learning [21]. In existing literature, a variety of approaches have been explored to numerically address HJ PDEs. In lower dimensions, high-order grid-based techniques such as essentially nonoscillatory schemes (ENO) [80], weighted ENO scheme [61], and discontinuous Galerkin method [54] are commonly employed, while in higher dimensions, strategies have been proposed to manage the challenges arising from the curse of dimensionality. These works include, but are not limited to, max-plus algebra methods $[74,1,2,35,43,48,75,76,77]$, dynamic programming and reinforcement learning [3, 10], tensor decomposition techniques [34, 53, 86], sparse grids [11, 47, 64], model order reduction [4, 66], polynomial approximation $[62,63]$, optimization methods $[26,29,32,88,24,22,23]$ and neural networks $[28,6,33,60$, $51,56,57,68,78,82,83,85,30,27]$.

In this study, we introduce an innovative optimization-based methodology for tackling time-implicit computation of HJ PDEs. Our approach formulates the HJ PDE as a min-max problem by introducing a Lagrange multiplier. We then employ the primal-dual hybrid gradient (PDHG) method [20] for finding the saddle point, which corresponds to the HJ PDE solution. In particular, the saddle point formulation of the HJ equations connects to the primal-dual formulation of optimal transport and potential mean-field games. Mean-field games (MFGs), introduced in [70, 55] are a mathematical framework employed for modeling and analyzing the equilibrium state of strategic interactions within a large population. This framework has found widespread application in various domains $[67,50,49,18,17,65,36,71]$. The MFG system can be described

[^0]using a system of coupled PDEs: a Fokker-Planck equation evolves forward in time, and an HJ equation evolves backward in time. In this study, we leverage this relationship to address HJ PDEs. Using this connection, techniques developed for solving MFGs can be seamlessly extended to tackle the computation of the solution to HJ PDEs with initial conditions. For instance, PDHG method has been applied to numerically solve potential MFGs that can be cast into a saddle point formulation [81, 13, 12]. We adapt such methodology to our proposed saddle point problem, which in turn enables us to effectively address the original HJ PDEs. When compared to other grid-based methods, our current approach, while possessing a first-order accuracy level, attains numerical unconditional stability through the utilization of implicit time discretization. This feature enables us to adopt larger time steps. Compared to other optimization-based methods, our technique boasts the capability to handle a broader range of Hamiltonian functions, including those that exhibit non-smooth behavior and dependence on both $x$ and $t$. Furthermore, our algorithm benefits from its straightforward saddle point formulation, which allows simple updates in each iteration. We emphasize that the updates in our method do not involve nonlinear inversion. The only non-trivial update is managed through the proximal point operator of the Hamiltonian $H$, which can be computed in parallel.

The method of transforming a PDE problem into a saddle point problem and subsequently utilizing PDHG for its solution is used in solving reaction-diffusion equations [72, 46, 19] as well as conservation laws [73]. These works use PDHG together with integration by parts to solve initial value problems with or without constraints, obtaining simple implicit in time updates. It is well-known in the literature that onedimensional HJ PDEs and conservation laws are equivalent to each other. However, applying the method used for solving conservation laws in [73] directly to solve HJ PDEs is not straightforward. In [73], the key step for obtaining a saddle point problem involves employing integration by parts. The method of integration by parts is applicable to conservation laws, as these equations entail gradients of flux functions, a feature that is absent in HJ PDEs. Nevertheless, in this study, for convex HJ PDEs, we instead use duality via the Fenchel-Legendre transform in lieu of integration by parts, effectively avoiding nonlinear updates. The merit of this approach lies in the simplicity of the saddle point formulation. This simplicity facilitates updates within our method to have either explicit formulations or be conducive to parallel computation. It is pertinent to note that while the formulation in this work may resemble the adjoint method [40], the proposed numerical technique and saddle point formulation differ substantially.

We show several numerical examples in one dimension and two dimensions ${ }^{1}$. These numerical examples show the ability of this method to handle certain Hamiltonians which may depend on $(x, t)$. In each iteration, the updates of the functions are independent on each point, which makes it possible to use parallel computing to accelerate the algorithm. Moreover, in the special case when the Hamiltonian $H(x, t, \cdot)$ is a separable and shifted 1-homogeneous function for any $(x, t)$, the algorithm has a simpler form, and we obtain an explicit formula for the updates of the dual variables.

The paper is organized as follows. In Section 2, we show the saddle point problem related to the HJ PDE and the proposed algorithm in the function space. In Section 3, we focus on the one-dimensional case and show both semi-discrete and fully-discrete formulations of the algorithm. In Section 4, we show the algorithm in two-dimensional case. In Section 5, we provide several numerical results which demonstrate the ability of the algorithm to handle certain Hamiltonians which may depend on $(x, t)$. In Section 6 , we show the summary and future work. More details about the proposed method and different saddle point formulations with the corresponding algorithms are also shown in the appendix.

## 2 The saddle point formulation of HJ PDEs

In this section, we give details on the derivation of the saddle point formulation of the HJ PDEs. Furthermore, we devise a primal-dual hybrid gradient algorithm that solves it.

[^1]
### 2.1 The saddle point formulation

In this paper, we solve the following HJ PDE in the domain $\Omega \times[0,+\infty)$

$$
\begin{cases}\frac{\partial \phi(x, t)}{\partial t}+H\left(x, t, \nabla_{x} \phi(x, t)\right)=\epsilon \Delta_{x} \phi(x, t), & x \in \Omega, t \in[0, T]  \tag{1}\\ \phi(x, 0)=g(x), & x \in \Omega\end{cases}
$$

where $\Omega=\prod_{i=1}^{n}\left[a_{i}, b_{i}\right]$ is the spatial domain in $\mathbb{R}^{n}$ with periodic boundary condition, and $\epsilon \geq 0$ is the diffusion parameter. Note that when $\epsilon=0$, equation (1) is the first-order HJ PDE. In general, we assume that the Hamiltonian $H(x, t, p)$ is convex with respect to $p$ for any $x \in \Omega, t \in[0, T]$.

To address these equations, we treat them as constraints within the following optimization problem

$$
\begin{equation*}
\min _{\phi \text { satisfying (1) }}-c \int_{\Omega} \phi(x, T) d x \tag{2}
\end{equation*}
$$

where $c>0$ is a hyperparameter. In our numerical experiments, we observe that the constant $c$ can influence the convergence of our proposed algorithm. Moreover, it is possible to formulate more intricate objective functions in this optimization problem. The question of selecting a suitable objective function may pose an interesting problem that requires further investigation.

Subsequently, we introduce the Lagrange multiplier $\rho$, leading to the following computation

$$
\begin{align*}
& \min _{\phi \text { satisfying (1) }}-c \int_{\Omega} \phi(x, T) d x \\
= & \min _{\phi} \max _{\rho} \int_{0}^{T} \int_{\Omega} \rho(x, t)\left(\frac{\partial \phi(x, t)}{\partial t}-\epsilon \Delta_{x} \phi(x, t)+H\left(x, t, \nabla_{x} \phi(x, t)\right)\right) d x d t-c \int_{\Omega} \phi(x, T) d x  \tag{3}\\
= & \min _{\phi} \max _{\rho} \int_{0}^{T} \int_{\Omega} \rho(x, t)\left(\frac{\partial \phi(x, t)}{\partial t}-\epsilon \Delta_{x} \phi(x, t)+\max _{v \in \mathbb{R}^{n}}\left\{\left\langle v, \nabla_{x} \phi(x, t)\right\rangle-H^{*}(x, t, v)\right\}\right) d x d t-c \int_{\Omega} \phi(x, T) d x .
\end{align*}
$$

If $\rho$ is non-negative, we can move the maximization with respect to $v$ outside of the integral and formulate the following saddle point problem.

$$
\begin{equation*}
\min _{\substack{\phi \\ \phi(x, 0)=g(x)}}^{\max _{\substack{\rho, v \\ \rho \geq 0}} \mathcal{L}(\phi, \rho, v),} \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{L}(\phi, \rho, v)=\int_{0}^{T} \int_{\Omega} \rho(x, t)\left(\frac{\partial \phi(x, t)}{\partial t}+\left\langle v(x, t), \nabla_{x} \phi(x, t)\right\rangle-\epsilon \Delta_{x} \phi(x, t)-H^{*}(x, t, v(x, t))\right) d x d t-\int_{\Omega} c \phi(x, T) d x . \tag{5}
\end{equation*}
$$

Here, $H^{*}(x, t, \cdot)$ is the Fenchel-Legendre transform of $H(x, t, \cdot)$ for any $x \in \Omega$ and $t \in[0, T]$, defined by $H^{*}(x, t, v)=\sup _{p \in \mathbb{R}^{n}}\{\langle v, p\rangle-H(x, t, p)\}$. For more discussion about this saddle point problem, see Appendix A.1.
Remark 2.1. The first-order optimality condition of (4) gives

$$
\begin{cases}\frac{\partial \phi(x, t)}{\partial t}+H\left(x, t, \nabla_{x} \phi(x, t)\right) \leq \epsilon \Delta_{x} \phi(x, t), & x \in \Omega, t \in[0, T],  \tag{6}\\ \frac{\partial \rho(x, t)}{\partial t}+\nabla_{x} \cdot(\rho(x, t) v(x, t))+\epsilon \Delta_{x} \rho(x, t)=0, & x \in \Omega, t \in[0, T], \\ v(x, t)=\nabla_{p} H\left(x, t, \nabla_{x} \phi(x, t)\right), & x \in \Omega, t \in[0, T], \\ \phi(x, 0)=g(x), \quad \rho(x, T)=c, & x \in \Omega, \\ \rho(x, t)\left(\frac{\partial \phi(x, t)}{\partial t}+H\left(x, t, \nabla_{x} \phi(x, t)\right)-\epsilon \Delta_{x} \phi(x, t)\right)=0, & x \in \Omega, t \in[0, T] .\end{cases}
$$

This coupled system of PDEs differs slightly from the HJ PDE (1), with the distinction that the first row entails an inequality rather than an equality. As indicated by the final row, if $\rho(x, t) \neq 0$ for all $x, t$, the
initial inequality in the first row transforms into an equality, thus yielding a solution to the HJ PDE (1). The discrepancy between the first row and the HJ PDE (1) is attributed to the imposition of a constraint $\rho \geq 0$ in the saddle point problem (4). For more details, see Appendix A.1.

The structure of this coupled system of PDEs closely resembles that of the coupled PDEs encountered in mean-field control problems. Essentially, when the density solution $\rho$ associated with the corresponding mean-field control problem maintains a positive value throughout the entire domain, the PDE system (6) gives a solution to the HJ PDE (1). This encompasses scenarios where $\epsilon>0$, as the diffusion term introduces the Brownian motion component within the underlying stochastic process, ensuring a nonzero density function $\rho$. In the case where $\epsilon$ is zero, although we cannot establish a theoretical assurance, we do provide numerical validation in Section 5.

### 2.2 PDHG algorithm

Within existing literature, a widely recognized approach for solving saddle point problems is PDHG algorithm [20]. In this section, we provide a brief review of this method. It solves saddle point problems in the form of

$$
\min _{x \in X} \max _{y \in Y}\langle K x, y\rangle+g(x)-f(y),
$$

where $f$ and $g$ are convex functions, and $K$ represents a linear operator. This algorithm is an iterative method, where in each iteration, the primal variable $x$ and the dual variable $y$ are updated separately using the proximal point operators of $g$ and $f$. With given suitable stepsizes $\sigma, \tau>0$, the $m$-th iteration update can be written as follows:

$$
\left\{\begin{aligned}
x^{m} & =\underset{x \in X}{\arg \min }\left\langle x, K^{T} \bar{y}^{m-1}\right\rangle+g(x)+\frac{1}{2 \sigma}\left\|x-x^{m-1}\right\|_{X}^{2} \\
y^{m} & =\underset{y \in Y}{\arg \max }\left\langle K x^{m}, y\right\rangle-f(y)-\frac{1}{2 \tau}\left\|y-y^{m-1}\right\|_{Y}^{2} \\
\bar{y}^{m} & =2 y^{m}-y^{m-1}
\end{aligned}\right.
$$

The above calculation requires proximal gradient descent (ascent) steps of the primal (dual) variables. The computation for this method has also been expanded in scope by [87] to encompass more generalized problems where the operator $K$ can be nonlinear.

### 2.3 PDHG algorithm for solving HJ PDEs

In this section, we apply PDHG algorithm to solve the saddle point problem (4). Owing to the simplicity of (5), the primal and dual updates either possess explicit formulas or can be computed in parallel using the proximal point operator of the function $H(x, t, \cdot)$. This makes PDHG well-suited for solving the saddle point problem presented in (4). Consequently, we employ this method, incorporating pre-conditioning on $\phi$, to solve this specific saddle point problem. The outlined algorithm is presented in Algorithm 1. Further details about pre-conditioning and other techniques are summarized in Remark 2.2. It is important to note that, although we have a simple formulation and updating rule in our method, in most cases, an explicit formula for the joint update of $\rho$ and $v$ is unavailable. As a consequence, each iteration in our algorithm involves multiple coordinate updating steps for $\rho$ and $v$ independently.

Remark 2.2. The value of the constant $c$ does not impact the solution of the $H J P D E$ (1), yet we have observed its effects on the convergence during our numerical experiments. While we opt for a constant value of $c$ in this paper, it's noteworthy that it could potentially take on any positive function. This choice serves as the terminal condition for $\rho$ in (6). Further investigation is required to understand the influence of this terminal condition on the convergence of the proposed method and to determine the appropriate method for its selection.

There are several strategies to expedite the convergence of the algorithm. One approach is to modify the penalty terms in the updates of $\phi, \rho, v$. Specifically, for $\phi$, selecting a penalty term such as $\left\|\nabla \phi-\nabla \phi^{\ell}\right\|^{2}$ can enhance computational efficiency (this technique is called pre-conditioning), as demonstrated in previous

```
Algorithm 1: The proposed algorithm for solving (4)
    Inputs : Stepsize \(\tau, \sigma>0\), error tolerance \(\delta>0\), inner maximal iteration number \(N_{\text {inner }}\) and outer
                maximal iteration number \(N_{\text {outer }}\).
    Outputs: the solution to the corresponding HJ PDE (1).
    Initialize the functions by \(\phi^{0}(x, t)=g(x)\) for all \(x \in \Omega\) and \(t \in[0, T], \rho^{0} \equiv c, v^{0} \equiv 0\).
    for \(\ell=0,1, \ldots, N_{\text {outer }}-1\) do
        Update the function \(\phi: \Omega \times[0, T] \rightarrow \mathbb{R}\) using
\[
\begin{equation*}
\phi^{\ell+1}=\underset{\phi: \phi(x, 0)=g(x)}{\arg \min } \mathcal{L}\left(\phi, \rho^{\ell}, v^{\ell}\right)+\frac{1}{2 \tau}\left\|\nabla \phi-\nabla \phi^{\ell}\right\|^{2}=\phi^{\ell}+\tau(-\Delta)^{-1}\left(\partial_{t} \rho^{\ell}+\nabla_{x} \cdot\left(v^{\ell} \rho^{\ell}\right)+\epsilon \Delta_{x} \rho^{\ell}\right), \tag{7}
\end{equation*}
\]
```

where $\nabla, \Delta$ are differential operators with respect to both $x$ and $t$, and $(-\Delta)^{-1} f$ means the solution to $-\Delta u=f$ in $\Omega \times[0, T]$ with periodic spatial condition, Dirichlet initial condition $u(x, 0)=0$, and Neumann terminal condition $\partial_{t} u(x, T)=0$.
if $\left\|\partial_{t} \phi^{\ell+1}(x, t)+H\left(x, t, \nabla_{x} \phi^{\ell+1}(x, t)\right)-\epsilon \Delta_{x} \phi^{\ell+1}(x, t)\right\|_{1} \leq \delta$ then
Return $\phi^{\ell+1}$.
end
Set $\bar{\phi}^{\ell+1}=2 \phi^{\ell+1}-\phi^{\ell}$.
Set $v^{\ell+1,0}=v^{\ell}, \rho^{\ell+1,0}=\rho^{\ell}$.
for $m=0,1, \ldots, N_{\text {inner }}-1$ do
Update $v$ by

$$
\begin{align*}
& v^{\ell+1, m+1}=\underset{v}{\arg \max } \mathcal{L}\left(\bar{\phi}^{\ell+1}, \rho^{\ell+1, m}, v\right)-\frac{1}{2 \sigma}\left\|\rho^{\ell+1, m}\left(v-v^{\ell+1, m}\right)\right\|^{2} \\
& =\underset{v}{\arg \min } \int_{0}^{T} \int_{\Omega} H^{*}(x, t, v(x, t))+\frac{\rho^{\ell+1, m}(x, t)}{2 \sigma}\left\|v(x, t)-v^{\ell+1, m}(x, t)-\sigma \frac{\nabla_{x} \bar{\phi}^{\ell+1}(x, t)}{\rho^{\ell+1, m}(x, t)}\right\|^{2} d x d t . \tag{8}
\end{align*}
$$

Update $\rho$ by

$$
\begin{equation*}
\rho^{\ell+1, m+1}=\underset{\rho: \rho \geq 0}{\arg \max } \mathcal{L}\left(\bar{\phi}^{\ell+1}, \rho, v^{\ell+1, m+1}\right)-\frac{1}{2 \sigma}\left\|\rho-\rho^{\ell+1, m}\right\|^{2}=\max \left\{\mu^{\ell+1, m+1}, 0\right\}, \tag{9}
\end{equation*}
$$

where $\mu^{\ell+1, m+1}$ is a function defined by $\mu^{\ell+1, m+1}(x, t)=\rho^{\ell+1, m}(x, t)+\sigma\left(\partial_{t} \bar{\phi}^{\ell+1}(x, t)+\right.$ $\left.\left\langle v^{\ell+1, m+1}(x, t), \nabla_{x} \bar{\phi}^{\ell+1}(x, t)\right\rangle-H^{*}\left(x, t, v^{\ell+1, m+1}(x, t)\right)-\epsilon \Delta_{x} \bar{\phi}^{\ell+1}(x, t)\right)$.
end
Set $v^{\ell+1}=v^{\ell+1, N_{\text {inner }}}, \rho^{\ell+1}=\rho^{\ell+1, N_{\text {inner }}}$.
end
Return $\phi^{N_{\text {outer }}}$.
studies [59, 73]. In our exploration, we also investigated different penalty expressions for $\rho$ and $v$. Notably, a quadratic penalty demonstrated its effectiveness for $\rho$, while regarding $v$, we observed comparable performance between penalty terms such as $\left\|\rho^{\ell+1, m}\left(v-v^{\ell+1, m}\right)\right\|^{2}$ and $\rho^{\ell+1, m}\left\|v-v^{\ell+1, m}\right\|^{2}$. These alternatives exhibited more favorable results compared to the quadratic penalty. In the subsequent sections of this paper, unless otherwise explicitly stated, we employ the notation $\|f\|$ to signify the $L^{2}$ norm when $f$ represents a function, and to indicate the $\ell^{2}$ norm if $f$ is a finite-dimensional vector.

Furthermore, we adopted a time interval partitioning strategy, employing the proposed algorithm separately within each subdivided interval. Although this necessitates solving multiple saddle point problems, the resulting smaller dimensions of each problem substantially expedite the algorithm's runtime, as detailed in prior research (Algorithm 3 in [73]).

## 3 One-dimensional HJ PDEs

In this section, we focus on one-dimensional HJ PDEs, where the spatial domain $\Omega$ is defined as the interval $[a, b]$. We begin by introducing the semi-discrete method in Section 3.1, and then proceed to explain the fully-discrete method in Section 3.2. Throughout the rest of this paper, we employ the notation $\left(a_{i}\right)_{i},\left(a_{i, j}\right)_{i, j}$, and $\left(a_{i, j, k}\right)_{i, j, k}$ to represent a vector, matrix, and tensor, respectively, where the elements are denoted by $a_{i}$, $a_{i, j}$, and $a_{i, j, k}$.

### 3.1 Semi-discrete formulation

To solve the continuous HJ PDE (1), our initial step involves discretizing the spatial domain $[a, b]$. We define $x_{i}$ as the $i$-th grid point on a uniformly spaced grid within the interval $[a, b]$. Specifically, $x_{i}$ is calculated as $a+\frac{(b-a)(i-1)}{n_{x}-1}$, where $n_{x}$ represents the total number of grid points. The semi-discrete approach for a general numerical Hamiltonian $\hat{H}$ is presented as follows:

$$
\begin{cases}\dot{\phi}_{i}(t)+\hat{H}\left(x_{i}, t,\left(D_{x}^{+} \phi\right)_{i}(t),\left(D_{x}^{-} \phi\right)_{i}(t)\right)=\epsilon\left(D_{x x} \phi\right)_{i}(t), & i=1, \ldots, n_{x}, t \in[0, T]  \tag{10}\\ \phi_{i}(0)=g\left(x_{i}\right), & i=1, \ldots, n_{x}\end{cases}
$$

According to the theory of first order monotone scheme, the numerical Hamiltonian $\hat{H}$ needs to be consistent (i.e., $\hat{H}(x, t, p, p)=H(x, t, p))$ and monotone (i.e., non-increasing with respect to $p^{+}$and non-decreasing with respect to $p^{-}$). For more details, we refer readers to [84]. In this paper, we use $D_{x}^{+}$and $D_{x}^{-}$to represent the right and left finite difference approximations of the spatial derivative, respectively. Specifically, $\left(D_{x}^{+} \phi\right)_{i}(t)$ is computed as $\frac{\phi_{i+1}(t)-\phi_{i}(t)}{\Delta x}$, and $\left(D_{x}^{-} \phi\right)_{i}(t)$ is calculated as $\frac{\phi_{i}(t)-\phi_{i-1}(t)}{\Delta x}$. Additionally, $D_{x x}$ approximates the Laplace operator, given by $\left(D_{x x} \phi\right)_{i}(t)=\frac{\phi_{i+1}(t)-2 \phi_{i}(t)+\phi_{i-1}(t)}{\Delta x^{2}}$. Here, we assume $\hat{H}\left(x_{i}, t, p^{+}, p^{-}\right)$is jointly convex with respect to $\left(p^{+}, p^{-}\right)$for any $i=1, \ldots, n_{x}$ and $t \in[0, T]$.

Similar to the continuous version, we incorporate these formulas into the constraints of an optimization problem and introduce the Lagrange multiplier $\rho$. Consequently, this semi-discrete equation can be solved using the following saddle point formulation

$$
\begin{array}{r}
\min _{\substack{\phi_{i} \forall i \\
\phi_{i}(0)=g\left(x_{i}\right)}}^{\max _{\substack{ \\
\rho_{i}, v_{i}^{+}, v_{i}^{-} \forall i \\
\rho_{i} \geq 0}} \int_{0}^{T} \sum_{i=1}^{n_{x}} \rho_{i}(t)\left(\dot{\phi}_{i}(t)+v_{i}^{+}(t)\left(D_{x}^{+} \phi\right)_{i}(t)+v_{i}^{-}(t)\left(D_{x}^{-} \phi\right)_{i}(t)-\epsilon\left(D_{x x} \phi\right)_{i}(t)\right.}  \tag{11}\\
\left.-\hat{H}^{*}\left(x_{i}, t, v_{i}^{+}(t), v_{i}^{-}(t)\right)\right) d t-c \sum_{i=1}^{n_{x}} \phi_{i}(T),
\end{array}
$$

where $c>0$ is a hyper-parameter, and $\hat{H}^{*}\left(x_{i}, t, \cdot, \cdot\right)$ is the Fenchel-Legendre transform of $\hat{H}\left(x_{i}, t, \cdot, \cdot\right)$. The derivation of this saddle point formula is similar to the continuous case and is therefore omitted here. For more details, please refer to Appendix A.2.

To solve this saddle point problem, we apply the PDHG method. Generally, deriving a direct updating formula for the combined variables $\left(\rho_{i}, v_{i}^{+}, v_{i}^{-}\right)$is challenging. As a result, an inner loop is utilized in which each iteration involves the sequential updates of $\left(v_{i}^{+}, v_{i}^{-}\right)$and $\rho_{i}$. Let's denote the objective function in (11) as $\mathcal{L}_{\text {semi }}\left(\left(\phi_{i}\right)_{i},\left(\rho_{i}\right)_{i},\left(v_{i}^{+}\right)_{i},\left(v_{i}^{-}\right)_{i}\right)$. The proposed algorithm is summarized in Algorithm 2.

Remark 3.1. In practice, many numerical Hamiltonians $\hat{H}$ are separable, i.e., $\hat{H}$ satisfies $\hat{H}\left(x, t, p^{+}, p^{-}\right)=$ $\hat{H}_{1}\left(x, t, p^{+}\right)+\hat{H}_{2}\left(x, t, p^{-}\right)$, where $\hat{H}_{1}$ is non-increasing in $p^{+}$, and $\hat{H}_{2}$ is non-decreasing in $p^{-}$. In this scenario, the Fenchel-Legendre transform obeys the relationship $\hat{H}^{*}\left(x, t, v^{+}, v^{-}\right)=\hat{H}_{1}^{*}\left(x, t, v^{+}\right)+\hat{H}_{2}^{*}\left(x, t, v^{-}\right)$. As a result, the updates of $v^{+}$and $v^{-}$can be computed separately and in parallel.

### 3.2 Fully-discrete formulation

We proceed by introducing a fully-discrete method through time discretization. In this paper, we advocate implicit time discretization to enable the use of larger time steps and circumvent the restrictive Courant-Friedrichs-Lewy (CFL) time step restriction for explicit methods. The time interval $[0, T]$ is discretized into $n_{t}-1$ equi-spatial subintervals, each of length $\Delta t=\frac{T}{n_{t}-1}$. Given a function $f$ defined on $[a, b] \times[0, T]$, we denote $f_{i, k}$ as the function value at the grid point $\left(x_{i}, t_{k}\right)$.

We adopt the backward Euler scheme $\left(D_{t}^{-} \phi\right)_{i, k}=\frac{\phi_{i, k}-\phi_{i, k-1}}{\Delta t}$ to approximate the time derivative at $\left(x_{i}, t_{k}\right)$. Employing this discretization, the resulting numerical scheme is as follows:

$$
\begin{cases}\left(D_{t}^{-} \phi\right)_{i, k}+\hat{H}\left(x_{i}, t_{k},\left(D_{x}^{+} \phi\right)_{i, k},\left(D_{x}^{-} \phi\right)_{i, k}\right)=\epsilon\left(D_{x x} \phi\right)_{i, k}, & i=1, \ldots, n_{x}, k=2, \ldots, n_{t}  \tag{12}\\ \phi_{i, 1}=g\left(x_{i}\right), & i=1, \ldots, n_{x}\end{cases}
$$

and the saddle point problem becomes

$$
\begin{array}{r}
\min _{\substack{\phi_{i, k} \forall i, k \\
\phi_{i, 1}=g\left(x_{i}\right)}} \max _{\substack{\rho_{i, k}, v_{i, k}^{+}, v_{i, k}^{-} \forall i, k \\
\rho_{i, k} \geq 0}} \sum_{i=1}^{n_{x}} \sum_{k=1}^{n_{t}-1} \rho_{i, k}\left(\left(D_{t}^{-} \phi\right)_{i, k+1}+v_{i, k}^{+}\left(D_{x}^{+} \phi\right)_{i, k+1}+v_{i, k}^{-}\left(D_{x}^{-} \phi\right)_{i, k+1}-\epsilon\left(D_{x x} \phi\right)_{i, k+1}\right.  \tag{13}\\
\\
\left.-\hat{H}^{*}\left(x_{i}, t_{k+1}, v_{i, k}^{+}, v_{i, k}^{-}\right)\right)-\frac{c}{\Delta t} \sum_{i=1}^{n_{x}} \phi_{i, n_{t}} .
\end{array}
$$

The set of equations in (12) constitutes a total of $n_{x} \times\left(n_{t}-1\right)$ equations. As a result, the dual variables $\rho_{i, k}, v_{i, k}^{+}$, and $v_{i, k}^{-}$possess indices ranging from $i=1$ to $n_{x}$, and $k$ ranges from 1 to $n_{t}-1$. We apply PDHG to solve this saddle point problem, and the details are summarized in Algorithm 3 and Appendix A.3.

The objective function in (13) is linear when considering either $\phi$ or $\rho$. This linearity enables us to have explicit formulas for updating $\phi$ and $\rho$. When iteratively updating $\phi$, we effectively address a discrete Poisson's equation within the temporal-spatial domain through the utilization of the Fourier transform, thus facilitating efficient computation. The only non-linear part in (13) pertains to updating ( $v^{+}, v^{-}$), involving solving the proximal point of $\left(v^{+}, v^{-}\right) \mapsto \sum_{i=1}^{n_{x}} \sum_{k=1}^{n_{t}-1} \hat{H}^{*}\left(x_{i}, t_{k+1}, v_{i, k}^{+}, v_{i, k}^{-}\right)$. The element at the $(i, k)$ position of this proximal point corresponds to the proximal point of $\hat{H}^{*}\left(x_{i}, t_{k+1}, \cdot, \cdot\right)$, facilitating parallel updates for $\left(v^{+}, v^{-}\right)$. Furthermore, when $\hat{H}$ takes the form $\hat{H}\left(x, t, p^{+}, p^{-}\right)=\hat{H}_{1}\left(x, t, p^{+}\right)+\hat{H}_{2}\left(x, t, p^{-}\right)$, the dual function simplifies to $\hat{H}^{*}\left(x, t, v^{+}, v^{-}\right)=\hat{H}_{1}^{*}\left(x, t, v^{+}\right)+\hat{H}_{2}^{*}\left(x, t, v^{-}\right)$, enabling further parallelization for $v^{+}$and $v^{-}$.

In specific cases where the Hamiltonian $H$ has particular structures, it becomes possible to update the variables $\left(\rho, v^{+}, v^{-}\right)$simultaneously, removing the need for the inner loop. An example of this occurs when $H(x, t, p)$ is convex, separable, and 1-homogeneous with respect to $p$. For more detailed information, please refer to Appendix B.2.

## 4 Two-dimensional HJ PDEs

In this section, we address the two-dimensional HJ PDEs and present the semi-discrete approach in Section 4.1 and the fully-discrete approach in Section 4.2. Due to the similarities between the two-dimensional and one-dimensional cases, certain details and explanations have been omitted.

### 4.1 Semi-discrete formulation

We apply discretization to the spatial domain $\left[a_{1}, b_{1}\right] \times\left[a_{2}, b_{2}\right]$ using $n_{x}$ grid points in the first dimension and $n_{y}$ grid points in the second dimension. The grid sizes in these dimensions are represented by $\Delta x=\frac{b_{1}-a_{1}}{n_{x}}$
and $\Delta y=\frac{b_{2}-a_{2}}{n_{y}}$. We denote $x_{i}$ as the $i$-th grid point in the first dimension and $y_{j}$ as the $j$-th grid point in the second dimension. The semi-discrete formulation for a general numerical Hamiltonian is as follows:

$$
\begin{cases}\dot{\phi}_{i, j}(t)+\hat{H}\left(x_{i}, y_{j}, t,\left(D_{x}^{+} \phi\right)_{i, j}(t),\left(D_{x}^{-} \phi\right)_{i, j}(t),\left(D_{y}^{+} \phi\right)_{i, j}(t),\left(D_{y}^{-} \phi\right)_{i, j}(t)\right)  \tag{14}\\ =\epsilon\left(D_{x x} \phi\right)_{i, j}(t)+\epsilon\left(D_{y y} \phi\right)_{i, j}(t), & i=1, \ldots, n_{x} ; j=1, \ldots, n_{y}, t \in[0, T], \\ \phi_{i, j}(0)=g\left(x_{i}, y_{j}\right), & i=1, \ldots, n_{x} ; j=1, \ldots, n_{y}\end{cases}
$$

where $D_{x}^{+}, D_{x}^{-}, D_{y}^{+}, D_{y}^{-}, D_{x x}$, and $D_{y y}$ are finite difference operators defined by

$$
\begin{aligned}
\left(D_{x}^{+} \phi\right)_{i, j} & =\frac{\phi_{i+1, j}(t)-\phi_{i, j}(t)}{\Delta x}, \quad\left(D_{x}^{-} \phi\right)_{i, j}=\frac{\phi_{i, j}(t)-\phi_{i-1, j}(t)}{\Delta x} \\
\left(D_{y}^{+} \phi\right)_{i, j} & =\frac{\phi_{i, j+1}(t)-\phi_{i, j}(t)}{\Delta y}, \quad\left(D_{y}^{-} \phi\right)_{i, j}=\frac{\phi_{i, j}(t)-\phi_{i, j-1}(t)}{\Delta y} \\
\left(D_{x x} \phi\right)_{i, j} & =\frac{\phi_{i+1, j}(t)-2 \phi_{i, j}(t)+\phi_{i-1, j}(t)}{\Delta x^{2}}, \quad\left(D_{y y} \phi\right)_{i, j}=\frac{\phi_{i, j+1}(t)-2 \phi_{i, j}(t)+\phi_{i, j-1}(t)}{\Delta y^{2}} .
\end{aligned}
$$

Analogous to the one-dimensional case discussed in Section 3.1, we require that the numerical Hamiltonian $\hat{H}$ exhibits both consistency, meaning that $\hat{H}\left(x, y, t, p_{1}, p_{1}, p_{2}, p_{2}\right)=H\left(x, y, t, p_{1}, p_{2}\right)$, and monotonicity, meaning that $\hat{H}\left(x, y, t, p_{1}^{+}, p_{1}^{-}, p_{2}^{+}, p_{2}^{-}\right)$is non-increasing with respect to $p_{1}^{+}$and $p_{2}^{+}$, and non-decreasing with respect to $p_{1}^{-}$and $p_{2}^{-}$.

This semi-discrete equation can be solved using the following saddle point formulation:

$$
\begin{array}{r}
\min _{\substack{\phi_{i, j} i, j, j \\
\phi_{i, j}(0)=g\left(x_{i}, y_{j}\right) \\
\max _{\begin{subarray}{c}{ \\
\rho_{i, j}, v_{i, j}^{+}, v_{i, j}^{-} \\
w_{i, j}^{+}, w_{i, j}^{-}: \rho_{i, j} \geq 0} }}}\end{subarray}} \int_{0}^{T} \sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{y}} \rho_{i, j}(t)\left(\dot{\phi}_{i, j}(t)+v_{i, j}^{+}(t)\left(D_{x}^{+} \phi\right)_{i, j}(t)+v_{i, j}^{-}(t)\left(D_{x}^{-} \phi\right)_{i, j}(t)\right. \\
+w_{i, j}^{+}(t)\left(D_{y}^{+} \phi\right)_{i, j}(t)+w_{i, j}^{-}(t)\left(D_{y}^{-} \phi\right)_{i, j}(t)-\epsilon\left(D_{x x} \phi\right)_{i, j}(t)-\epsilon\left(D_{y y} \phi\right)_{i, j}(t)  \tag{15}\\
\left.-\hat{H}^{*}\left(x_{i}, y_{j}, t, v_{i, j}^{+}(t), v_{i, j}^{-}(t), w_{i, j}^{+}(t), w_{i, j}^{-}(t)\right)\right) d t-c \sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{y}} \phi_{i, j}(T),
\end{array}
$$

where $c>0$ is a hyper-parameter, and $\hat{H}^{*}\left(x_{i}, y_{j}, t, \cdot, \cdot, \cdot, \cdot\right)$ is the Fenchel-Legendre transform of $\hat{H}\left(x_{i}, y_{j}, t, \cdot, \cdot, \cdot, \cdot\right)$. For more properties of this saddle point problem and the corresponding algorithm, see Appendix A. 4 and Algorithm 4.

### 4.2 Fully-discrete formulation

In this section, we adopt implicit time discretization to derive a fully-discrete formulation, enabling the selection of larger time steps to bypass the CFL condition. We represent the number of grid points in the interval $[0, T]$ as $n_{t}$, and the spacing between consecutive grid points as $\Delta t=\frac{T}{n_{t}-1}$. The fully-discrete HJ PDE with a numerical Hamiltonian $\hat{H}$ is given by

$$
\begin{cases}\left(D_{t}^{-} \phi\right)_{i, j, k}+\hat{H}\left(x_{i}, y_{j}, t_{k},\left(D_{x}^{+} \phi\right)_{i, j, k},\left(D_{x}^{-} \phi\right)_{i, j, k},\right. & \left.\left(D_{y}^{+} \phi\right)_{i, j, k},\left(D_{y}^{-} \phi\right)_{i, j, k}\right)  \tag{16}\\ =\epsilon\left(D_{x x} \phi\right)_{i, j, k}+\epsilon\left(D_{y y} \phi\right)_{i, j, k}, & i=1, \ldots, n_{x} ; j=1, \ldots, n_{y} ; k=2, \ldots, n_{t}, \\ \phi_{i, j, 1}=g\left(x_{i}, y_{j}\right), & i=1, \ldots, n_{x} ; j=1, \ldots, n_{y}\end{cases}
$$

and the saddle point problem becomes

$$
\begin{align*}
& \min _{\substack{\phi_{i, j, k} \forall i, j, k \\
\phi_{i, j, 1}=g\left(x_{i}, y_{j}\right)}}^{\max _{\substack{\rho_{i, j, k}, v_{i, j, k}^{+}, v_{i, j, k}^{-} \\
w_{i, j, k}^{+}, w_{i, j, k}^{-}: \rho_{i, j, k} \geq 0}} \sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{y}} \sum_{k=1}^{n_{t}-1} \rho_{i, j, k}\left(\left(D_{t}^{-} \phi\right)_{i, j, k+1}+v_{i, j, k}^{+}\left(D_{x}^{+} \phi\right)_{i, j, k+1}+v_{i, j, k}^{-}\left(D_{x}^{-} \phi\right)_{i, j, k+1}+w_{i, j, k}^{+}\left(D_{y}^{+} \phi\right)_{i, j, k+1}\right.} \\
& \left.\quad+w_{i, j, k}^{-}\left(D_{y}^{-} \phi\right)_{i, j, k+1}-\epsilon\left(D_{x x} \phi\right)_{i, j, k+1}-\epsilon\left(D_{y y} \phi\right)_{i, j, k+1}-\hat{H}^{*}\left(x_{i}, y_{j}, t_{k+1}, v_{i, j, k}^{+}, v_{i, j, k}^{-}, w_{i, j, k}^{+}, w_{i, j, k}^{-}\right)\right)-\frac{c}{\Delta t} \sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{y}} \phi_{i, j, n_{t}} . \tag{17}
\end{align*}
$$

This saddle point problem is solved using PDHG method. For more details about this problem and the algorithm, we refer readers to Section A. 5 and Algorithm 5.

Just like the one-dimensional scenario, the objective function's linearity concerning $\phi$ or $\rho$ leads to explicit update formulas for $\phi$ and $\rho$. On the other hand, updating ( $v^{+}, v^{-}, w^{+}, w^{-}$) necessitates solving the proximal point of $\left(v^{+}, v^{-}, w^{+}, w^{-}\right) \mapsto \sum_{i, j, k} \hat{H}^{*}\left(x_{i}, y_{j}, t_{k+1}, v_{i, j, k}^{+}, v_{i, j, k}^{-}, w_{i, j, k}^{+}, w_{i, j, k}^{-}\right)$, which can be conducted in parallel for each point $\left(x_{i}, y_{j}, t_{k+1}\right)$. Furthermore, if $\hat{H}$ is separable, i.e., it can be expressed as $\hat{H}_{1}^{1}\left(x_{i}, y_{j}, t_{k+1}, v_{i, j, k}^{+}\right)+\hat{H}_{2}^{1}\left(x_{i}, y_{j}, t_{k+1}, v_{i, j, k}^{-}\right)+\hat{H}_{1}^{2}\left(x_{i}, y_{j}, t_{k+1}, w_{i, j, k}^{+}\right)+\hat{H}_{2}^{2}\left(x_{i}, y_{j}, t_{k+1}, w_{i, j, k}^{-}\right)$, then updating $\left(v_{i, j, k}^{+}, v_{i, j, k}^{-}, w_{i, j, k}^{+}, w_{i, j, k}^{-}\right)$can be further accomplished in parallel.

Analogous to the scenario in the one-dimensional case, if $H$ is convex, separable, and 1-homogeneous with respect to $p$, there exists a specific formula for jointly updating $\rho, v^{+}, v^{-}, w^{+}, w^{-}$. This, in turn, eliminates the need for the inner loop. For more details, refer to Appendix B.4.

## 5 Numerical results

In this section, we display a range of numerical results that evaluate the performance of our proposed method. We initially use two simple experiments in Sections 5.1 and 5.2 to present error tables, which confirm that our method yields first-order accuracy in computing the viscosity solution for these examples. Subsequently, we utilize more intricate cases (examples 3 and 4 in Sections 5.3 and 5.4 ) to demonstrate the benefits of using larger time steps. These experiments highlight the ability of our method to handle Hamiltonians that depend on ( $x, t$ ) and exhibit non-smooth behaviors.

Among these four examples, the second one involves Hamiltonians that are shifted 1-homogeneous with respect to $p$, i.e., $H(x, t, \cdot)-H(x, t, 0)$ is 1 -homogeneous for any $(x, t)$. For this case, we implement Algorithms 6 and 7 explained in Appendices B. 2 and B. 4 to eliminate the necessity of the inner loop in the proposed method. On the other hand, in the other three examples, we use Algorithms 3 and 5. In these experiments, for one-dimensional cases, we apply Engquist-Osher scheme [79, 38, 39] and set the numerical Hamiltonian $\hat{H}\left(x, t, p^{+}, p^{-}\right)=H_{-}\left(x, t, p^{+}\right)+H_{+}\left(x, t, p^{-}\right)$, where $H_{+}$is non-decreasing with respect to $p^{-}, H_{-}$is non-increasing with respect to $p^{+}$, and they satisfy $H_{+}+H_{-}=H$. For twodimensional cases, if the Hamiltonian $H$ can be written as $H\left(x, t, p_{1}, p_{2}\right)=H_{1}\left(x, t, p_{1}\right)+H_{2}\left(x, t, p_{2}\right)$ for some functions $H_{1}$ and $H_{2}$, we handle each dimension separately and set the numerical Hamiltonian $\hat{H}\left(x, t, p_{1}^{+}, p_{1}^{-}, p_{2}^{+}, p_{2}^{-}\right)=H_{1,-}\left(x, t, p_{1}^{+}\right)+H_{1,+}\left(x, t, p_{1}^{-}\right)+H_{2,-}\left(x, t, p_{2}^{+}\right)+H_{2,+}\left(x, t, p_{2}^{-}\right)$, where $H_{i,+}(i=1,2)$ is non-decreasing with respect to $p_{i}^{-}, H_{i,-}(i=1,2)$ is non-increasing with respect to $p_{i}^{+}$, and they satisfy $H_{i,+}+H_{i,-}=H_{i}$. Note that our approach also works for non-separable Hamiltonians. For these situations, we define the numerical Hamiltonians based on references that will be specified for each case.

### 5.1 First experiment: quadratic Hamiltonian

In the first experiment, we solve the following HJ PDE:

$$
\begin{cases}\frac{\partial \phi(x, t)}{\partial t}+\frac{1}{2}\left\|\nabla_{x} \phi(x, t)\right\|^{2}=0, & x \in[0,2]^{n}, t \in[0,1],  \tag{18}\\ \phi(x, 0)=\frac{1}{2}\|x-1\|^{2}, & x \in[0,2]^{n} .\end{cases}
$$

We apply Algorithms 3 and 5 to solve this problem. We use the Engquist-Osher scheme in the saddle point formulation. To be specific, we set the numerical Hamiltonian $\hat{H}\left(x, t, p^{+}, p^{-}\right)=H_{-}\left(p^{+}\right)+H_{+}\left(p^{-}\right)$ for the one-dimensional case and $\hat{H}\left(x, t, p_{1}^{+}, p_{1}^{-}, p_{2}^{+}, p_{2}^{-}\right)=H_{-}\left(p_{1}^{+}\right)+H_{+}\left(p_{1}^{-}\right)+H_{-}\left(p_{2}^{+}\right)+H_{+}\left(p_{2}^{-}\right)$for the two-dimensional case, where $H_{-}\left(p^{+}\right)=\frac{1}{2} \min \left\{p^{+}, 0\right\}^{2}$ and $H_{+}\left(p^{-}\right)=\frac{1}{2} \max \left\{p^{-}, 0\right\}^{2}$. We provide the error tables for both one-dimensional and two-dimensional scenarios in Table 1 and Table 2 respectively.

Each table contains two rows of error measurements. In the first row, we showcase the average absolute value of the PDE residuals. This error is calculated using the following formula for one-dimensional cases:

$$
\frac{1}{n_{x}\left(n_{t}-1\right)} \sum_{i=1}^{n_{x}} \sum_{k=2}^{n_{t}}\left|\left(D_{t}^{-} \phi\right)_{i, k}+\hat{H}\left(x_{i}, t_{k},\left(D_{x}^{+} \phi\right)_{i, k},\left(D_{x}^{-} \phi\right)_{i, k}\right)-\epsilon\left(D_{x x} \phi\right)_{i, k}\right|
$$



Figure 1: Contours illustrating the solution of the one-dimensional HJ PDE (18) in (a) and (b), along with the level sets for the two-dimensional HJ PDE in (c) and (d). In (a) and (c), a relatively larger time step of $\Delta t=0.25$ is applied, whereas in (b) and (d), a smaller time step of $\Delta t=0.025$ is employed.

| $n_{x} \times n_{t}$ | $20 \times 11$ | $40 \times 21$ | $80 \times 41$ | $160 \times 81$ |
| :---: | :---: | :---: | :---: | :---: |
| Averaged absolute residual of HJ PDE | $9.99 \mathrm{E}-07$ | $9.99 \mathrm{E}-07$ | $9.89 \mathrm{E}-07$ | $9.82 \mathrm{E}-07$ |
| $\ell^{1}$ relative error | $5.81 \mathrm{E}-02$ | $3.24 \mathrm{E}-02$ | $1.68 \mathrm{E}-02$ | $8.27 \mathrm{E}-03$ |

Table 1: Error table illustrating the performance of our proposed method for solving the one-dimensional HJ PDE (18)

| $n_{x} \times n_{y} \times n_{t}$ | $20 \times 20 \times 11$ | $40 \times 40 \times 21$ | $80 \times 80 \times 41$ | $160 \times 160 \times 81$ |
| :---: | :---: | :---: | :---: | :---: |
| Averaged absolute residual of HJ PDE | $1.00 \mathrm{E}-06$ | $1.00 \mathrm{E}-06$ | $9.99 \mathrm{E}-07$ | $1.00 \mathrm{E}-06$ |
| $\ell^{1}$ relative error | $5.52 \mathrm{E}-02$ | $3.00 \mathrm{E}-02$ | $1.46 \mathrm{E}-02$ | $6.07 \mathrm{E}-03$ |

Table 2: Error table illustrating the performance of our proposed method for solving the two-dimensional HJ PDE (18)
and for two-dimensional cases:
$\frac{1}{n_{x} n_{y}\left(n_{t}-1\right)} \sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{y}} \sum_{k=2}^{n_{t}}\left|\left(D_{t}^{-} \phi\right)_{i, j, k}+\hat{H}\left(x_{i}, y_{j}, t_{k},\left(D_{x}^{+} \phi\right)_{i, j, k},\left(D_{x}^{-} \phi\right)_{i, j, k},\left(D_{y}^{+} \phi\right)_{i, j, k},\left(D_{y}^{-} \phi\right)_{i, j, k}\right)-\epsilon\left(D_{x x} \phi+D_{y y} \phi\right)_{i, j, k}\right|$.
The residual errors observed across all cases are consistently below $10^{-6}$. Remarkably, we employ the residual error as the termination condition for the proposed method, setting the threshold $\delta$ to $10^{-6}$. These errors confirm the convergence of the our algorithm in terms of reaching an error below the specified threshold for all tested grid sizes.

In the second row, we conduct a comparison between the numerical solution obtained through our proposed method and the reference solution, which we term the "ground truth". This reference solution, denoted as $\phi^{g t}$, is generated using either the Lax-Oleinik formula [8, 41, 52] or the explicit Engquist-Osher scheme $[79,38,39]$ on a finely discretized grid. Consequently, the $\ell^{1}$ relative errors are presented. The calculation of the error is as follows:

- For one-dimensional cases:

$$
\frac{\frac{1}{n_{x} n_{t}} \sum_{i=1}^{n_{x}} \sum_{k=1}^{n_{t}}\left|\phi_{i, k}-\phi_{i, k}^{g t}\right|}{\max \left\{\frac{1}{n_{x} n_{t}} \sum_{i=1}^{n_{x}} \sum_{k=1}^{n_{t}}\left|\phi_{i, k}^{g t}\right|, 1.0\right\}}
$$

- For two-dimensional cases:

$$
\frac{\frac{1}{n_{x} n_{y} n_{t}} \sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{y}} \sum_{k=1}^{n_{t}}\left|\phi_{i, j, k}-\phi_{i, j, k}^{g t}\right|}{\max \left\{\frac{1}{n_{x} n_{y} n_{t}} \sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{y}} \sum_{k=1}^{n_{t}}\left|\phi_{i, j, k}^{g t}\right|, 1.0\right\}}
$$

This evaluation provides insights into the accuracy of our method when compared to well-established reference solutions. It's noticeable that the error approximately halves when the grid size is doubled. This behavior demonstrates a first-order error reduction rate corresponding to the increase in grid size.

Furthermore, we present the one-dimensional solution in Fig 1 (a)-(b) and the two-dimensional solution in Fig 1 (c)-(d). In both this example and the subsequent examples, we visualize the one-dimensional solution through the representation of its level sets, where the $x$-axis corresponds to the spatial domain and the $y$-axis denotes the time domain. For the two-dimensional solution, we depict the level sets at a specific time instant (in this example, we select $t=1$ ), employing the $x$ and $y$ axes to denote the two dimensions of the spatial domain.

In figures (a) and (c), we utilize a larger time step of $\Delta t=\frac{T}{n_{t}-1}=0.25$, while in figures (b) and (d), we opt for a smaller time step of $\Delta t=\frac{T}{n_{t}-1}=0.025$. Throughout all cases, we maintain a spatial discretization count of $n_{x}=80$ for the one-dimensional case and $n_{x}=n_{y}=80$ for the two-dimensional scenario. These visual representations reveal a satisfactory performance achieved by employing the larger time step discretization, indicating that the proposed method is not constrained by the CFL condition, thanks to the utilization of implicit time discretization.

### 5.2 Second experiment: $L^{1}$ Hamiltonian

In the second example, we solve the following HJ PDE in one-dimension and two-dimensions

$$
\begin{cases}\frac{\partial \phi(x, t)}{\partial t}+\left\|\nabla_{x} \phi(x, t)\right\|_{1}=0, & x \in[0,2]^{n}, t \in[0,1]  \tag{19}\\ \phi(x, 0)=\sum_{i=1}^{n} \sin \pi x_{i}, & x \in[0,2]^{n}\end{cases}
$$

The Hamiltonian in this scenario exhibits non-smooth properties. We solve this problem using Algorithms 6 and 7. Employing the same methodology as illustrated in the previous example, we calculate the error tables. Specifically, the one-dimensional error table is presented in Table 3, while the two-dimensional error table is displayed in Table 4.

| $n_{x} \times n_{t}$ | $20 \times 11$ | $40 \times 21$ | $80 \times 41$ | $160 \times 81$ |
| :---: | :---: | :---: | :---: | :---: |
| Averaged absolute residual of HJ PDE | $5.72 \mathrm{E}-07$ | $7.64 \mathrm{E}-07$ | $5.96 \mathrm{E}-07$ | $6.53 \mathrm{E}-07$ |
| $\ell^{1}$ relative error | $1.03 \mathrm{E}-01$ | $5.90 \mathrm{E}-02$ | $3.20 \mathrm{E}-02$ | $1.67 \mathrm{E}-02$ |

Table 3: Error table illustrating the performance of our proposed method for solving the one-dimensional HJ PDE (19)

| $n_{x} \times n_{y} \times n_{t}$ | $20 \times 20 \times 11$ | $40 \times 40 \times 21$ | $80 \times 80 \times 41$ | $160 \times 160 \times 81$ |
| :---: | :---: | :---: | :---: | :---: |
| Averaged absolute residual of HJ PDE | $8.62 \mathrm{E}-07$ | $9.68 \mathrm{E}-07$ | $9.54 \mathrm{E}-07$ | $9.82 \mathrm{E}-07$ |
| $\ell^{1}$ relative error | $1.03 \mathrm{E}-01$ | $5.74 \mathrm{E}-02$ | $2.93 \mathrm{E}-02$ | $1.36 \mathrm{E}-02$ |

Table 4: Error table illustrating the performance of our proposed method for solving the two-dimensional HJ PDE (19)

The errors featured in the first rows of both error tables represent the averaged residual errors of the HJ PDE. Notably, all these errors remain below the $10^{-6}$ threshold. This indicates the convergence of our method in terms of achieving an HJ PDE residual beneath the predetermined threshold of $10^{-6}$. Turning to the second rows of the error tables, they depict the $\ell^{1}$ relative errors when compared to the reference solution. We observe that these errors reduce by approximately half as we increase the grid size by a factor of 2 . This phenomenon is in alignment with the utilization of a first-order Engquist-Osher scheme.

Furthermore, the level sets of the solution for the one-dimensional case are depicted in Fig 2 (a), while the level sets of the solution at distinct time points $(t=0.25,0.5,0.75)$ are presented in Fig 2 (b)-(d). The results of the experiments and the error analysis indicate a higher error magnitude compared to the previous example. Consequently, we adopt a finer grid to enhance the visual representation in the figures.

### 5.3 Third experiment: spatially-dependent Hamiltonian

In this experiment, we solve the following HJ PDE whose Hamiltonian depends on the spatial variable $x$ :

$$
\begin{cases}\frac{\partial \phi(x, t)}{\partial t}+\left\|\nabla_{x} \phi(x, t)\right\|+f(x)=0, & x \in[0,2]^{n}, t \in[0,1]  \tag{20}\\ \phi(x, 0)=\sum_{i=1}^{n} \sin \pi x_{i}, & x \in[0,2]^{n}\end{cases}
$$

where $f$ is defined by $f(x)=3 \exp \left(-4\|x-1\|^{2}\right)+1$. We utilize Algorithms 3 and 5 to solve this problem. Notably, the Hamiltonian represented in (20) is non-separable, meaning it cannot be expressed as $\sum_{i=1}^{n} H_{i}\left(x, t, p_{i}\right)$ for certain functions $H_{1}, \ldots, H_{n}$. Under this circumstance, we adopt the numerical Hamiltonian introduced in [79]. For one-dimensional instances, the numerical Hamiltonian is defined as $\left(\max \left\{p^{-}, 0\right\}^{2}+\min \left\{p^{+}, 0\right\}^{2}\right)^{1 / 2}+f(x)$, whereas for two-dimensional scenarios, it is defined as $\left(\max \left\{p_{1}^{-}, 0\right\}^{2}+\right.$ $\left.\min \left\{p_{1}^{+}, 0\right\}^{2}+\max \left\{p_{2}^{-}, 0\right\}^{2}+\min \left\{p_{2}^{+}, 0\right\}^{2}\right)^{1 / 2}+f(x)$.

The outcomes derived through our proposed approach are depicted in Figure 3. In Figure 3 (a), we present the level sets of the one-dimensional solution achieved using a relatively larger time step of $\Delta t=0.25$, while


Figure 2: Visualization of the solution to the one-dimensional HJ PDE (19) in (a), and the evolution of level sets for the two-dimensional HJ PDE solution at various time instances $(t=0.25, t=0.5$, and $t=0.75)$ in (b)-(d).
in Figure 3 (b), we display the level sets of the one-dimensional solution attained using a finer time step of $\Delta t=0.025$. The outcomes of the two-dimensional solution, obtained using a time step of $\Delta t=0.025$, are depicted in Figures 3 (c) and (d). Figure 3 (c) illustrates the solution at $t=0.25$, while Figure 3 (d) displays the solution at $t=0.75$. This example demonstrates the capability of our proposed method to effectively manage some complex Hamiltonians with spatial dependency.


Figure 3: Contours illustrating the solution of the one-dimensional HJ PDE (20) in (a) and (b), along with the level sets for the two-dimensional HJ PDE in (c) and (d). In (a), a relatively larger time step of $\Delta t=0.25$ is applied, whereas in (b)-(d), a smaller time step of $\Delta t=0.025$ is employed.

### 5.4 Fourth experiment: spatiotemporally-dependent Hamiltonian

In this experiment, we solve the following viscous HJ PDE whose Hamiltonian depends on both the spatial variable $x$ and the time variable $t$ :

$$
\begin{cases}\frac{\partial \phi(x, t)}{\partial t}+\frac{1}{2}\left\|\nabla_{x} \phi(x, t)\right\|^{2}+f(x, t)=0.1 \Delta_{x} \phi(x, t), & x \in[0,2]^{n}, t \in[0,1]  \tag{21}\\ \phi(x, 0)=-\frac{1}{10}\|x-1\|^{2}, & x \in[0,2]^{n}\end{cases}
$$

where $f(x, t)=-\frac{1}{2} \min \left\{\left(x_{1}-t-0.5\right)^{2},\left(x_{1}-t+1.5\right)^{2},\left(x_{1}-t-2.5\right)^{2}\right\}-\frac{1}{4} \sum_{j=2}^{n}\left(x_{j}-1\right)^{2}$. We apply Algorithms 3 and 5 to solve this problem. We use the Engquist-Osher scheme in the saddle point formulation. To be specific, we set the numerical Hamiltonian $\hat{H}\left(x, t, p^{+}, p^{-}\right)=H_{-}\left(p^{+}\right)+H_{+}\left(p^{-}\right)+f(x, t)$ for the onedimensional case and $\hat{H}\left(x, t, p_{1}^{+}, p_{1}^{-}, p_{2}^{+}, p_{2}^{-}\right)=H_{-}\left(p_{1}^{+}\right)+H_{+}\left(p_{1}^{-}\right)+H_{-}\left(p_{2}^{+}\right)+H_{+}\left(p_{2}^{-}\right)+f(x, t)$ for the two-dimensional case, where $H_{-}\left(p^{+}\right)=\frac{1}{2} \min \left\{p^{+}, 0\right\}^{2}$ and $H_{+}\left(p^{-}\right)=\frac{1}{2} \max \left\{p^{-}, 0\right\}^{2}$.


Figure 4: Numeric solutions for the one-dimensional and two-dimensional HJ PDE (21) are depicted. In (a), we display the level sets of the one-dimensional solution obtained using a larger time step of $\Delta t=0.25$, whereas in (b), we showcase the one-dimensional solution achieved with a smaller time step of $\Delta t=0.025$. Furthermore, level sets of the two-dimensional solution are presented at distinct time points $(t=0.25,0.5$, $0.75,1.0$ ) in (c)-(f).

The solution is illustrated in Fig 4. In (a)-(b), we present the level sets depicting the solution to the one-dimensional HJ PDE. In (a), a larger time step of $\Delta t=0.25$ is utilized, while in (b), a smaller time step of $\Delta t=0.025$ is employed. Additionally, we provide contour plots showcasing the solution to the two-dimensional PDE at distinct time instances $(t=0.25,0.5,0.75,1.0)$ in (c)-(f). Due to computational complexity, we adopt a larger time step of $\Delta t=0.25$ in the two-dimensional case. This example demonstrates the capability of our proposed method to handle intricate Hamiltonians dependent on $(x, t)$.

## 6 Summary

This paper solves HJ PDEs using a saddle point formulation, which is solved using PDHG method. We provide numerical validation that this method can compute the viscosity solutions with errors related to the grid size. We can handle certain Hamiltonians which depend on ( $x, t$ ). Moreover, we use implicit time discretization, which circumvents the restrictive CFL time step restriction for explicit methods. In other words, we can choose big time step to speed up the computation. The merit of this approach lies in the simplicity of the saddle point formulation. This simple formulation is achieved by capitalizing on the Fenchel-Legendre transform and the duality inherent in HJ PDEs. This simplicity facilitates updates within our method to have either explicit formulations or be conducive to parallel computation. In a special case where the Hamiltonian $H(x, t, p)$ is separable and 1-homogeneous with respect to $p$, the saddle point formulation takes the standard form in [20], ensuring the convergence of the proposed algorithms through PDHG theory (see Remark B.1).

Although it is a first-order method, it has the potential to serve as an initialization for more accurate methods, particularly in applications that demand smaller errors. It may be also an interesting future direction to combine this method with high order schemes. Moreover, this method converts an equation to a saddle point problem which can fit pretty well under the framework of machine learning. For solving HJ PDEs or problems related to HJ PDEs, the formulas provided in this paper can provide some ideas on design of loss functions.
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## A More details about the algorithms

## A. 1 More discussion about the continuous saddle point formula

The first order optimization condition for the saddle point problem in (3) is

$$
\begin{cases}\frac{\partial \phi(x, t)}{\partial t}+H\left(x, t, \nabla_{x} \phi(x, t)\right)=\epsilon \Delta_{x} \phi(x, t), & x \in \Omega, t \in[0, T]  \tag{22}\\ \frac{\partial \rho(x, t)}{\partial t}+\nabla_{x} \cdot\left(\rho(x, t) \nabla_{p} H\left(x, t, \nabla_{x} \phi(x, t)\right)\right)+\epsilon \Delta_{x} \rho(x, t)=0, & x \in \Omega, t \in[0, T] \\ \phi(x, 0)=g(x), \quad \rho(x, T)=c, & x \in \Omega\end{cases}
$$

which is similar to the mean-field control problem, except that we do not restrict $\rho$ to be non-negative. There is a gap between (3) and (4), namely, whether we require $\rho$ to be non-negative or not. Although the theoretical understanding of when this condition holds is lacking, numerically we have found that our algorithm works and computes the viscosity solution.

Note that in the last line of (3), $v$ is a vector, while $v$ takes the form of a function in (4). We abuse the notation $v$ here. In (3), there are infinitely many finite-dimensional optimization problems, which depends on $(x, t)$. Upon their consolidation into a single optimization problem, the variable transforms into a function that depends on $(x, t)$, denoted as $v(x, t)$ in (4), whose value corresponds to the original variable $v$ in (3).

## A. 2 One-dimensional semi-discrete method

To solve the semi-discrete equation (10), we propose to solve the saddle point problem (11), whose first order optimality condition is

$$
\begin{cases}\dot{\phi}_{i}(t)+\hat{H}\left(x_{i}, t,\left(D_{x}^{+} \phi\right)_{i}(t),\left(D_{x}^{-} \phi\right)_{i}(t)\right) \leq \epsilon\left(D_{x x} \phi\right)_{i}(t), & i=1, \ldots, n_{x} ; t \in[0, T]  \tag{23}\\ \dot{\rho}_{i}(t)+\left(D_{x}^{-}\left(\rho v^{+}\right)\right)_{i}(t)+\left(D_{x}^{+}\left(\rho v^{-}\right)\right)_{i}(t)+\epsilon\left(D_{x x} \rho\right)_{i}(t)=0, & i=1, \ldots, n_{x} ; t \in[0, T] \\ \left(v_{i}^{+}(t), v_{i}^{-}(t)\right)=\nabla_{\left(p^{+}, p^{-}\right)} \hat{H}\left(x_{i}, t,\left(D_{x}^{+} \phi\right)_{i}(t),\left(D_{x}^{-} \phi\right)_{i}(t)\right), & i=1, \ldots, n_{x} ; t \in[0, T] \\ \phi_{i}(0)=g\left(x_{i}\right), \quad \rho_{i}(T)=c, & i=1, \ldots, n_{x}, \\ \rho_{i}(t)\left(\dot{\phi}_{i}(t)+\hat{H}\left(x_{i}, t,\left(D_{x}^{+} \phi\right)_{i}(t),\left(D_{x}^{-} \phi\right)_{i}(t)\right)-\epsilon\left(D_{x x} \phi\right)_{i}(t)\right)=0, & i=1, \ldots, n_{x} ; t \in[0, T]\end{cases}
$$

Similar to the continuous setting, if the corresponding mean-field control problem possesses a solution with a positive $\rho$, the inequality in the first row becomes an equality. This implies that the proposed saddle point problem addresses the semi-discrete HJ PDE (10). This inclusively covers situations where a positive diffusion coefficient $\epsilon$ is present. It's important to note that by ensuring an appropriate discretization for the two PDEs in (6), both the discretize-then-optimize and optimize-then-discretize approaches yield the same method. These comments hold true for the following sections and we will not repeat them.

The algorithm for the proposed one-dimensional semi-discrete method is outlined in Algorithm 2, where we denote the objective function in (11) as $\mathcal{L}_{\text {semi }}$.

## A. 3 One-dimensional fully-discrete method

To solve the fully-discrete equation (12), we propose solving the saddle point problem (13), the first-order optimality condition of which is given by:

$$
\begin{cases}\left(D_{t}^{-} \phi\right)_{i, k}+\hat{H}\left(x_{i}, t_{k},\left(D_{x}^{+} \phi\right)_{i, k},\left(D_{x}^{-} \phi\right)_{i, k}\right) \leq \epsilon\left(D_{x x} \phi\right)_{i, k}, & i=1, \ldots, n_{x} ; k=2, \ldots, n_{t},  \tag{27}\\ \left(D_{t}^{+} \rho\right)_{i, k}+\left(D_{x}^{-}\left(\rho v^{+}\right)\right)_{i, k}+\left(D_{x}^{+}\left(\rho v^{-}\right)\right)_{i, k}+\epsilon\left(D_{x x} \rho\right)_{i, k}=0, & i=1, \ldots, n_{x} ; k=1, \ldots, n_{t}-1, \\ \left(v_{i, k}^{+}, v_{i, k}^{-}\right)=\nabla_{\left(p^{+}, p^{-}\right)} \hat{H}\left(x_{i}, t_{k+1},\left(D_{x}^{+} \phi\right)_{i, k+1},\left(D_{x}^{-} \phi\right)_{i, k+1}\right), & i=1, \ldots, n_{x} ; k=1, \ldots, n_{t}-1, \\ \phi_{i, 1}=g\left(x_{i}\right), \quad \rho_{i, n_{t}}=c, & i=1, \ldots, n_{x}, \\ \rho_{i, k-1}\left(\left(D_{t}^{-} \phi\right)_{i, k}+\hat{H}\left(x_{i}, t_{k},\left(D_{x}^{+} \phi\right)_{i, k},\left(D_{x}^{-} \phi\right)_{i, k}\right)-\epsilon\left(D_{x x} \phi\right)_{i, k}\right)=0, & i=1, \ldots, n_{x} ; k=2, \ldots, n_{t} .\end{cases}
$$

The proposed algorithm for solving (13) is presented in Algorithm 3. Within this algorithm, we employ $\mathcal{L}_{\text {full }}$ to represent the objective function in (13). During the updating of $\phi$, the term $\left(D_{t}^{+} \rho\right)_{i, n_{t}-1}$ represents $\frac{c-\rho_{i, n_{t}-1}}{\Delta t}$, aligning with the terminal condition for $\rho$ in (27).

## A. 4 Two-dimensional semi-discrete method

To solve the semi-discrete equation (14), we propose solving the saddle point problem (15), whose first order optimality condition is

$$
\left\{\begin{align*}
\dot{\phi}_{i, j}(t)+\hat{H}\left(x_{i}, y_{j}, t,\left(D_{x}^{+} \phi\right)_{i, j}(t),\left(D_{x}^{-} \phi\right)_{i, j}(t),\left(D_{y}^{+} \phi\right)_{i, j}(t),\left(D_{y}^{-} \phi\right)_{i, j}(t)\right) &  \tag{31}\\
\leq \epsilon\left(D_{x x} \phi\right)_{i, j}(t)+\epsilon\left(D_{y y} \phi\right)_{i, j}(t), & i=1, \ldots, n_{x} ; j=1, \ldots, n_{y} ; t \in[0, T], \\
\dot{\rho}_{i, j}(t)+\left(D_{x}^{-}\left(\rho v^{+}\right)\right)_{i, j}(t)+\left(D_{x}^{+}\left(\rho v^{-}\right)\right)_{i, j}(t)+\left(D_{y}^{-}\left(\rho w^{+}\right)\right)_{i, j}(t) & \\
+\left(D_{y}^{+}\left(\rho w^{-}\right)\right)_{i, j}(t)+\epsilon\left(D_{x x} \rho\right)_{i, j}(t)+\epsilon\left(D_{y y} \rho\right)_{i, j}(t)=0, & i=1, \ldots, n_{x} ; j=1, \ldots, n_{y} ; t \in[0, T], \\
\left(v_{i, j}^{+}(t), v_{i, j}^{-}(t), w_{i, j}^{+}(t), w_{i, j}^{-}(t)\right)=\nabla_{\left(p_{1}^{+}, p_{1}^{-}, p_{2}^{+}, p_{2}^{-}\right)}^{H}\left(x_{i}, y_{j}, t,\right. & \\
\left.\quad\left(D_{x}^{+} \phi\right)_{i, j}(t),\left(D_{x}^{-} \phi\right)_{i, j}(t),\left(D_{y}^{+} \phi\right)_{i, j}(t),\left(D_{y}^{-} \phi\right)_{i, j}(t)\right), & i=1, \ldots, n_{x} ; j=1, \ldots, n_{y} ; t \in[0, T], \\
\phi_{i, j}(0)=g\left(x_{i}, y_{j}\right), \quad \rho_{i, j}(T)=c, & i=1, \ldots, n_{x} ; j=1, \ldots, n_{y}, \\
\rho_{i, j}(t)\left(\dot{\phi}_{i, j}(t)+\hat{H}\left(x_{i}, y_{j}, t,\left(D_{x}^{+} \phi\right)_{i, j}(t),\left(D_{x}^{-} \phi\right)_{i, j}(t),\left(D_{y}^{+} \phi\right)_{i, j}(t),\right.\right. & \\
\left.\left.\quad\left(D_{y}^{-} \phi\right)_{i, j}(t)\right)-\epsilon\left(D_{x x} \phi\right)_{i, j}(t)-\epsilon\left(D_{y y} \phi\right)_{i, j}(t)\right)=0, & i=1, \ldots, n_{x} ; j=1, \ldots, n_{y} ; t \in[0, T] .
\end{align*}\right.
$$

The algorithm for the proposed two-dimensional semi-discrete method is outlined in Algorithm 4. For the sake of simplicity, we use $\alpha$ to represent $\left(\alpha_{i, j}\right)_{i, j}$ for any given quantity $\alpha$. This algorithm closely resembles the one-dimensional case, and thus certain details have been omitted. We adopt the quadratic function as the penalty term for all functions except $\phi$. For $\phi$, our choice of penalty term for preconditioning is $\sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{y}}\left(\left\|\dot{\phi}_{i, j}-\dot{\phi}_{i, j}^{\ell}\right\|^{2}+\left\|\left(D_{x}^{+} \phi\right)_{i, j}-\left(D_{x}^{+} \phi^{\ell}\right)_{i, j}\right\|^{2}+\left\|\left(D_{y}^{+} \phi\right)_{i, j}-\left(D_{y}^{+} \phi^{\ell}\right)_{i, j}\right\|^{2}\right)$.

```
Algorithm 2: The proposed algorithm for solving (11)
    Inputs : Stepsize \(\tau, \sigma>0\), error tolerance \(\delta>0\), inner maximal iteration number \(N_{\text {inner }}\) and outer
                    maximal iteration number \(N_{\text {outer }}\).
    Outputs: Solution to the saddle point problem (11).
    For all \(i=1, \ldots, n_{x}\), initialize the functions by \(\phi_{i}^{0}(t)=g\left(x_{i}\right), \forall t \in[0, T], \rho_{i}^{0} \equiv c, v_{i}^{0,+}=v_{i}^{0,-} \equiv 0\).
    for \(\ell=0,1, \ldots, N_{\text {outer }}-1\) do
        Update the functions \(\phi_{i}:[0, T] \rightarrow \mathbb{R}\) for all \(i=1, \ldots, n_{x}\) by
\[
\begin{align*}
\left(\phi_{i}^{\ell+1}\right)_{i} & =\underset{\phi_{i} \forall i: \phi_{i}(0)=g\left(x_{i}\right)}{\arg \operatorname{Lin}} \mathcal{L}_{\text {semi }}\left(\left(\phi_{i}\right)_{i},\left(\rho_{i}^{\ell}\right)_{i},\left(v_{i}^{\ell,+}\right)_{i},\left(v_{i}^{\ell,-}\right)_{i}\right)+\frac{1}{2 \tau} \sum_{i=1}^{n_{x}}\left(\left\|\dot{\phi}_{i}-\dot{\phi}_{i}^{\ell}\right\|^{2}+\left\|\left(D_{x}^{+} \phi\right)_{i}-\left(D_{x}^{+} \phi^{\ell}\right)_{i}\right\|^{2}\right) \\
& =\left(\phi_{i}^{\ell}\right)_{i}+\tau\left(-\partial_{t}^{2}-D_{x x}\right)^{-1}\left(\dot{\rho}^{\ell}+D_{x}^{-}\left(\rho^{\ell} v^{\ell,+}\right)+D_{x}^{+}\left(\rho^{\ell} v^{\ell,-}\right)+\epsilon D_{x x} \rho^{\ell}\right) \tag{24}
\end{align*}
\]
```

where $\left(-\partial_{t}^{2}-D_{x x}\right)^{-1}\left(f_{i}\right)_{i}$ (here each $f_{i}$ is a function of $t$ ) denotes the solution $\left(u_{i}\right)_{i}$ to the ODE system $-\ddot{u}_{i}-\left(D_{x x} u\right)_{i}=f_{i}$ in $[0, T]$ for all $i=1, \ldots, n_{x}$ with periodic spatial condition, Dirichlet initial condition $u_{i}(0)=0$, and Neumann terminal condition $\dot{u}_{i}(T)=0$. if $\sum_{i=1}^{n_{x}}\left\|\dot{\phi}_{i}^{\ell+1}(t)+\hat{H}\left(x_{i}, t,\left(D_{x}^{+} \phi^{\ell+1}\right)_{i}(t),\left(D_{x}^{-} \phi^{\ell+1}\right)_{i}(t)\right)-\epsilon\left(D_{x x} \phi^{\ell+1}\right)_{i}(t)\right\|_{1} \leq \delta$ then Return $\left(\phi_{i}^{\ell+1}\right)_{i}$. end Set $\bar{\phi}_{i}^{\ell+1}=2 \phi_{i}^{\ell+1}-\phi_{i}^{\ell}$ for all $i=1, \ldots, n_{x}$. Set $v_{i}^{\ell+1,0,+}=v_{i}^{\ell,+}, v_{i}^{\ell+1,0,-}=v_{i}^{\ell,-}, \rho_{i}^{\ell+1,0}=\rho_{i}^{\ell}$ for all $i=1, \ldots, n_{x}$. for $m=0,1, \ldots, N_{\text {inner }}-1$ do

Update $v_{i}^{+}$and $v_{i}^{-}$for all $i=1, \ldots, n_{x}$ by

$$
\begin{align*}
& \left(v_{i}^{\ell+1, m+1,+}, v_{i}^{\ell+1, m+1,-}\right)_{i}=\underset{v_{i}^{+}, v_{i}^{-} \forall i}{\arg \max }\left\{\mathcal { L } _ { \text { semi } } \left(\left(\left(\phi_{i}^{\ell+1}\right)_{i},\left(\rho_{i}^{\ell+1, m}\right)_{i},\left(v_{i}^{+}\right)_{i},\left(v_{i}^{-}\right)_{i}\right)\right.\right. \\
& \left.\quad-\frac{1}{2 \sigma} \sum_{i=1}^{n_{x}}\left(\left\|\rho_{i}^{\ell+1, m}\left(v_{i}^{+}-v_{i}^{\ell+1, m,+}\right)\right\|^{2}+\left\|\rho_{i}^{\ell+1, m}\left(v_{i}^{-}-v_{i}^{\ell+1, m,-}\right)\right\|^{2}\right)\right\} \\
& =\underset{v_{i}^{+}, v_{i}^{-} \forall i}{\arg \min }\left\{\sum_{i=1}^{n_{x}} \int_{0}^{T} \hat{H}^{*}\left(x_{i}, t, v_{i}^{+}(t), v_{i}^{-}(t)\right)+\frac{\rho_{i}^{\ell+1, m}(t)}{2 \sigma}\left(v_{i}^{+}(t)-v_{i}^{\ell+1, m,+}(t)-\sigma \frac{\left(D_{x}^{+} \bar{\phi}^{\ell+1}\right)_{i}(t)}{\rho_{i}^{\ell+1, m}(t)}\right)^{2}\right.  \tag{25}\\
& \left.\quad+\frac{\rho_{i}^{\ell \ell+, m}(t)}{2 \sigma}\left(v_{i}^{-}(t)-v_{i}^{\ell+1, m,-}(t)-\sigma \frac{\left(D_{x}^{-} \bar{\phi}^{\ell+1}\right)_{i}(t)}{\rho_{i}^{\ell+1, m}(t)}\right)^{2} d t\right\} .
\end{align*}
$$

Update $\rho_{i}$ for all $i=1, \ldots, n_{x}$ by

$$
\begin{align*}
\left(\rho_{i}^{\ell+1, m+1}\right)_{i} & =\underset{\rho_{i} \forall i: \rho_{i} \geq 0}{\arg \max } \mathcal{L}_{\text {semi }}\left(\left(\bar{\phi}_{i}^{\ell+1}\right)_{i},\left(\rho_{i}\right)_{i},\left(v_{i}^{\ell+1, m+1,+}\right)_{i},\left(v_{i}^{\ell+1, m+1,-}\right)_{i}\right)-\frac{1}{2 \sigma} \sum_{i=1}^{n_{x}}\left\|\rho_{i}-\rho_{i}^{\ell+1, m}\right\|^{2} \\
& =\left(\max \left\{\mu_{i}^{\ell+1, m+1}, 0\right\}\right)_{i} \tag{26}
\end{align*}
$$

where $\mu_{i}^{\ell+1, m+1}$ is a function defined by
$\mu_{i}^{\ell+1, m+1}=\rho_{i}^{\ell+1, m}+\sigma\left(\dot{\bar{\phi}}_{i}^{\ell+1}(t)+v_{i}^{\ell+1, m+1,+}(t)\left(D_{x}^{+} \bar{\phi}^{\ell+1}\right)_{i}(t)+v_{i}^{\ell+1, m+1,-}(t)\left(D_{x}^{-} \bar{\phi}^{\ell+1}\right)_{i}(t)-\right.$ $\left.\hat{H}^{*}\left(x_{i}, t, v_{i}^{\ell+1, m+1,+}(t), v_{i}^{\ell+1, m+1,-}(t)\right)-\epsilon\left(D_{x x} \bar{\phi}^{\ell+1}\right)_{i}(t)\right)$.
end
Set $v_{i}^{\ell+1,+}=v_{i}^{\ell+1, N_{\text {inner }},+}, v_{i}^{\ell+1,-}=v_{i}^{\ell+1, N_{\text {inner }},-}, \rho_{i}^{\ell+1}=\rho_{i}^{\ell+1, N_{\text {inner }}}$ for all $i=1, \ldots, n_{x}$.
end
Return $\left(\phi_{i}^{N_{\text {outer }}}\right)_{i}$.

```
Algorithm 3: The proposed algorithm for solving (13)
    Inputs : Stepsize \(\tau, \sigma>0\), error tolerance \(\delta>0\), inner maximal iteration number \(N_{\text {inner }}\) and outer
                    maximal iteration number \(N_{\text {outer }}\).
    Outputs: Solution to the to the saddle point problem (13).
    For each \(i=1, \ldots, n_{x}\), initialize the matrices by \(\phi_{i, k}^{0}=g\left(x_{i}\right)\) for \(k=1, \ldots, n_{t}, \rho_{i, k}^{0}=c\),
        \(v_{i, k}^{0,+}=v_{i, k}^{0,-}=0\) for \(k=1, \ldots, n_{t}-1\).
    for \(\ell=0,1, \ldots, N_{\text {outer }}-1\) do
        Update the matrix \(\phi_{i, k}\) for \(i=1, \ldots, n_{x} ; k=1, \ldots, n_{t}\) by
\[
\begin{align*}
&\left(\phi_{i, k}^{\ell+1}\right)_{i, k}= \underset{\substack{\phi, k, k i, k \\
\phi_{i, 1}=g\left(x_{i}\right)}}{\arg \min } \mathcal{L}_{f u l l}\left(\left(\phi_{i, k}\right)_{i, k},\left(\rho_{i, k}^{\ell}\right)_{i, k},\left(v_{i, k}^{\ell,+}\right)_{i, k},\left(v_{i, k}^{\ell,-}\right)_{i, k}\right) \\
& \quad+\frac{1}{2 \tau} \sum_{i=1}^{n_{x}} \sum_{i=2}^{n_{t}}\left(\left(\left(D_{t}^{-} \phi\right)_{i, k}-\left(D_{t}^{-} \phi^{\ell}\right)_{i, k}\right)^{2}+\left(\left(D_{x}^{+} \phi\right)_{i, k}-\left(D_{x}^{+} \phi^{\ell}\right)_{i, k}\right)^{2}\right)  \tag{28}\\
&=\left(\phi_{i, k}^{\ell}\right)_{i, k}+\tau\left(-D_{t t}-D_{x x}\right)^{-1}\left(D_{t}^{+} \rho^{\ell}+D_{x}^{-}\left(\rho^{\ell} v^{\ell,+}\right)+D_{x}^{+}\left(\rho^{\ell} v^{\ell,-}\right)+\epsilon D_{x x} \rho^{\ell}\right),
\end{align*}
\]
```

where $\left(-D_{t t}-D_{x x}\right)^{-1}\left(f_{i, k}\right)_{i, k}$ (for a matrix $f$ with elements $f_{i, k}$ and the linear operator $\left.D_{t t} f=\left(\frac{f_{i, k-1}-2 f_{i, k}+f_{i, k+1}}{\Delta t^{2}}\right)_{i, k}\right)$ denotes the solution $u$ to the linear system $-\left(D_{t t} u\right)_{i, k+1}-\left(D_{x x} u\right)_{i, k+1}=f_{i, k}$ for all $i=1, \ldots, n_{x} ; k=1, \ldots, n_{t}-1$ with periodic spatial condition, Dirichlet initial condition $u_{i, 1}=0$, and Neumann terminal condition $u_{i, n_{t}+1}=u_{i, n_{t}}$. if $\sum_{i=1}^{n_{x}} \sum_{k=2}^{n_{t}}\left|\left(D_{t}^{-} \phi^{\ell+1}\right)_{i, k}+\hat{H}\left(x_{i}, t_{k},\left(D_{x}^{+} \phi^{\ell+1}\right)_{i, k},\left(D_{x}^{-} \phi^{\ell+1}\right)_{i, k}\right)-\epsilon\left(D_{x x} \phi^{\ell+1}\right)_{i, k}\right| \leq \delta$ then Return $\left(\phi_{i, k}^{\ell+1}\right)_{i, k}$.
end
Set $\bar{\phi}_{i, k}^{\ell+1}=2 \phi_{i, k}^{\ell+1}-\phi_{i, k}^{\ell}$ for all $i=1, \ldots, n_{x} ; k=2, \ldots, n_{t}$.
Set $v_{i, k}^{\ell+1,0,+}=v_{i, k}^{\ell,+}, v_{i, k}^{\ell+1,0,-}=v_{i, k}^{\ell,-}, \rho_{i, k}^{\ell+1,0}=\rho_{i, k}^{\ell}$ for all $i=1, \ldots, n_{x} ; k=1, \ldots, n_{t}-1$.
for $m=0,1, \ldots, N_{\text {inner }}-1$ do
Update $v_{i, k}^{+}$and $v_{i, k}^{-}$for all $i=1, \ldots, n_{x} ; k=1, \ldots, n_{t}-1$ by

$$
\begin{align*}
& \left(\left(v_{i, k}^{\ell+1, m+1,+}, v_{i, k}^{\ell+1, m+1,-}\right)\right)_{i, k}=\underset{v_{i, k}^{+}, v_{i, k} \boldsymbol{v}_{i, k} \forall i, k}{\arg \max }\left\{\mathcal{L}_{\text {full }}\left(\left(\overline{\bar{p}}_{i, k}^{\ell+1}\right)_{i, k},\left(\rho_{i, k}^{\ell+1, m}\right)_{i, k},\left(v_{i, k}^{+}\right)_{i, k},\left(v_{i}^{-}\right)_{i, k}\right)\right. \\
& \left.-\frac{1}{2 \sigma} \sum_{i=1}^{n_{x}} \sum_{k=1}^{n_{t-1}}\left(\left(\rho_{i, k}^{\ell+1, m}\left(v_{i, k}^{+}-v_{i, k}^{\ell+1, m,+}\right)\right)^{2}+\left(\rho_{i, k}^{\ell+1, m}\left(v_{i, k}^{-}-v_{i, k}^{\ell+1, m,-}\right)\right)^{2}\right)\right\} \\
& =\underset{v_{i, k}^{+}, v_{i, k}^{-},{ }_{k i, k}}{\arg \min }\left\{\sum _ { i = 1 } ^ { n _ { x } } \sum _ { k = 1 } ^ { n _ { t } - 1 } \left(\hat{H}^{*}\left(x_{i}, t_{k+1}, v_{i, k}^{+}, v_{i, k}^{-}\right)+\frac{\rho_{\rho_{i, k}+1, m}^{\ell}}{2 \sigma}\left(v_{i, k}^{+}-v_{i, k}^{\ell+1, m,+}-\sigma \frac{\left(D_{x}^{+} \bar{\phi}^{\ell+1}\right)_{i, k+1}}{\rho_{i, k}^{\ell+1, m}}\right)^{2}\right.\right.  \tag{29}\\
& \left.\left.+\frac{\rho_{i, k}^{\ell+1, m}}{2 \sigma}\left(v_{i, k}^{-}-v_{i, k}^{\ell+1, m,-}-\sigma \frac{\left(D_{x}^{-} \bar{\phi}^{\ell+1}\right)_{i, k+1}}{\rho_{i, k}^{\ell+1, m}}\right)^{2}\right)\right\} .
\end{align*}
$$

Update $\rho_{i, k}$ for all $i=1, \ldots, n_{x} ; k=1, \ldots, n_{t}-1$ by

$$
\begin{align*}
\left(\rho_{i, k}^{\ell+1, m+1}\right)_{i, k}= & \underset{\rho_{i, k} \nmid i, k i \rho_{i, k} \geq 0}{\arg \max } \mathcal{L}_{f u l l}\left(\left(\phi_{i, k}^{\ell+1}\right)_{i, k},\left(\rho_{i, k}\right)_{i, k},\left(v_{i, k}^{\ell+1, m+1,+}\right)_{i, k},\left(v_{i, k}^{\ell+1, m+1,-}\right)_{i, k}\right) \\
& -\frac{1}{2 \sigma} \sum_{i=1}^{n_{x}} \sum_{k=1}^{n_{t}-1}\left(\rho_{i, k}-\rho_{i, k}^{\ell+1, m}\right)^{2}  \tag{30}\\
= & \left(\max \left\{\mu_{i, k}^{\ell+1, m+1}, 0\right\}\right)_{i, k},
\end{align*}
$$

where $\mu_{i, k}^{\ell+1, m+1}$ is a number defined by

$$
\begin{aligned}
& \mu_{i, k}^{\ell+1, m+1}=\rho_{i, k}^{\ell+1, m}+\sigma\left(\left(D_{t}^{-} \bar{\phi}^{\ell+1}\right)_{i, k+1}+v_{i, k}^{\ell+1, m+1,+}\left(D_{x}^{+} \bar{\phi}^{\ell+1}\right)_{i, k+1}+\right. \\
& \left.v_{i, k}^{\ell+1, m+1,-}\left(D_{x}^{-} \bar{\phi}^{\ell+1}\right)_{i, k+1}-\hat{H}^{*}\left(x_{i}, t_{k+1}, v_{i, k}^{\ell+1, m+1,+}, v_{i, k}^{\ell+1, m+1,-}\right)-\epsilon\left(D_{x x} \bar{\phi}^{\ell+1}\right)_{i, k+1}\right) .
\end{aligned}
$$

end
Set $v_{i, k}^{\ell+1,+}=v_{i, k}^{\ell+1, N_{\text {inner }},+}, v_{i, k}^{\ell+1,-}=v_{i, k}^{\ell+1, N_{\text {inner }},-}, \rho_{i, k}^{\ell+1}=\rho_{i, k}^{\ell+1, N_{\text {inner }}}$ for all $i=1, \ldots, n_{x}$; $k=1, \ldots, n_{t}-1$.
end
Return $\left(\phi_{i, k}^{N_{\text {outer }}}\right)_{i, k}$.

```
Algorithm 4: The proposed algorithm for solving (15)
    Inputs : Stepsize \(\tau, \sigma>0\), error tolerance \(\delta>0\), inner maximal iteration number \(N_{\text {inner }}\) and outer
                        maximal iteration number \(N_{\text {outer }}\).
    Outputs: Solution to the saddle point problem (15).
    For each \(i=1, \ldots, n_{x} ; j=1, \ldots, n_{y}\), initialize the functions by \(\phi_{i, j}^{0}(t)=g\left(x_{i}, y_{j}\right)\) for all \(t \in[0, T]\),
        \(\rho_{i, j}^{0} \equiv c, v_{i, j}^{0,+}=v_{i, j}^{0,-}=w_{i, j}^{0,+}=w_{i, j}^{0,-} \equiv 0\).
    for \(\ell=0,1, \ldots, N_{\text {outer }}-1\) do
        Update the functions \(\phi_{i, j}:[0, T] \rightarrow \mathbb{R}\) for all \(i=1, \ldots, n_{x} ; j=1, \ldots, n_{y}\) by
\[
\begin{equation*}
\phi^{\ell+1}=\phi^{\ell}+\tau\left(-\partial_{t}^{2}-D_{x x}-D_{y y}\right)^{-1}\left(\dot{\rho}^{\ell}+D_{x}^{-}\left(\rho^{\ell} v^{\ell,+}\right)+D_{x}^{+}\left(\rho^{\ell} v^{\ell,-}\right)+D_{y}^{-}\left(\rho^{\ell} w^{\ell,+}\right)+D_{y}^{+}\left(\rho^{\ell} w^{\ell,-}\right)+\epsilon\left(D_{x x}+D_{y y}\right) \rho^{\ell}\right), \tag{32}
\end{equation*}
\]
where \(\left(-\partial_{t}^{2}-D_{x x}-D_{y y}\right)^{-1} f\) (here each \(f_{i, j}\) is a function of \(t\) ) denotes the solution \(u\) to the ODE system \(-\ddot{u}_{i, j}-\left(D_{x x} u+D_{y y} u\right)_{i, j}=f_{i, j}\) in \([0, T]\) for all \(i=1, \ldots, n_{x} ; j=1, \ldots, n_{y}\) with periodic spatial condition, Dirichlet initial condition \(u_{i, j}(0)=0\), and Neumann terminal condition \(\dot{u}_{i, j}(T)=0\). if \(\sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{y}} \| \dot{\phi}_{i, j}^{\ell+1}(t)+\) \(\hat{H}\left(x_{i}, y_{j}, t,\left(D_{x}^{+} \phi^{\ell+1}\right)_{i, j}(t),\left(D_{x}^{-} \phi^{\ell+1}\right)_{i, j}(t),\left(D_{y}^{+} \phi^{\ell+1}\right)_{i, j}(t),\left(D_{y}^{-} \phi^{\ell+1}\right)_{i, j}(t)\right)-\epsilon\left(D_{x x} \phi^{\ell+1}+\right.\) \(\left.D_{y y} \phi^{\ell+1}\right)_{i, j}(t) \|_{1} \leq \delta\) then Return \(\phi^{\ell+1}\). end Set \(\bar{\phi}_{i, j}^{\ell+1}=2 \phi_{i, j}^{\ell+1}-\phi_{i, j}^{\ell}\) for all \(i=1, \ldots, n_{x} ; j=1, \ldots, n_{y}\). Set \(v_{i, j}^{\ell+1,0,+}=v_{i, j}^{\ell,+}, v_{i, j}^{\ell+1,0,-}=v_{i, j}^{\ell,-}, w_{i, j}^{\ell+1,0,+}=w_{i, j}^{\ell,+}, w_{i, j}^{\ell+1,0,-}=w_{i, j}^{\ell,-}, \rho_{i, j}^{\ell+1,0}=\rho_{i, j}^{\ell}\) for all \(i=1, \ldots, n_{x} ; j=1, \ldots, n_{y}\). for \(m=0,1, \ldots, N_{\text {inner }}-1\) do
Update \(v_{i, j}^{+}, v_{i, j}^{-}, w_{i, j}^{+}\)and \(w_{i, j}^{-}\)for all \(i=1, \ldots, n_{x} ; j=1, \ldots, n_{y}\) by
\[
\begin{align*}
& \quad\left(v^{\ell+1, m+1,+}, v^{\ell+1, m+1,-}, w^{\ell+1, m+1,+}, w^{\ell+1, m+1,-}\right) \\
& = \\
& { }_{v_{i, j}^{+}, v_{i, j}^{-}, w_{i, j}^{+}, w_{i, j}^{-} \forall i, j}^{\arg \min }\left\{\sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{y}} \int_{0}^{T} \hat{H}^{*}\left(x_{i}, t, v_{i, j}^{+}(t), v_{i, j}^{-}(t), w_{i, j}^{+}(t), w_{i, j}^{-}(t)\right)\right. \\
& \quad \quad+\frac{\rho_{i, j}^{\ell+1, m}(t)}{2 \sigma}\left(\left(v_{i, j}^{+}(t)-v_{i, j}^{\ell+1, m,+}(t)-\sigma \frac{\left(D_{x}^{+} \bar{\phi}^{\ell+1}\right)_{i, j}(t)}{\rho_{i, j}^{\ell+1, m}(t)}\right)^{2}+\left(v_{i, j}^{-}(t)-v_{i, j}^{\ell+1, m,-}(t)-\sigma \frac{\left(D_{x}^{-} \bar{\phi}^{\ell+1}\right)_{i, j}(t)}{\rho_{i, j}^{\ell+1, m}(t)}\right)^{2}\right.  \tag{33}\\
& \left.\left.\quad+\left(w_{i, j}^{+}(t)-w_{i, j}^{\ell+1, m,+}(t)-\sigma \frac{\left(D_{y}^{+} \bar{\phi}^{\ell+1}\right)_{i, j}(t)}{\rho_{i, j}^{\ell+1, m}(t)}\right)^{2}+\left(w_{i, j}^{-}(t)-w_{i, j}^{\ell+1, m,-}(t)-\sigma \frac{\left(D_{y}^{-} \bar{\phi}^{\ell+1}\right)_{i, j}(t)}{\rho_{i, j}^{\ell+1, m}(t)}\right)^{2}\right) d t\right\} .
\end{align*}
\]

Update \(\rho_{i, j}\) for all \(i=1, \ldots, n_{x} ; j=1, \ldots, n_{y}\) by
\[
\begin{equation*}
\rho^{\ell+1, m+1}=\left(\max \left\{\mu_{i, j}^{\ell+1, m+1}, 0\right\}\right)_{i, j} \tag{34}
\end{equation*}
\]
where \(\mu_{i, j}^{\ell+1, m+1}\) is a function defined by
\[
\begin{aligned}
\mu_{i, j}^{\ell+1, m+1} & =\rho_{i, j}^{\ell+1, m}+\sigma\left(\dot{\dot{\phi}}_{i, j}^{\ell+1}(t)+v_{i, j}^{\ell+1, m+1,+}(t)\left(D_{x}^{+} \bar{\phi}^{\ell+1}\right)_{i, j}(t)+v_{i, j}^{\ell+1, m+1,-}(t)\left(D_{x}^{-} \bar{\phi}^{\ell+1}\right)_{i, j}(t)\right. \\
& +w_{i, j}^{\ell+1, m+1,+}(t)\left(D_{y}^{+} \bar{\phi}^{\ell+1}\right)_{i, j}(t)+w_{i, j}^{\ell+1, m+1,-}(t)\left(D_{y}^{-} \bar{\phi}^{\ell+1}\right)_{i, j}(t)-\hat{H}^{*}\left(x_{i}, y_{j}, t, v_{i, j}^{\ell+1, m+1,+}(t),\right. \\
& \left.\left.v_{i, j}^{\ell+1, m+1,-}(t), w_{i, j}^{\ell+1, m+1,+}{ }^{\ell+1}{ }^{\ell+1}, w_{i, j}^{\ell+1, m+1,-}(t)\right)-\epsilon\left(D_{x x} \bar{\phi}^{\ell+1}+D_{y y} \bar{\phi}^{\ell+1}\right)_{i, j}(t)\right) .
\end{aligned}
\]
end
Set \(v^{\ell+1,+}=v^{\ell+1, N_{\text {inner }},+}, v^{\ell+1,-}=v^{\ell+1, N_{\text {inner }},-}, w^{\ell+1,+}=w^{\ell+1, N_{\text {inner }},+}\), \(w^{\ell+1,-}=w^{\ell+1, N_{\text {inner }},-}, \rho^{\ell+1}=\rho^{\ell+1, N_{\text {inner }}}\).
end
Return \(\phi^{N_{\text {outer }}}\).

\section*{A. 5 Two-dimensional fully-discrete method}

To solve the fully-discrete equation (16), we propose solving the saddle point problem (17), whose first order optimality condition is
\[
\left\{\begin{array}{c}
\left(D_{t}^{-} \phi\right)_{i, j, k}+\hat{H}\left(x_{i}, y_{j}, t_{k},\left(D_{x}^{+} \phi\right)_{i, j, k},\left(D_{x}^{-} \phi\right)_{i, j, k},\left(D_{y}^{+} \phi\right)_{i, j, k},\left(D_{y}^{-} \phi\right)_{i, j, k}\right) \leq \epsilon\left(D_{x x} \phi\right)_{i, j, k}+\epsilon\left(D_{y y} \phi\right)_{i, j, k},  \tag{35}\\
\\
\quad i=1, \ldots, n_{x} ; j=1, \ldots, n_{y} ; k=2, \ldots, n_{t}, \\
\left(D_{t}^{+} \rho\right)_{i, j, k}+\left(D_{x}^{-}\left(\rho v^{+}\right)\right)_{i, j, k}+\left(D_{x}^{+}\left(\rho v^{-}\right)\right)_{i, j, k}+\left(D_{y}^{-}\left(\rho w^{+}\right)\right)_{i, j, k}+\left(D_{y}^{+}\left(\rho w^{-}\right)\right)_{i, j, k}+\epsilon\left(D_{x x} \rho\right)_{i, j, k}+\epsilon\left(D_{y y} \rho\right)_{i, j, k}=0, \\
\\
\quad i=1, \ldots, n_{x} ; j=1, \ldots, n_{y} ; k=1, \ldots, n_{t}-1, \\
\left(v_{i, j, k}^{+}, v_{i, j, k}^{-}, w_{i, j, k}^{+}, w_{i, j, k}^{-}\right)=\nabla_{\left(p_{1}^{+}, p_{1}^{-}, p_{2}^{+}, p_{2}^{-}\right)} \hat{H}\left(x_{i}, y_{j}, t_{k+1},\left(D_{x}^{+} \phi\right)_{i, j, k+1},\left(D_{x}^{-} \phi\right)_{i, j, k+1},\left(D_{y}^{+} \phi\right)_{i, j, k+1},\left(D_{y}^{-} \phi\right)_{i, j, k+1}\right), \\
\quad i=1, \ldots, n_{x} ; j=1, \ldots, n_{y} ; k=1, \ldots, n_{t}-1, \\
\phi_{i, j, 1}=g\left(x_{i}, y_{j}\right), \quad \rho_{i, j, n_{t}}=c, \quad i=1, \ldots, n_{x} ; j=1, \ldots, n_{y}, \\
\rho_{i, k-1}\left(\left(D_{t}^{-} \phi\right)_{i, j, k}+\hat{H}\left(x_{i}, y_{j}, t_{k},\left(D_{x}^{+} \phi\right)_{i, j, k},\left(D_{x}^{-} \phi\right)_{i, j, k},\left(D_{y}^{+} \phi\right)_{i, j, k},\left(D_{y}^{-} \phi\right)_{i, j, k}\right)-\epsilon\left(D_{x x} \phi\right)_{i, j, k}-\epsilon\left(D_{y y} \phi\right)_{i, j, k}\right)=0, \\
\quad i=1, \ldots, n_{x} ; j=1, \ldots, n_{y} ; k=2, \ldots, n_{t} .
\end{array}\right.
\]

The proposed algorithm for solving (17) is shown in Algorithm 5. In the algorithm, we use \(\mathcal{L}_{\text {full }}\) to denote the objective function in (13). When updating \(\phi\), the term \(\left(D_{t}^{+} \rho\right)_{i, j, n_{t}-1}\) denotes \(\frac{c-\rho_{i, j, n_{t}-1}}{\Delta t}\), which is consistent with the terminal condition for \(\rho\) in (35). For simplicity, we use \(\alpha\) to denote \(\left(\alpha_{i, j, k}\right)_{i, j, k}\) for any quantity \(\alpha\). This algorithm is similar to the one-dimensional case, so we omitted some details. We choose the quadratic function for the penalty term of all functions besides \(\phi\). For \(\phi\), our choice of penalty term for preconditioning is \(\sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{y}} \sum_{i=2}^{n_{t}}\left(\left(\left(D_{t}^{-} \phi\right)_{i, j, k}-\left(D_{t}^{-} \phi^{\ell}\right)_{i, j, k}\right)^{2}+\left(\left(D_{x}^{+} \phi\right)_{i, j, k}-\left(D_{x}^{+} \phi^{\ell}\right)_{i, j, k}\right)^{2}+\left(\left(D_{y}^{+} \phi\right)_{i, j, k}-\left(D_{y}^{+} \phi^{\ell}\right)_{i, j, k}\right)^{2}\right)\).

\section*{B An equivalent formulation}

Through the substitution of the variable \(m=\rho v\), we obtain an alternative expression for equation (4) as follows:
\[
\begin{equation*}
\min _{\substack{\phi \\ \phi(x, 0)=g(x)}} \max _{\substack{\rho, m \\ \rho \geq 0}} \int_{0}^{T} \int_{\Omega} \rho(x, t)\left(\frac{\partial \phi(x, t)}{\partial t}-\epsilon \Delta_{x} \phi(x, t)\right)+m(x, t) \nabla_{x} \phi(x, t)-\rho(x, t) H^{*}\left(x, t, \frac{m(x, t)}{\rho(x, t)}\right) d x d t-c \int \phi(x, T) d x \tag{39}
\end{equation*}
\]

In contrast to the saddle point formulation (4), this revised equation conforms to the conventional PDHGapplicable saddle point formulation (as detailed in [20]), which thereby ensures convergence for the corresponding algorithm. Analogously, the semi-discrete and fully discrete counterparts discussed in Sections B. 2 and B. 4 also follow this structure, thereby endowing their corresponding algorithms with theoretical convergence guarantees. For more details, we refer readers to the following remark and also Remark B.3.

Remark B.1. The convergence of the PDHG algorithm for equation (39), as well as its associated semidiscrete and fully-discrete counterparts in the specialized context of separable and shifted 1-homogeneous Hamiltonians described in Appendices B.2 and B.4, can be established based on established theory [20]. These specific saddle point problems adhere to the conventional format outlined in [20], characterized by bilinear interactions between primal and dual variables, while other terms exhibit convexity concerning \(\phi\) or concavity concerning \((\rho, m)\). To be more precise, in scenarios where \(H\) exhibits separability and shifted 1-homogeneity with respect to \(p\), the primal and dual optimization problems in equation (47) can be reformulated as linear programming problems involving \((\rho, m)\) or \(\phi\). Additionally, explicit updating formulas for both primal and dual variables can be derived in this specific case (for more information, refer to Appendices B.2 and B.4).

These explicit formulas, which remove the inner loop in Algorithm 1, are attainable due to the simplification of the term \(\rho(x, t) H^{*}\left(x, t, \frac{m(x, t)}{\rho(x, t)}\right)\) (and its corresponding nonlinear terms in both semi-discrete and fully-discrete scenarios), resulting in linear objective functions and linear constraints. Nevertheless, in more general cases where the intricate nonlinear term cannot be simplified, there is no feasible approach to derive an explicit updating formula for \((\rho, m)\). In such instances, Algorithm 1 and its semi-discrete and fully-discrete variations are more suitable.
```

Algorithm 5: The proposed algorithm for solving (17)
Inputs : Stepsize $\tau, \sigma>0$, error tolerance $\delta>0$, inner maximal iteration number $N_{\text {inner }}$ and outer
maximal iteration number $N_{\text {outer }}$.
Outputs: Solution to the saddle point problem (17).
For each $i=1, \ldots, n_{x} ; j=1, \ldots, n_{y}$, initialize the matrices by $\phi_{i, j, k}^{0}=g\left(x_{i}, y_{j}\right)$ for $k=1, \ldots, n_{t}$,
$\rho_{i, j, k}^{0}=c, v_{i, j, k}^{0,+}=v_{i, j, k}^{0,-}=w_{i, j, k}^{0,+}=w_{i, j, k}^{0,-}=0$ for $k=1, \ldots, n_{t}-1$.
for $\ell=0,1, \ldots, N_{\text {outer }}-1$ do
Update the tensor element $\phi_{i, j, k}$ for $i=1, \ldots, n_{x} ; j=1, \ldots, n_{y} ; k=1, \ldots, n_{t}$ by

$$
\begin{align*}
\phi^{\ell+1}=\phi^{\ell}+\tau\left(-D_{t t}-\right. & \left.D_{x x}-D_{y y}\right)^{-1}\left(D_{t}^{+} \rho^{\ell}+D_{x}^{-}\left(\rho^{\ell} v^{\ell,+}\right)+D_{x}^{+}\left(\rho^{\ell} v^{\ell,-}\right)\right. \\
& \left.+D_{y}^{-}\left(\rho^{\ell} w^{\ell,+}\right)+D_{y}^{+}\left(\rho^{\ell} w^{\ell,-}\right)+\epsilon D_{x x} \rho^{\ell}+\epsilon D_{y y} \rho^{\ell}\right) \tag{36}
\end{align*}
$$

```
where \(\left(-D_{t t}-D_{x x}-D_{y y}\right)^{-1} f\) (for a tensor \(f\) with elements \(f_{i, j, k}\) and the linear operator \(\left.D_{t t} f=\left(\frac{f_{i, j, k-1}-2 f_{i, j, k}+f_{i, j, k+1}}{\Delta t^{2}}\right)_{i, j, k}\right)\) denotes the solution \(u\) to the linear system \(-\left(D_{t t} u\right)_{i, j, k+1}-\left(D_{x x} u+D_{y y} u\right)_{i, j, k+1}=f_{i, j, k}\) for all \(i=1, \ldots, n_{x} ; j=1, \ldots, n_{y}\); \(k=1, \ldots, n_{t}-1\) with periodic spatial condition, Dirichlet initial condition \(u_{i, j, 1}=0\), and Neumann terminal condition \(u_{i, j, n_{t}+1}=u_{i, j, n_{t}}\). if \(\sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{y}} \sum_{k=2}^{n_{t}} \mid\left(D_{t}^{-} \phi^{\ell+1}\right)_{i, j, k}+\) \(\hat{H}\left(x_{i}, y_{j}, t_{k},\left(D_{x}^{+} \phi^{\ell+1}\right)_{i, j, k},\left(D_{x}^{-} \phi^{\ell+1}\right)_{i, j, k},\left(D_{y}^{+} \phi^{\ell+1}\right)_{i, j, k},\left(D_{y}^{-} \phi^{\ell+1}\right)_{i, j, k}\right)-\epsilon\left(D_{x x} \phi^{\ell+1}+\right.\) \(\left.D_{y y} \phi^{\ell+1}\right)_{i, j, k} \mid \leq \delta\) then

Return \(\phi^{\ell+1}\).

\section*{end}

Set \(\bar{\phi}^{\ell+1}=2 \phi^{\ell+1}-\phi^{\ell}\).
Set \(v^{\ell+1,0,+}=v^{\ell,+}, v^{\ell+1,0,-}=v^{\ell,-}, w^{\ell+1,0,+}=w^{\ell,+}, w^{\ell+1,0,-}=w^{\ell,-}, \rho^{\ell+1,0}=\rho^{\ell}\). for \(m=0,1, \ldots, N_{\text {inner }}-1\) do

Update \(v_{i, j, k}^{+}, v_{i, j, k}^{-}, w_{i, j, k}^{+}\)and \(w_{i, j, k}^{-}\)for all \(i=1, \ldots, n_{x} ; j=1, \ldots, n_{y} ; k=1, \ldots, n_{t}-1\) by
\[
\begin{align*}
& \left(v^{\ell+1, m+1,+}, v^{\ell+1, m+1,-}, w^{\ell+1, m+1,+}, w^{\ell+1, m+1,-}\right) \\
& =\underset{v_{i, j, k}^{+}, v_{i, j, k}^{-}, w_{i, j, k}^{+}, w_{i, j, k}^{-} \not{ }^{\ell i, j, k}}{\arg \min }\left\{\sum _ { i = 1 } ^ { n _ { x } } \sum _ { j = 1 } ^ { n _ { y } } \sum _ { k = 1 } ^ { n _ { t } - 1 } \left(\hat{H}^{*}\left(x_{i}, y_{j}, t_{k+1}, v_{i, j, k}^{+}, v_{i, j, k}^{-}, w_{i, j, k}^{+}, w_{i, j, k}^{-}\right)\right.\right. \\
& \quad+\frac{\rho_{i, j, k}^{\ell+1, m}}{2 \sigma}\left(\left(v_{i, j, k}^{+}-v_{i, j, k}^{\ell+1, m,+}-\sigma \frac{\left(D_{x}^{+} \bar{\phi}^{\ell+1}\right)_{i, j, k+1}}{\rho_{i, j, k}^{\ell+1, m}}\right)^{2}+\left(v_{i, j, k}^{-}-v_{i, j, k}^{\ell+1, m,-}-\sigma \frac{\left(D_{x}^{-} \bar{\phi}^{\ell+1}\right)_{i, j, k+1}}{\rho_{i, j, k}^{\ell+1, m}}\right)^{2}\right. \\
& \left.\left.\quad+\left(w_{i, j, k}^{+}-w_{i, j, k}^{\ell+1, m,+}-\sigma \frac{\left(D_{y}^{+} \bar{\phi}^{\ell+1}\right)_{i, j, k+1}}{\rho_{i, j, k}^{\ell+1, m}}\right)^{2}+\left(w_{i, j, k}^{-}-w_{i, j, k}^{\ell+1, m,-}-\sigma \frac{\left(D_{y}^{-} \bar{\phi}^{\ell+1}\right)_{i, j, k+1}}{\rho_{i, j, k}^{\ell+1, m}}\right)^{2}\right)\right\} . \tag{37}
\end{align*}
\]

Update \(\rho_{i, j, k}\) for all \(i=1, \ldots, n_{x} ; j=1, \ldots, n_{y} ; k=1, \ldots, n_{t}-1\) by
\[
\begin{equation*}
\rho_{i, j, k}^{\ell+1, m+1}=\max \left\{\mu_{i, j, k}^{\ell+1, m+1}, 0\right\}, \tag{38}
\end{equation*}
\]
where \(\mu_{i, j, k}^{\ell+1, m+1}\) is a number defined by
\[
\begin{aligned}
\mu_{i, j, k}^{\ell+1, m+1}=\rho_{i, j, k}^{\ell+1, m} & +\sigma\left(\left(D_{t}^{-} \bar{\phi}\right)_{i, j, k+1}^{\ell+1}+v_{i, j, k}^{\ell+1, m+1,+}\left(D_{x}^{+} \bar{\phi}^{\ell+1}\right)_{i, j, k+1}+v_{i, j, k}^{\ell+1, m+1,-}\left(D_{x}^{-} \bar{\phi}\right)_{i, j, k+1}^{\ell+1}\right. \\
& +w_{i, j, k}^{\ell+1, m+1,+}\left(D_{y}^{+} \bar{\phi}^{\ell+1}\right)_{i, j, k+1}+w_{i, j, k}^{\ell+1, m+1,-}\left(D_{y}^{-} \bar{\phi}\right)_{i, j, k+1}^{\ell+1}-\hat{H}^{*}\left(x_{i}, y_{j}, t_{k+1},\right. \\
& \left.\left.v_{i, j, k}^{\ell+1, m+1,+}, v_{i, j, k}^{\ell+1, m+1,-}, w_{i, j, k}^{\ell+1, m+1,+}, w_{i, j, k}^{\ell+1, m+1,-}\right)-\epsilon\left(D_{x x} \bar{\phi}+D_{y y} \bar{\phi}\right)_{i, j, k+1}^{\ell+1}\right) .
\end{aligned}
\]
end
Set \(v^{\ell+1,+}=v^{\ell+1, N_{\text {inner }},+}, v^{\ell+1,-}=v^{\ell+1, N_{\text {inner }},-}, w^{\ell+1,+}=w^{\ell+1, N_{\text {inner }},+}\), \(w^{\ell+1,-}=w^{\ell+1, N_{\text {inner }},-}, \rho^{\ell+1}=\rho^{\ell+1, N_{\text {inner }}}\).
end
Return \(\phi^{N_{\text {outer }}}\).

We will now provide a summary of the relevant semi-discrete and fully-discrete formulations, along with their corresponding algorithms, for both one-dimensional and two-dimensional cases in the upcoming sections.

\section*{B. 1 One-dimensional semi-discrete and fully-discrete methods}

For the one-dimensional case, we first discretize the spatial domain \([a, b]\) and get the following semi-discrete saddle point problem
\[
\begin{equation*}
\min _{\substack{\phi, \forall i \\ \phi_{i}(0)=g\left(x_{i}\right) \\ \phi_{i}, m_{i} \geq i \\ \rho_{i} \geq 0}}^{\max _{\forall i}} \int_{0}^{T} \sum_{i=1}^{n_{x}}\left(\rho_{i}(t) \dot{\phi}_{i}(t)+m_{i}(t)\left(D_{x}^{+} \phi\right)_{i}(t)-\epsilon \rho_{i}(t)\left(D_{x x} \phi\right)_{i}(t)\right)-\hat{L}\left(\left(x_{i}\right)_{i}, t,\left(\rho_{i}(t)\right)_{i},\left(m_{i}(t)\right)_{i}\right) d t-c \sum_{i=1}^{n_{x}} \phi_{i}(T), \tag{40}
\end{equation*}
\]
where \(\hat{L}: \mathbb{R}^{n_{x}} \times[0,+\infty) \times \mathbb{R}^{n_{x}} \times \mathbb{R}^{n_{x}} \rightarrow \mathbb{R}\) is defined by
\[
\hat{L}\left(\left(x_{i}\right)_{i}, t,\left(\rho_{i}\right)_{i},\left(m_{i}\right)_{i}\right)=\max _{d_{i} \forall i} \sum_{i=1}^{n_{x}}\left(m_{i} d_{i}-\rho_{i} \hat{H}\left(x_{i}, t, d_{i}, d_{i-1}\right)\right)
\]

The derivation of this formula is given as follows
\[
\begin{align*}
& \min _{\phi \text { satisfying (10) }}-c \sum_{i=1}^{n_{x}} \phi_{i}(T) \\
& =\min _{\substack{\phi_{i} \forall i \\
\phi_{i}(0)=g\left(x_{i}\right)}} \max _{\rho_{i} \not{ }^{\forall}} \int_{0}^{T} \sum_{i=1}^{n_{x}} \rho_{i}(t)\left(\dot{\phi}_{i}(t)+\hat{H}\left(x_{i}, t,\left(D_{x}^{+} \phi\right)_{i}(t),\left(D_{x}^{-} \phi\right)_{i}(t)\right)-\epsilon\left(D_{x x} \phi\right)_{i}(t)\right) d t-c \sum_{i=1}^{n_{x}} \phi_{i}(T) \\
& =\min _{\substack{\phi_{i}, d_{i} \forall i \\
\phi_{i}(0)=g\left(x_{i}\right) \\
d_{i}(t)=\left(D_{x}^{+} \phi\right)_{i}(t)}} \max _{\rho_{i} \forall i} \int_{0}^{T} \sum_{i=1}^{n_{x}} \rho_{i}(t)\left(\dot{\phi}_{i}(t)+\hat{H}\left(x_{i}, t, d_{i}(t), d_{i-1}(t)\right)-\epsilon\left(D_{x x} \phi\right)_{i}(t)\right) d t-c \sum_{i=1}^{n_{x}} \phi_{i}(T) \\
& =\min _{\substack{\phi_{i}, d_{i} \forall i \\
\phi_{i}(0)=g\left(x_{i}\right)}} \max _{i}, m_{i} \forall i \int_{0}^{T} \sum_{i=1}^{n_{x}} \rho_{i}(t)\left(\dot{\phi}_{i}(t)+\hat{H}\left(x_{i}, t, d_{i}(t), d_{i-1}(t)\right)-\epsilon\left(D_{x x} \phi\right)_{i}(t)\right)+m_{i}(t)\left(\left(D_{x}^{+} \phi\right)_{i}(t)-d_{i}(t)\right) d t-c \sum_{i=1}^{n_{x}} \phi_{i}(T) \\
& =\min _{\substack{\phi_{\phi} \forall i \\
\phi_{i}(0)=g\left(x_{i}\right)}} \max _{\rho_{i}, m_{i} \forall i} \int_{0}^{T} \sum_{i=1}^{n_{x}} \rho_{i}(t)\left(\dot{\phi}_{i}(t)-\epsilon\left(D_{x x} \phi\right)_{i}(t)\right)+m_{i}(t)\left(D_{x}^{+} \phi\right)_{i}(t) d t-c \sum_{i=1}^{n_{x}} \phi_{i}(T) \\
& -\int_{0}^{T} \max _{d_{i}(t)} \sum_{i=1}^{n_{x}}\left(m_{i}(t) d_{i}(t)-\rho_{i}(t) \hat{H}\left(x_{i}, t, d_{i}(t), d_{i-1}(t)\right)\right) d t \\
& =\min _{\substack{\phi_{i} \forall i \\
\phi_{i}(0)=g\left(x_{i}\right)}} \max _{\rho_{i}, m_{i} \forall i} \int_{0}^{T} \sum_{i=1}^{n_{x}} \rho_{i}(t)\left(\dot{\phi}_{i}(t)-\epsilon\left(D_{x x} \phi\right)_{i}(t)\right)+m_{i}(t)\left(D_{x}^{+} \phi\right)_{i}(t) d t-c \sum_{i=1}^{n_{x}} \phi_{i}(T)-\int_{0}^{T} \hat{L}\left(\left(x_{i}(t)\right)_{i}, t,\left(\rho_{i}(t)\right)_{i},\left(m_{i}(t)\right)_{i}\right) d t . \tag{41}
\end{align*}
\]

As we explained in Remark 2.1 and Appendix A.2, when the corresponding mean-field control problem has a solution including a positive density \(\rho\), we can add the constraint \(\rho \geq 0\) to the saddle point problem, from which we obtain (40).
Remark B.2. When \(\hat{H}\left(x, t, p^{+}, p^{-}\right)\)takes on a "separable" form, denoted by \(\hat{H}\left(x, t, p^{+}, p^{-}\right)=\hat{H}_{1}\left(x, t, p^{+}\right)+\) \(\hat{H}_{2}\left(x, t, p^{-}\right)\), the following equality holds:
\[
\begin{align*}
& \max _{d \in \mathbb{R}^{n} x} \sum_{i=1}^{n_{x}}\left(m_{i} d_{i}-\rho_{i} \hat{H}\left(x_{i}, t, d_{i}, d_{i-1}\right)\right)=\max _{d \in \mathbb{R}^{n_{x}}} \sum_{i=1}^{n_{x}}\left(m_{i} d_{i}-\rho_{i}\left(\hat{H}_{1}\left(x_{i}, t, d_{i}\right)+\hat{H}_{2}\left(x_{i}, t, d_{i-1}\right)\right)\right. \\
= & \max _{d \in \mathbb{R}^{n_{x}}} \sum_{i=1}^{n_{x}} m_{i} d_{i}-\left(\rho_{i} \hat{H}_{1}\left(x_{i}, t, d_{i}\right)+\rho_{i+1} \hat{H}_{2}\left(x_{i+1}, t, d_{i}\right)\right)=\sum_{i=1}^{n_{x}}\left(\rho_{i} \hat{H}_{1, i, t}+\rho_{i+1} \hat{H}_{2, i+1, t}\right)^{*}\left(m_{i}\right), \tag{42}
\end{align*}
\]
where \(\hat{H}_{1, i, t}\) and \(\hat{H}_{2, i, t}\) denotes the functions \(p \mapsto \hat{H}_{1}\left(x_{i}, t, p\right)\) and \(p \mapsto \hat{H}_{2}\left(x_{i}, t, p\right)\), respectively. The corresponding saddle point problem becomes
\(\min _{\substack{\phi_{i} \forall i \\ \phi_{i}(0)=g\left(x_{i}\right)}} \max _{\substack{i, m_{i} \forall i \forall i \\ \rho_{i} \geq 0}} \int_{0}^{T} \sum_{i=1}^{n_{x}}\left(\rho_{i}(t) \dot{\phi}_{i}(t)+m_{i}(t)\left(D_{x}^{+} \phi\right)_{i}(t)-\epsilon \rho_{i}(t)\left(D_{x x} \phi\right)_{i}(t)-\left(\rho_{i}(t) \hat{H}_{1, i, t}+\rho_{i+1}(t) \hat{H}_{2, i+1, t}\right)^{*}\left(m_{i}(t)\right)\right) d t-c \sum_{i=1}^{n_{x}} \phi_{i}(T)\).

For instance, in the context of applying the Engquist-Osher scheme [79, 38, 39], the function \(\hat{H}_{1, i, t}\) corresponds to the non-increasing part of \(H(x, t, \cdot)\), while \(\hat{H}_{2, i, t}\) corresponds to the non-decreasing part of \(H(x, t, \cdot)\). Under this framework, the link between (11) and (43) involves the transformation of variables: \(\rho_{i} v_{i}^{+}=\min \left\{m_{i}, 0\right\}\) and \(\rho_{i} v_{i}^{-}=\max \left\{m_{i-1}, 0\right\}\). Furthermore, if \(H\) exhibits 1-homogeneity and convexity with respect to \(p\), the function \(\left(\rho_{i}(t) \hat{H}_{1, i, t}+\rho_{i+1}(t) \hat{H}_{2, i+1, t}\right)^{*}\) becomes associated with the indicator function, which notably simplifies the computation process. For further details, please refer to Appendix B.2.

Next, we apply implicit time discretization and employ \(\left(D_{t}^{-} \phi\right)_{i, j, k}\) to estimate \(\dot{\phi}_{i, j}(t)\). Consequently, the saddle point formulation (58) transforms into the following expression (It's important to observe that the index \(k\) for \(\rho, m^{1}\), and \(m^{2}\) ranges from 1 to \(n_{t}-1\), while for \(\phi\), it spans from 1 to \(n_{t}\).)
where we abuse the notation \(\hat{L}\) and define \(\hat{L}: \mathbb{R}^{n_{x}} \times \mathbb{R}^{n_{t}} \times \mathbb{R}^{n_{x} \times\left(n_{t}-1\right)} \times \mathbb{R}^{n_{x} \times\left(n_{t}-1\right)} \rightarrow \mathbb{R}\) by
\[
\hat{L}\left(\left(x_{i}\right)_{i},\left(t_{k}\right)_{k},\left(\rho_{i, k}\right)_{i, k},\left(m_{i, k}\right)_{i, k}\right)=\max _{d_{i, k} \in \mathbb{R} \forall i, k} \sum_{k=1}^{n_{t}-1} \sum_{i=1}^{n_{x}}\left(m_{i, k} d_{i, k}-\rho_{i, k} \hat{H}\left(x_{i}, t_{k+1}, d_{i, k}, d_{i-1, k}\right)\right) .
\]

The discussion in Remark B. 2 also applies to this fully-discrete formula with straightforward modifications.
While it is possible to decouple the formula for \(\hat{L}\) with respect to \(k\), this decoupling cannot be achieved with respect to \(i\). This discrepancy constitutes a significant limitation of this formulation when compared to (13), wherein the nonlinear term within the objective function can be effortlessly decoupled concerning both \(i\) and \(k\). This property facilitates the parallel computation of the updates for \(\rho, v^{+}, v^{-}\)in Algorithm 3. However, in certain special scenarios (such as when \(H\) is separable and shifted 1-homogeneous with respect to \(p\), as discussed in the subsequent section), the function \(\hat{L}\) takes on a particular structure, enabling the derivation of an explicit joint updating formula for \((\rho, m)\).

\section*{B. 2 One-dimensional special case: 1-homogeneous Hamiltonian}

In this section, we consider the one-dimensional HJ PDE whose Hamiltonian \(H\) is in the form of
\[
\begin{equation*}
H(x, t, p)=\gamma(x, t)|p|+f(x, t) \tag{45}
\end{equation*}
\]
with the assumption that \(\gamma(x, t)>0\) for any \(x \in \mathbb{R}, t \in[0, T]\). We apply the Engquist-Osher scheme [79, \(38,39]\), in which we have \(\hat{H}\left(x, t, p_{+}, p_{-}\right)=\hat{H}_{-}\left(x, t, p_{+}\right)+\hat{H}_{+}\left(x, t, p_{-}\right)+f(x, t)\), where \(\hat{H}_{-}(x, t, p)=\) \(\gamma(x, t) \max \{-p, 0\}\) and \(\hat{H}_{+}(x, t, p)=\gamma(x, t) \max \{p, 0\}\). (Notably, these functions \(\hat{H}_{+}\)and \(\hat{H}_{+}\)draw parallels to the ReLU activation function within the domain of neural networks.) In this scenario, we arrive at the following formula for the function \(\hat{L}\) in (44):
\[
\begin{align*}
\hat{L}\left(\left(x_{i}\right)_{i},\left(t_{k}\right)_{k},\left(\rho_{i, k}\right)_{i, k},\left(m_{i, k}\right)_{i, k}\right) & =\max _{d_{i, k} \in \mathbb{R} \forall i, k} \sum_{i=1}^{n_{x}} \sum_{k=1}^{n_{t}-1}\left(m_{i, k} d_{i, k}-\rho_{i, k} \hat{H}\left(x_{i}, t_{k+1}, d_{i, k}, d_{i-1, k}\right)\right) \\
& =\sum_{i=1}^{n_{x}} \sum_{k=1}^{n_{t}-1}\left(-\rho_{i, k} f\left(x_{i}, t_{k+1}\right)+I_{\left[-\rho_{i, k} \gamma\left(x_{i}, t_{k+1}\right), \rho_{i+1, k} \gamma\left(x_{i+1}, t_{k+1}\right)\right]}\left(m_{i, k}\right)\right), \tag{46}
\end{align*}
\]
where \(I_{C}\) represents the indicator function of set \(C\), which is 0 when the variable is within \(C\), and \(+\infty\) otherwise. Then, the saddle point problem becomes
\[
\begin{array}{r}
\min _{\substack{\phi_{i, k} \forall i, k \\
\phi_{i, 1}=g\left(x_{i}\right)}}^{\max _{i, k}, m_{i, k} \forall i, k} \rho_{i, k} \geq 0
\end{array}\left\{\sum_{i=1}^{n_{x}} \sum_{k=1}^{n_{t}-1}\left(\rho_{i, k}\left(D_{t}^{-} \phi\right)_{i, k+1}+m_{i, k}\left(D_{x}^{+} \phi\right)_{i, k+1}-\epsilon \rho_{i, k}\left(D_{x x} \phi\right)_{i, k+1}-\rho_{i, k} f\left(x_{i}, t_{k+1}\right)\right)-\frac{c}{\Delta t} \sum_{i=1}^{n_{x}} \phi_{i, n_{t}}: ~ 子-\rho_{i, k} \gamma\left(x_{i}, t_{k+1}\right) \leq m_{i, k} \leq \rho_{i+1, k} \gamma\left(x_{i+1}, t_{k+1}\right), \forall i=1, \ldots, n_{x} ; k=1, \ldots, n_{t}-1\right\} .
\]

As elucidated in Remark B.1, the objective function within the saddle point problem (47) adheres to the conventional form within the theory in [20]. Furthermore, the sole nonlinear term in this context is the indicator function, resulting in explicit formulas for updating \(\phi, \rho\), and \(m\). It's important to note that this approach can be extended to encompass any Hamiltonian that is convex and shifted 1-homogeneous with respect to \(p\).

We employ the PDHG method to tackle (47). A comprehensive outline of the algorithm is encapsulated in Algorithm 6. In the algorithm, we conveniently employ the notation \(\mathcal{L}_{\text {full }}\) to represent the objective function in (47). During the update of \(\phi\), the component \(\left(D_{t}^{+} \rho\right)_{i, n_{t}-1}\) represents \(\frac{c-\rho_{i, n_{t}-1}}{\Delta t}\), aligning with the terminal condition for \(\rho\). As we possess an explicit formula for the joint update of \((\rho, m)\), there is no need for an inner loop. This method is supported by a theoretical guarantee, as explained in Remark B.1, and this is further detailed in the following remark.

Remark B.3. According to the theory in [20], the algorithm converges when the chosen step sizes \(\tau\) and \(\sigma\) adhere to the condition \(\tau \sigma\|K\|^{2}<1\), where \(K\) represents the bilinear operator. In our case, we have
\[
\begin{aligned}
|K((\rho, m), \phi)| & =\left|\sum_{i=1}^{n_{x}} \sum_{k=1}^{n_{t}-1}\left(\rho_{i, k}\left(D_{t}^{-} \phi\right)_{i, k+1}+m_{i, k}\left(D_{x}^{+} \phi\right)_{i, k+1}-\epsilon \rho_{i, k}\left(D_{x x} \phi\right)_{i, k+1}\right)\right| \\
& \leq\|\rho\|\left\|D_{t}^{-} \phi\right\|+\|m\|\left\|D_{x}^{+} \phi\right\|+\frac{2 \epsilon}{\Delta x}\|\rho\|\left\|D_{x}^{+} \phi\right\| \\
& \leq 2\left(1+\frac{2 \epsilon}{\Delta x}\right)\|(\rho, m)\|\left\|\left(D_{t}^{-} \phi, D_{x}^{+} \phi\right)\right\| .
\end{aligned}
\]

Consequently, we derive \(\|K\| \leq 2\left(1+\frac{2 \epsilon}{\Delta x}\right)\), allowing for the selection of step sizes \(\tau\) and \(\sigma\) that satisfy \(\tau \sigma<\left(2+\frac{4 \epsilon}{\Delta x}\right)^{-2}\).
Remark B.4. As elaborated in Remark B.2, the connection between (13) and (44) involves the variable transformations \(\rho_{i, k} v_{i, k}^{+}=\min \left\{m_{i, k}, 0\right\}\) and \(v_{i, k}^{-}=\max \left\{m_{i-1, k}, 0\right\}\). Algorithm 6 is closely related to Algorithm 3, though there exist some distinctions.

The penalties pertaining to \(\rho\) in Algorithms 6 and 3 are identical. The primary focus is directed towards the penalty related to \(m\), which is \(\sum_{i, k}\left(m_{i, k}-m_{i, k}^{\ell}\right)^{2}\). If both \(m_{i, k}\) and \(m_{i, k}^{\ell}\) are positive, the \((i, k)\)-th term in the summation becomes \(\left(\rho_{i, k} v_{i, k}^{-}-\rho_{i, k}^{\ell} v_{i, k}^{\ell,-}\right)^{2}\), closely resembling the penalty term \(\left(\rho_{i, k}^{\ell} v_{i, k}^{-}-\rho_{i, k}^{\ell} v_{i, k}^{\ell,-}\right)^{2}\) in Algorithm 3. Similarly, when both \(m_{i, k}\) and \(m_{i, k}^{\ell}\) are negative, \(\left(m_{i, k}-m_{i, k}^{\ell}\right)^{2}\) becomes \(\left(\rho_{i, k} v_{i, k}^{+}-\rho_{i, k}^{\ell} v_{i, k}^{\ell,+}\right)^{2}\), analogous to the penalty term for \(v^{+}\)in Algorithm 3.

Therefore, if the sign of \(m\) remains constant between the previous and current steps, Algorithms 6 and 3 exhibit similarities.

The update procedure for \(\phi\) remains as previously described. We will now detail the process of deriving updates for \(\rho\) and \(m\).

\section*{B.2.1 The detailed derivation of updating \(\rho\) and \(m\) in Algorithm 6}

When \(H\) adheres to the conditions specified in (45), the updates for \(\rho\) and \(m\) require solving the subsequent problem:
\[
\begin{array}{r}
\min _{\substack{\rho_{i, k}, m_{i, k} \forall i, k \\
\rho_{i, k} \geq 0}}\left\{-\sum_{i=1}^{n_{x}} \sum_{k=1}^{n_{t}-1}\left(\rho_{i, k}\left(D_{t}^{-} \bar{\phi}^{\ell+1}\right)_{i, k+1}+m_{i, k}\left(D_{x}^{+} \bar{\phi}^{\ell+1}\right)_{i, k+1}-\epsilon \rho_{i, k}\left(D_{x x} \bar{\phi}^{\ell+1}\right)_{i, k+1}+\rho_{i, k} f\left(x_{i}, t_{k+1}\right)\right)+\frac{1}{2 \sigma} \sum_{k=1}^{n_{t}-1} \sum_{i=1}^{n_{x}}\left(\rho_{i, k}-\rho_{i, k}^{\ell}\right)^{2}\right. \\
\left.+\frac{1}{2 \sigma} \sum_{k=1}^{n_{t}-1} \sum_{i=1}^{n_{x}}\left(m_{i, k}-m_{i, k}^{\ell}\right)^{2}:-\rho_{i, k} \gamma\left(x_{i}, t_{k+1}\right) \leq m_{i, k} \leq \rho_{i+1, k} \gamma\left(x_{i+1}, t_{k+1}\right), \forall i=1, \ldots, n_{x} ; k=1, \ldots, n_{t}-1\right\} \tag{49}
\end{array}
\]

Define \(z\) and \(\alpha\) as in Algorithm 6, i.e., \(z_{i, k}^{\ell}=m_{i, k}^{\ell}+\sigma\left(D_{x}^{+} \bar{\phi}^{\ell+1}\right)_{i, k+1}\), and \(\alpha_{i, k}^{\ell}=\rho_{i, k}^{\ell}+\sigma\left(\left(D_{t}^{-} \bar{\phi}^{\ell+1}\right)_{i, k+1}+\right.\) \(\left.f\left(x_{i}, t_{k+1}\right)-\epsilon\left(D_{x x} \bar{\phi}^{\ell+1}\right)_{i, k+1}\right)\). Then, we can rewrite (49) as
\(\left.\min _{\rho_{i, k}, m_{i, k} \forall i, k}^{\rho_{i, k} \geq 0} \left\lvert\, \frac{1}{2 \sigma} \sum_{k=1}^{n_{t}-1} \sum_{i=1}^{n_{x}}\left(\left(\rho_{i, k}-\alpha_{i, k}^{\ell}\right)^{2}+\left(m_{i, k}-z_{i, k}^{\ell}\right)^{2}\right)\right.:-\rho_{i, k} \gamma\left(x_{i}, t_{k+1}\right) \leq m_{i, k} \leq \rho_{i+1, k} \gamma\left(x_{i+1}, t_{k+1}\right), \forall i=1, \ldots, n_{x} ; k=1, \ldots, n_{t}-1\right\}\).
```

Algorithm 6: The proposed algorithm for solving (47)
Inputs : Stepsize $\tau, \sigma>0$, error tolerance $\delta>0$, and the maximal iteration number $N$.
Outputs: Solution to the saddle point problem (47).
For each $i=1, \ldots, n_{x}$, initialize the matrices by $\phi_{i, k}^{0}=g\left(x_{i}\right)$ for $k=1, \ldots, n_{t}, \rho_{i, k}^{0}=c, m_{i, k}^{0}=0$ for
$k=1, \ldots, n_{t}-1$.
for $\ell=0,1, \ldots, N-1$ do
Update the matrix $\phi_{i, k}$ for $i=1, \ldots, n_{x} ; k=1, \ldots, n_{t}$ by

$$
\begin{align*}
\left(\phi_{i, k}^{\ell+1}\right)_{i, k}= & \underset{\substack{\phi_{i, k} \forall i, k \\
\phi_{i, 1}=g\left(x_{i}\right)}}{\arg \min } \mathcal{L}_{f u l l}\left(\left(\phi_{i, k}\right)_{i, k},\left(\rho_{i, k}^{\ell}\right)_{i, k},\left(v_{i, k}^{\ell,+}\right)_{i, k},\left(v_{i, k}^{\ell,-}\right)_{i, k}\right) \\
& +\frac{1}{2 \tau} \sum_{i=1}^{n_{x}} \sum_{k=2}^{n_{t}}\left(\left(\left(D_{t}^{-} \phi\right)_{i, k}-\left(D_{t}^{-} \phi^{\ell}\right)_{i, k}\right)^{2}+\left(\left(D_{x}^{+} \phi\right)_{i, k}-\left(D_{x}^{+} \phi^{\ell}\right)_{i, k}\right)^{2}\right)  \tag{48}\\
= & \left(\phi_{i, k}^{\ell}\right)_{i, k}+\tau\left(-D_{t t}-D_{x x}\right)^{-1}\left(D_{t}^{+} \rho^{\ell}+D_{x}^{-} m^{\ell}+\epsilon D_{x x} \rho^{\ell}\right),
\end{align*}
$$

```
where \(\left(-D_{t t}-D_{x x}\right)^{-1}\left(f_{i, k}\right)_{i, k}\) (for a matrix \(f\) with elements \(f_{i, k}\) and the linear operator \(\left.D_{t t} f=\left(\frac{f_{i, k-1}-2 f_{i, k}+f_{i, k+1}}{\Delta t^{2}}\right)_{i, k}\right)\) denotes the solution \(u\) to the linear system
\(-\left(D_{t t} u\right)_{i, k+1}-\left(D_{x x} u\right)_{i, k+1}=f_{i, k}\) for all \(i=1, \ldots, n_{x} ; k=1, \ldots, n_{t}-1\) with periodic spatial condition, Dirichlet initial condition \(u_{i, 1}=0\), and Neumann terminal condition \(u_{i, n_{t}+1}=u_{i, n_{t}}\). if \(\sum_{i=1}^{n_{x}} \sum_{k=2}^{n_{t}}\left|\left(D_{t}^{-} \phi^{\ell+1}\right)_{i, k}+\hat{H}\left(x_{i}, t_{k},\left(D_{x}^{+} \phi^{\ell+1}\right)_{i, k},\left(D_{x}^{-} \phi^{\ell+1}\right)_{i, k}\right)-\epsilon\left(D_{x x} \phi^{\ell+1}\right)_{i, k}\right| \leq \delta\) then Return \(\left(\phi_{i, k}^{\ell+1}\right)_{i, k}\). end Set \(\bar{\phi}_{i, k}^{\ell+1}=2 \phi_{i, k}^{\ell+1}-\phi_{i, k}^{\ell}\) for all \(i=1, \ldots, n_{x} ; k=2, \ldots, n_{t}\). Update \(\rho_{i, k}\) for all \(i=1, \ldots, n_{x} ; k=1, \ldots, n_{t}-1\) by
\[
\begin{array}{r}
\rho_{i, k}^{\ell+1}=\underset{y \in \mathcal{A}_{i, k}^{\ell}}{\arg \min }\left\{\left(y-\alpha_{i, k}^{\ell}\right)^{2}+\delta_{\left\{z_{i, k}^{\ell} \leq 0,-y \gamma\left(x_{i}, t_{k+1}\right) \geq z_{i, k}^{\ell}\right\}}\left(y \gamma\left(x_{i}, t_{k+1}\right)+z_{i, k}^{\ell}\right)^{2}\right. \\
+ \\
\left.\quad \delta_{\left\{z_{i-1, k}^{\ell}>0, y \gamma\left(x_{i}, t_{k+1}\right) \leq z_{i-1, k}^{\ell}\right\}}\left(y \gamma\left(x_{i}, t_{k+1}\right)-z_{i-1, k}^{\ell}\right)^{2}\right\},
\end{array}
\]
where \(z_{i, k}^{\ell}=m_{i, k}^{\ell}+\sigma\left(D_{x}^{+} \bar{\phi}^{\ell+1}\right)_{i, k+1}\), \(\alpha_{i, k}^{\ell}=\rho_{i, k}^{\ell}+\sigma\left(\left(D_{t}^{-} \bar{\phi}^{\ell+1}\right)_{i, k+1}+f\left(x_{i}, t_{k+1}\right)-\epsilon\left(D_{x x} \bar{\phi}^{\ell+1}\right)_{i, k+1}\right)\), and \(\delta_{C}\) is a function which takes the value 1 if the constraint in \(C\) is satisfied, and 0 otherwise. This optimization problem can be solved by comparing the function values of several candidates in \(\mathcal{A}_{i, k}^{\ell}\) defined in (57). For details, see Section B.2.1.
Update \(m_{i, k}\) for all \(i=1, \ldots, n_{x} ; k=1, \ldots, n_{t}-1\) by
\[
m_{i, k}^{\ell+1}=\max \left\{\min \left\{z_{i, k}^{\ell}, \rho_{i+1, k}^{\ell+1} \gamma\left(x_{i+1}, t_{k+1}\right)\right\},-\rho_{i, k}^{\ell+1} \gamma\left(x_{i}, t_{k+1}\right)\right\}
\]
where \(z_{i, k}^{\ell}\) is defined in the last step.
end
Return \(\left(\phi_{i, k}^{N}\right)_{i, k}\).

For a fixed \(\rho\), the minimization for \(m\) is separable and in the following form
\[
\begin{equation*}
m_{i, k}^{\ell+1}=\underset{y \in \mathbb{R}}{\arg \min }\left\{\left(y-z_{i, k}^{\ell}\right)^{2}: y \in\left[-\rho_{i, k} \gamma\left(x_{i}, t_{k+1}\right), \rho_{i+1, k} \gamma\left(x_{i+1}, t_{k+1}\right)\right]\right\} \tag{51}
\end{equation*}
\]
whose solution is given by the truncation of \(z_{i, k}^{\ell}\) in the interval \(\left[-\rho_{i, k} \gamma\left(x_{i}, t_{k+1}\right), \rho_{i+1, k} \gamma\left(x_{i+1}, t_{k+1}\right)\right]\) :
\[
\begin{equation*}
m_{i, k}^{\ell+1}=\max \left\{\min \left\{z_{i, k}^{\ell}, \rho_{i+1, k} \gamma\left(x_{i+1}, t_{k+1}\right)\right\},-\rho_{i, k} \gamma\left(x_{i}, t_{k+1}\right)\right\} \tag{52}
\end{equation*}
\]

Note that the right hand side of (52) can be seen as a function of \(\rho_{i, k}\) and \(\rho_{i+1, k}\). After some computation, we get
- If \(z_{i, k}^{\ell}>0\), we have \(m_{i, k}^{\ell+1}=\min \left\{z_{i, k}^{\ell}, \rho_{i+1, k} \gamma\left(x_{i+1}, t_{k+1}\right)\right\}\), and hence \(m_{i, k}^{\ell+1}\) only depends on \(\rho_{i+1, k}\) in the following form (denoting this function by \(G_{i, k}^{+}\))
\[
m_{i, k}^{\ell+1}=G_{i, k}^{+}\left(\rho_{i+1, k}\right):= \begin{cases}\rho_{i+1, k} \gamma\left(x_{i+1}, t_{k+1}\right), & \text { if } \rho_{i+1} \gamma\left(x_{i+1}, t_{k+1}\right) \leq z_{i, k}^{\ell}  \tag{53}\\ z_{i, k}^{\ell}, & \text { if } \rho_{i+1} \gamma\left(x_{i+1}, t_{k+1}\right)>z_{i, k}^{\ell}\end{cases}
\]
- If \(z_{i, k}^{\ell} \leq 0\), we have \(m_{i, k}^{\ell+1}=\max \left\{z_{i, k}^{\ell},-\rho_{i, k} \gamma\left(x_{i}, t_{k+1}\right)\right\}\), and hence \(m_{i, k}^{\ell+1}\) only depends on \(\rho_{i, k}\) in the following form (denoting this function by \(G_{i, k}^{-}\))
\[
m_{i, k}^{\ell+1}=G_{i, k}^{-}\left(\rho_{i, k}\right):= \begin{cases}-\rho_{i, k} \gamma\left(x_{i}, t_{k+1}\right), & \text { if }-\rho_{i, k} \gamma\left(x_{i}, t_{k+1}\right) \geq z_{i, k}^{\ell}  \tag{54}\\ z_{i, k}^{\ell}, & \text { if }-\rho_{i, k} \gamma\left(x_{i}, t_{k+1}\right)<z_{i, k}^{\ell}\end{cases}
\]

In other words, depending on the sign of \(z_{i, k}^{\ell}, m_{i, k}^{\ell+1}\) is a piecewise linear (ReLU-shape) function which depends either on \(\rho_{i, k}\) or on \(\rho_{i+1, k}\).

We plug these formulas into (50) to get a minimization problem of \(\rho\) only:
\[
\begin{align*}
\rho_{i, k}^{\ell+1}= & \underset{y \geq 0}{\arg \min }\left(y-\alpha_{i, k}^{\ell}\right)^{2}+\delta_{\left\{z_{i, k}^{\ell} \leq 0\right\}}\left(G_{i, k}^{-}(y)-z_{i, k}^{\ell}\right)^{2}+\delta_{\left\{z_{i-1, k}^{\ell}>0\right\}}\left(G_{i-1, k}^{+}(y)-z_{i-1, k}^{\ell}\right)^{2} \\
= & \underset{y \geq 0}{\arg \min }\left(y-\alpha_{i, k}^{\ell}\right)^{2}+\delta_{\left\{z_{i, k}^{\ell} \leq 0,-y \gamma\left(x_{i}, t_{k+1}\right) \geq z_{i, k}^{\ell}\right\}}\left(y \gamma\left(x_{i}, t_{k+1}\right)+z_{i, k}^{\ell}\right)^{2}  \tag{55}\\
& +\delta_{\left\{z_{i-1, k}^{\ell}>0, y \gamma\left(x_{i-1}, t_{k+1}\right) \leq z_{i-1, k}^{\ell}\right\}}\left(y \gamma\left(x_{i-1}, t_{k+1}\right)-z_{i-1, k}^{\ell}\right)^{2} .
\end{align*}
\]

Consequently, the objective function takes on the form of a piecewise quadratic function. With each \(\delta\) function capable of taking only values of 1 or 0 , there exist four potential combinations. We consider the minimization of each potential combination as a candidate. These candidates encompass \(\alpha_{i, k}^{\ell}, \frac{\alpha_{i, k}^{\ell}-\gamma\left(x_{i}, t_{k+1}\right) z_{i, k}^{\ell}}{\gamma\left(x_{i}, t_{k+1}\right)^{2}+1}\), \(\frac{\alpha_{i, k}^{\ell}+\gamma\left(x_{i-1}, t_{k+1}\right) z_{i-1, k}^{\ell}}{\gamma\left(x_{i-1}, t_{k+1}\right)^{2}+1}\), and \(\frac{\alpha_{i, k}^{\ell}-\gamma\left(x_{i}, t_{k+1}\right) z_{i, k}^{\ell}+\gamma\left(x_{i-1}, t_{k+1}\right) z_{i-1, k}^{\ell}}{\gamma\left(x_{i}, t_{k+1}\right)^{2}+\gamma\left(x_{i-1}, t_{k+1}\right)^{2}+1}\). We also incorporate \(-\frac{z_{i, k}^{\ell}}{\gamma\left(x_{i}, t_{k+1}\right)}\) and \(\frac{z_{i-1, k}^{\ell}}{\gamma\left(x_{i-1}, t_{k+1}\right)}\) into the candidates, which correspond to the points at which the \(\delta\)-functions transition between values. Furthermore, considering the constraint \(\rho \geq 0\), we truncate all these candidates to the interval \([0,+\infty)\) and additionally include 0 as another candidate. In essence, we update \(\rho\) employing the subsequent formula:
\[
\begin{array}{r}
\rho_{i, k}^{\ell+1}=\underset{y \in \mathcal{A}_{i, k}^{\ell}}{\arg \min }\left(y-\alpha_{i, k}^{\ell}\right)^{2}+\delta_{\left\{z_{i, k}^{\ell} \leq 0,-y \gamma\left(x_{i}, t_{k+1}\right) \geq z_{i, k}^{\ell}\right\}}\left(y \gamma\left(x_{i}, t_{k+1}\right)+z_{i, k}^{\ell}\right)^{2}  \tag{56}\\
+\delta_{\left\{z_{i-1, k}^{\ell}>0, y \gamma\left(x_{i-1}, t_{k+1}\right) \leq z_{i-1, k}^{\ell}\right\}}\left(y \gamma\left(x_{i-1}, t_{k+1}\right)-z_{i-1, k}^{\ell}\right)^{2},
\end{array}
\]
where \(\mathcal{A}_{i, k}^{\ell}\) designates the set encompassing all the candidates, defined by
\[
\begin{array}{r}
\mathcal{A}_{i, k}^{\ell}=\left\{0,\left(\alpha_{i, k}^{\ell}\right)_{+},\left(\frac{\alpha_{i, k}^{\ell}-\gamma\left(x_{i}, t_{k+1}\right) z_{i, k}^{\ell}}{\gamma\left(x_{i}, t_{k+1}\right)^{2}+1}\right)_{+},\left(\frac{\alpha_{i, k}^{\ell}+\gamma\left(x_{i-1}, t_{k+1}\right) z_{i-1, k}^{\ell}}{\gamma\left(x_{i-1}, t_{k+1}\right)^{2}+1}\right)_{+},\left(\frac{\alpha_{i, k}^{\ell}-\gamma\left(x_{i}, t_{k+1}\right) z_{i, k}^{\ell}+\gamma\left(x_{i-1}, t_{k+1}\right) z_{i-1, k}^{\ell}}{\gamma\left(x_{i}, t_{k+1}\right)^{2}+\gamma\left(x_{i-1}, t_{k+1}\right)^{2}+1}\right)_{+},\right. \\
\left.\left(-\frac{z_{i, k}^{\ell}}{\gamma\left(x_{i}, t_{k+1}\right)}\right)_{+},\left(\frac{z_{i-1, k}^{\ell}}{\gamma\left(x_{i-1}, t_{k+1}\right)}\right)_{+}\right\} . \tag{57}
\end{array}
\]

Here, \(y_{+}\)denotes the positive part of the number \(y\), denoted as \(y_{+}:=\max \{y, 0\}\).

\section*{B. 3 Two-dimensional semi-discrete and fully-discrete method}

Within this section, we present the semi-discrete and fully-discrete counterparts of the two-dimensional version of (39). The derivations closely mirror those in the one-dimensional cases, and as such, we have omitted certain particulars. Initially, we proceed with spatial domain discretization, leading to the following formulation:
\[
\begin{array}{r}
\min _{\substack{\phi_{i, j}^{\forall i, j} \\
\phi_{i, j}(0)=g\left(x_{i}, y_{j}\right)}}^{\max _{i, j}, m_{i, j}^{1}, m_{2}^{2}, \dot{i} \neq j, j} \rho_{i, j} \int_{0}^{T} \sum_{i=1}^{\rho_{x}} \sum_{j=1}^{n_{y}}\left(\rho_{i, j}(t) \dot{\phi}_{i, j}(t)+m_{i, j}^{1}(t)\left(D_{x}^{+} \phi\right)_{i, j}(t)+m_{i, j}^{2}(t)\left(D_{y}^{+} \phi\right)_{i, j}(t)-\epsilon \rho_{i, j}(t)\left(D_{x x} \phi+D_{y y} \phi\right)_{i, j}(t)\right) \\
-\hat{L}\left(\left(x_{i, j}\right)_{i, j}, t,\left(\rho_{i, j}(t)\right)_{i, j},\left(m_{i, j}^{1}(t)\right)_{i, j},\left(m_{i, j}^{2}(t)\right)_{i, j}\right) d t-c \sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{y}} \phi_{i, j}(T) . \tag{58}
\end{array}
\]
where \(\hat{L}: \mathbb{R}^{n_{x}} \times \mathbb{R}^{n_{y}} \times[0,+\infty) \times \mathbb{R}^{n_{x} \times n_{y}} \times \mathbb{R}^{n_{x} \times n_{y}} \times \mathbb{R}^{n_{x} \times n_{y}} \rightarrow \mathbb{R}\) is defined by
\[
\hat{L}\left(\left(x_{i}\right)_{i},\left(y_{j}\right)_{j}, t,\left(\rho_{i, j}\right)_{i, j},\left(m_{i, j}^{1}\right)_{i, j},\left(m_{i, j}^{2}\right)_{i, j}\right)=\max _{d_{i, j}^{1}, d_{i, j}^{2}} \sum_{i, j}^{n_{x}} \sum_{i=1}^{n_{y}} \sum_{j=1}^{n_{y}}\left(m_{i, j}^{1} d_{i, j}^{1}+m_{i, j}^{2} d_{i, j}^{2}-\rho_{i, j} \hat{H}\left(x_{i}, y_{j}, t, d_{i, j}^{1}, d_{i-1, j}^{1}, d_{i, j}^{2}, d_{i, j-1}^{2}\right)\right) .
\]

The derivation of this formula is similar as the one-dimensional case, and hence omitted here.
Remark B.5. In the case when \(\hat{H}\left(x, y, t, p^{1,+}, p^{1,-}, p^{2,+}, p^{2,-}\right)\) is "separable", i.e., it can be written as \(\hat{H}_{1}^{1}\left(x, y, t, p^{1,+}\right)+\hat{H}_{2}^{1}\left(x, y, t, p^{1,-}\right)+\hat{H}_{1}^{2}\left(x, y, t, p^{2,+}\right)+\hat{H}_{2}^{2}\left(x, y, t, p^{2,-}\right)\), we have
\[
\begin{align*}
& \max _{d_{i, j}^{1}, d_{i, j}^{2} \forall i, j} \sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{y}}\left(m_{i, j}^{1} d_{i, j}^{1}+m_{i, j}^{2} d_{i, j}^{2}-\rho_{i, j} \hat{H}\left(x_{i}, y_{j}, t, d_{i, j}^{1}, d_{i-1, j}^{1}, d_{i, j}^{2}, d_{i, j-1}^{2}\right)\right) \\
= & \max _{d_{i, j}^{1}, d_{i, j}^{2} \forall i, j} \sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{y}}\left(m_{i, j}^{1} d_{i, j}^{1}+m_{i, j}^{2} d_{i, j}^{2}-\rho_{i, j} \hat{H}_{1}^{1}\left(x_{i}, y_{j}, t, d_{i, j}^{1}\right)-\rho_{i+1, j} \hat{H}_{2}^{1}\left(x_{i+1}, y_{j}, t, d_{i, j}^{1}\right)-\rho_{i, j} \hat{H}_{1}^{2}\left(x_{i}, y_{j}, t, d_{i, j}^{2}\right)-\rho_{i, j+1} \hat{H}_{2}^{2}\left(x_{i}, y_{j+1}, t, d_{i, j}^{2}\right)\right) \\
= & \sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{y}}\left(\left(\rho_{i, j} \hat{H}_{1, i, j, t}^{1}+\rho_{i+1, j} \hat{H}_{2, i+1, j, t}^{1}\right)^{*}\left(m_{i, j}^{1}\right)+\left(\rho_{i, j} \hat{H}_{1, i, j, t}^{2}+\rho_{i, j+1} \hat{H}_{2, i, j+1, t}^{2}\right)^{*}\left(m_{i, j}^{2}\right)\right), \tag{59}
\end{align*}
\]
where \(\hat{H}_{a, i, j, t}^{b}\) denotes the functions \(p \mapsto \hat{H}_{a}^{b}\left(x_{i}, y_{j}, t, p\right)\). The corresponding saddle point problem is
\[
\begin{align*}
& \min _{\substack{\phi_{i, j} \forall i, j \\
\phi_{i, j}(0)=g\left(x_{i}, y_{j}\right)}}^{\rho_{i, j}, m_{i, i, j}^{1}, m_{i, j}^{2} \forall i, j} \int_{\rho_{i, j} \geq 0} \int_{0}^{T} \sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{y}}\left(\rho_{i, j}(t) \dot{\phi}_{i, j}(t)+m_{i, j}^{1}(t)\left(D_{x}^{+} \phi\right)_{i, j}(t)+m_{i, j}^{2}(t)\left(D_{y}^{+} \phi\right)_{i, j}(t)-\epsilon \rho_{i, j}(t)\left(D_{x x} \phi+D_{y y} \phi\right)_{i, j}(t)\right. \\
& \left.\quad-\left(\left(\rho_{i, j}(t) \hat{H}_{1, i, j, t}^{1}+\rho_{i+1, j}(t) \hat{H}_{2, i+1, j, t}^{1}\right)^{*}\left(m_{i, j}^{1}(t)\right)+\left(\rho_{i, j} \hat{H}_{1, i, j, t}^{2}+\rho_{i, j+1}(t) \hat{H}_{2, i, j+1, t}^{2}\right)^{*}\left(m_{i, j}^{2}(t)\right)\right)\right) d t-c \sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{y}} \phi_{i, j}(T) . \tag{60}
\end{align*}
\]

Now, we perform the implicit time discretization and use \(\left(D_{t}^{-} \phi\right)_{i, j, k}\) to approximate \(\dot{\phi}_{i, j}(t)\). Then, the saddle point formula (58) becomes (note that the index \(k\) for \(\rho, m^{1}, m^{2}\) are from 1 to \(n_{t}-1\), while the range of \(k\) for \(\phi\) is from 1 to \(n_{t}\) )
\[
\begin{align*}
& \min _{\substack{\phi_{i, j, k} \forall i, j, k \\
\phi_{i, j, 1}=g\left(x_{i}, y_{j}\right)}} \max _{i, j, k} \max _{\substack{m_{i, j, k}, m_{i, j, k}^{2} \\
\rho_{i, j, k} \geq 0}} \forall_{i, j, k} \sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{y}} \sum_{k=1}^{n_{t}-1}\left(\rho_{i, j, k}\left(D_{t}^{-} \phi\right)_{i, j, k+1}+m_{i, j, k}^{1}\left(D_{x}^{+} \phi\right)_{i, j, k+1}+m_{i, j, k}^{2}\left(D_{y}^{+} \phi\right)_{i, j, k+1}\right.  \tag{61}\\
& \left.-\epsilon \rho_{i, j, k}\left(D_{x x} \phi+D_{y y} \phi\right)_{i, j, k+1}\right)-\hat{L}\left(\left(x_{i}\right)_{i},\left(y_{j}\right)_{j},\left(t_{k}\right)_{k},\left(\rho_{i, j, k}\right)_{i, j, k},\left(m_{i, j, k}^{1}\right)_{i, j, k},\left(m_{i, j, k}^{2}\right)_{i, j, k}\right)-\frac{c}{\Delta t} \sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{y}} \phi_{i, j, n_{t}},
\end{align*}
\]
where we abuse the notation \(\hat{L}\) and let \(\hat{L}: \mathbb{R}^{n_{x}} \times \mathbb{R}^{n_{y}} \times \mathbb{R}^{n_{t}} \times\left(\mathbb{R}^{n_{x} \times\left(n_{t}-1\right)}\right)^{3} \rightarrow \mathbb{R}\) be defined by
\[
\begin{aligned}
\hat{L}\left(\left(x_{i}\right)_{i},\left(y_{j}\right)_{j},\left(t_{k}\right)_{k},\left(\rho_{i, j, k}\right)_{i, j, k},\left(m_{i, j, k}^{1}\right)_{i, j, k},\left(m_{i, j, k}^{2}\right)_{i, j, k}\right)= & \max _{d_{i, j, k}^{1}, d_{i, j, k}^{2} \forall i, j, k} \sum_{k=1}^{n_{t}-1} \sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{y}}\left(m_{i, j, k}^{1} d_{i, j, k}^{1}+m_{i, j, k}^{2} d_{i, j, k}^{2}\right. \\
& \left.-\rho_{i, j, k} \hat{H}\left(x_{i}, y_{j}, t_{k+1}, d_{i, j, k}^{1}, d_{i-1, j, k}^{1}, d_{i, j, k}^{2}, d_{i, j-1, k}^{2}\right)\right) .
\end{aligned}
\]

Similar to the one-dimensional case, this formula is particularly well-suited for Hamiltonians that possess specific structures, such as being separable and shifted 1-homogeneous with respect to \(p\), as we will elaborate on in the subsequent section.

\section*{B. 4 Two-dimensional special case: separable and shifted 1-homogeneous Hamiltonian}

In this section, we consider the two-dimensional HJ PDE whose Hamiltonian is in the form of
\[
\begin{equation*}
H(x, y, t, p)=\gamma(x, y, t)\|p\|_{1}+f(x, y, t)=\gamma(x, y, t)\left(\left|p_{1}\right|+\left|p_{2}\right|\right)+f(x, y, t), \tag{62}
\end{equation*}
\]
with the assumption that \(\gamma(x, y, t)>0\) for any \((x, y) \in \Omega, t \in[0, T]\). Although we consider this specific case, the derivation can be generalized to a Hamiltonian which is separable (see Remark B.5), convex, and 1-homogeneous with respect to \(p\).

We adopt the Engquist-Osher scheme [79, 38, 39], where we set \(\hat{H}\left(x, y, t, p^{1,+}, p^{1,-}, p^{2,+}, p^{2,-}\right)\) to be \(\hat{H}_{-}\left(x, y, t, p^{1,+}\right)+\hat{H}_{+}\left(x, y, t, p^{1,-}\right)+\hat{H}_{-}\left(x, y, t, p^{2,+}\right)+\hat{H}_{+}\left(x, y, t, p^{2,-}\right)+f(x, y, t)\), with \(\hat{H}_{-}(x, y, t, p)=\) \(\gamma(x, y, t) \max \{-p, 0\}\) and \(\hat{H}_{+}(x, y, t, p)=\gamma(x, y, t) \max \{p, 0\}\). In this context, the computation takes the following form (where \(\rho_{i, j}, m_{i, j}^{1}, m_{i, j}^{2}, d_{i, j}^{1}, d_{i, j}^{2}\) are used instead of \(\rho_{i, j, k}, m_{i, j, k}^{1}, m_{i, j, k}^{2}, d_{i, j, k}^{1}, d_{i, j, k}^{2}\) for simplified notation):
\[
\begin{align*}
& \quad \max _{d^{1}, d^{2} \in \mathbb{R}^{n} x n_{y}} \sum_{i, j} m_{i, j}^{1} d_{i, j}^{1}+m_{i, j}^{2} d_{i, j}^{2}-\rho_{i, j} \hat{H}\left(x_{i}, y_{j}, t_{k+1}, d_{i, j}^{1}, d_{i-1, j}^{1}, d_{i, j}^{2}, d_{i, j-1}^{2}\right) \\
& =\max _{d^{1}, d^{2} \in \mathbb{R}^{x} x \times n_{y}} \sum_{i, j}\left(m_{i, j}^{1} d_{i, j}^{1}+m_{i, j}^{2} d_{i, j}^{2}-\rho_{i, j} \hat{H}_{-}\left(x_{i}, y_{j}, t_{k+1}, d_{i, j}^{1}\right)-\rho_{i+1, j} \hat{H}_{+}\left(x_{i+1}, y_{j}, t_{k+1}, d_{i, j}^{1}\right)-\rho_{i, j} \hat{H}_{-( }\left(x_{i}, y_{j}, t_{k+1}, d_{i, j}^{2}\right)\right. \\
& \left.\quad-\rho_{i, j+1} \hat{H}_{+}\left(x_{i,}, y_{j+1}, t_{k+1}, d_{i, j}^{2}\right)-f\left(x_{i}, y_{j}, t_{k+1}\right)\right) \\
& =  \tag{63}\\
& =-\sum_{i, j} f\left(x_{i}, y_{j}, t_{k+1}\right)+I_{\left[-\rho_{i, j} \gamma\left(x_{i}, y_{j}, t_{k+1}\right), \rho_{i+1, j} \gamma\left(x_{i+1}, y_{j}, t_{k+1}\right)\right]}\left(m_{i, j}^{1}\right)+I_{\left[-\rho_{i, j} \gamma\left(x_{i}, y_{j}, t_{k+1}\right), \rho_{i, j+1} \gamma\left(x_{i}, y_{j+1}, t_{k+1}\right)\right]}\left(m_{i, j}^{2}\right) .
\end{align*}
\]

Then, the saddle point problem (61) becomes
\[
\begin{align*}
& \min _{\substack{\phi \\
\phi_{i, j, 1}=g\left(x_{i}, y_{j}\right)}} \max _{\substack{\rho_{i, j, k}, m_{2}^{2} \geq}}^{\rho_{2}^{2}}\left\{\sum _ { i = 1 } ^ { n _ { x } } \sum _ { j = 1 } ^ { n _ { y } } \sum _ { k = 1 } ^ { n _ { t - 1 } } \left(\rho_{i, j, k}\left(D_{t}^{-} \phi\right)_{i, j, k+1}+m_{i, j, k}^{1}\left(D_{x}^{+} \phi\right)_{i, j, k+1}+m_{i, j, k}^{2}\left(D_{y}^{+} \phi\right)_{i, j, k+1}-\epsilon \rho_{i, j, k}\left(D_{x x} \phi+D_{y y} \phi\right)_{i, j, k+1}\right.\right. \\
& \left.-\rho_{i, j, k} f\left(x_{i}, y_{j}, t_{k}\right)\right)-\frac{c}{\Delta t} \sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{y}} \phi_{i, j, n_{t}}:-\rho_{i, j, k} \gamma\left(x_{i}, y_{j}, t_{k+1}\right) \leq m_{i, j, k}^{1} \leq \rho_{i+1, j, k} \gamma\left(x_{i+1}, y_{j}, t_{k+1}\right), \\
& \left.-\rho_{i, j, k} \gamma\left(x_{i}, y_{j}, t_{k+1}\right) \leq m_{i, j, k}^{2} \leq \rho_{i, j+1, k} \gamma\left(x_{i}, y_{j+1}, t_{k+1}\right), \forall i=1, \ldots, n_{x} ; j=1, \ldots, n_{y} ; k=1, \ldots, n_{t}-1\right\} \text {. } \tag{64}
\end{align*}
\]

The update procedure for \(\phi\) remains as previously described. We will now detail the process of deriving updates for \(\rho\) and \(m\).

\section*{B.4. 1 The detailed derivation of updating \(\rho\) and \(m\) in Algorithm 7}

Define \(z\) and \(\alpha\) as in Algorithm 7. With a similar computation as in Section B.4.1, we get explicit formulas for \(m_{1, i, j}^{\ell+1}\) and \(m_{2, i, j}^{\ell+1}\) using \(\rho\) :
\[
\begin{align*}
& m_{i, j, k}^{1, \ell+1}=\max \left\{\min \left\{z_{i, j, k}^{1, \ell}, \rho_{i+1, j, k} \gamma\left(x_{i+1}, y_{j}, t_{k+1}\right)\right\},-\rho_{i, j, k} \gamma\left(x_{i}, y_{j}, t_{k+1}\right)\right\},  \tag{66}\\
& m_{i, j, k}^{2, \ell+1}=\max \left\{\min \left\{z_{i, j, k}^{2, \ell}, \rho_{i, j+1, k} \gamma\left(x_{i}, y_{j+1}, t_{k+1}\right)\right\},-\rho_{i, j, k} \gamma\left(x_{i}, y_{j}, t_{k+1}\right)\right\} .
\end{align*}
\]

In other words, we get
- If \(z_{i, j, k}^{1, \ell}>0, m_{i, j, k}^{1, \ell+1}=\min \left\{z_{i, j, k}^{1, \ell}, \rho_{i+1, j, k} \gamma\left(x_{i+1}, y_{j}, t_{k+1}\right)\right\}\), and hence \(m_{i, j, k}^{1, \ell+1}\) only depends on \(\rho_{i+1, j, k}\) in the following form (denoting this function by \(G_{i, j, k}^{1,+}\) )
\[
m_{i, j, k}^{1, \ell+1}=G_{i, j, k}^{1,+}\left(\rho_{i+1, j, k}\right):= \begin{cases}\rho_{i+1, j, k} \gamma\left(x_{i+1}, y_{j}, t_{k+1}\right), & \text { if } \rho_{i+1, j, k} \gamma\left(x_{i+1}, y_{j}, t_{k+1}\right) \leq z_{i, j, k}^{1, \ell},  \tag{67}\\ z_{i, j, k}^{1, \ell}, & \text { if } \rho_{i+1, j, k} \gamma\left(x_{i+1}, y_{j}, t_{k+1}\right)>z_{i, j, k}^{1, \ell}\end{cases}
\]

Algorithm 7: The proposed algorithm for solving (64)
Inputs : Stepsize \(\tau, \sigma>0\), error tolerance \(\delta>0\), and the maximal iteration number \(N\).
Outputs: Solution to the saddle point problem (64).
For each \(i=1, \ldots, n_{x} ; j=1, \ldots, n_{y}\), initialize the matrices by \(\phi_{i, j, k}^{0}=g\left(x_{i}, y_{j}\right)\) for \(k=1, \ldots, n_{t}\), \(\rho_{i, j, k}^{0}=c, m_{i, j, k}^{1,0}=m_{i, j, k}^{2,0}=0\) for \(k=1, \ldots, n_{t}-1\).
for \(\ell=0,1, \ldots, N-1\) do
Update the matrix \(\phi_{i, k}\) for \(i=1, \ldots, n_{x} ; j=1, \ldots, n_{y} ; k=1, \ldots, n_{t}\) by
\[
\begin{equation*}
\phi^{\ell+1}=\phi^{\ell}+\tau\left(-D_{t t}-D_{x x}-D_{y y}\right)^{-1}\left(D_{t}^{+} \rho^{\ell}+D_{x}^{-} m^{1, \ell}+D_{y}^{-} m^{2, \ell}+\epsilon D_{x x} \rho^{\ell}+\epsilon D_{y y} \rho^{\ell}\right), \tag{65}
\end{equation*}
\]
where \(\left(-D_{t t}-D_{x x}-D_{y y}\right)^{-1} f\) (for a tensor \(f\) with elements \(f_{i, j, k}\) and the linear operator \(\left.D_{t t} f=\left(\frac{f_{i, j, k-1}-2 f_{i, j, k}+f_{i, j, k+1}}{\Delta t^{2}}\right)_{i, j, k}\right)\) denotes the solution \(u\) to the linear system \(-\left(D_{t t} u\right)_{i, j, k+1}-\left(D_{x x} u+D_{y y} u\right)_{i, j, k+1}=f_{i, j, k}\) for all \(i=1, \ldots, n_{x} ; j=1, \ldots, n_{y}\); \(k=1, \ldots, n_{t}-1\) with periodic spatial condition, Dirichlet initial condition \(u_{i, j, 1}=0\), and Neumann terminal condition \(u_{i, j, n_{t}+1}=u_{i, j, n_{t}}\). if \(\sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{y}} \sum_{k=2}^{n_{t}} \mid\left(D_{t}^{-} \phi^{\ell+1}\right)_{i, j, k}+\)
\(\hat{H}\left(x_{i}, y_{j}, t_{k},\left(D_{x}^{+} \phi^{\ell+1}\right)_{i, j, k},\left(D_{x}^{-} \phi^{\ell+1}\right)_{i, j, k},\left(D_{y}^{+} \phi^{\ell+1}\right)_{i, j, k},\left(D_{y}^{-} \phi^{\ell+1}\right)_{i, j, k}\right)-\epsilon\left(D_{x x} \phi^{\ell+1}+\right.\) \(\left.D_{y y} \phi^{\ell+1}\right)_{i, j, k} \mid \leq \delta\) then

Return \(\phi^{\ell+1}\).
end
Set \(\bar{\phi}^{\ell+1}=2 \phi^{\ell+1}-\phi^{\ell}\).
Update \(\rho\) by
\[
\begin{aligned}
& \rho_{i, k}^{\ell+1}=\underset{y \in \mathcal{A}_{i, j, k}^{\ell}}{\arg \min }\left(y-\alpha_{i, j, k}^{\ell}\right)^{2}+\delta_{\left\{z_{i, j, k}^{1, \ell} \leq 0,-y \gamma\left(x_{i}, y_{j}, t_{k+1}\right) \geq z_{i, j, k}^{1, \ell}\right\}}\left(y \gamma\left(x_{i}, y_{j}, t_{k+1}\right)+z_{i, j, k}^{1, \ell}\right)^{2} \\
&+\delta_{\left\{z_{i-1, j, k}^{1, \ell}>0, y \gamma\left(x_{i-1}, y_{j}, t_{k+1}\right) \leq z_{i-1, j, k}^{1, \ell}\right.}\left(y \gamma\left(x_{i-1}, y_{j}, t_{k+1}\right)-z_{i-1, j, k}^{1, \ell}\right)^{2} \\
&+\delta_{\left\{z_{i, j, k}^{2, \ell} \leq 0,-y \gamma\left(x_{i}, y_{j}, t_{k+1}\right) \geq z_{i, j, k}^{2, \ell}\right\}}\left(y \gamma\left(x_{i}, y_{j}, t_{k+1}\right)+z_{i, j, k}^{2, \ell}\right)^{2} \\
&+\delta_{\left\{z_{i, j-1, k}^{2, \ell}>0, y \gamma\left(x_{i}, y_{j-1}, t_{k+1}\right) \leq z_{i, j-1, k}^{2, \ell}\right\}}\left(y \gamma\left(x_{i}, y_{j-1}, t_{k+1}\right)-z_{i, j-1, k}^{2, \ell}\right)^{2},
\end{aligned}
\]
where \(z_{i, j, k}^{1, \ell}=m_{i, j, k}^{1, \ell}+\sigma\left(D_{x}^{+} \bar{\phi}^{\ell+1}\right)_{i, j, k+1}, z_{i, j, k}^{2, \ell}=m_{i, j, k}^{2, \ell}+\sigma\left(D_{y}^{+} \bar{\phi}^{\ell+1}\right)_{i, j, k+1}\), \(\alpha_{i, j, k}^{\ell}=\rho_{i, j, k}^{\ell}+\sigma\left(\left(D_{t}^{-} \bar{\phi}^{\ell+1}\right)_{i, j, k+1}+f\left(x_{i}, y_{j}, t_{k+1}\right)-\epsilon\left(D_{x x} \bar{\phi}^{\ell+1}+D_{y y} \bar{\phi}^{\ell+1}\right)_{i, j, k+1}\right)\), and \(\delta_{C}\) denotes a function which takes the value 1 if the constraint in \(C\) is satisfied, and 0 otherwise. This optimization problem can be solved by comparing the function values of several candidates in \(\mathcal{A}_{i, j, k}^{\ell}\) defined in (72). For details, see Section B.4.1.
9
Update \(m_{i, j, k}^{1}\) and \(m_{i, j, k}^{2}\) for all \(i, j, k\left(k<n_{t}\right)\) by
\[
\begin{aligned}
& m_{i, j, k}^{1, \ell+1}=\max \left\{\min \left\{z_{i, j, k}^{1, \ell}, \rho_{i+1, j, k}^{\ell+1} \gamma\left(x_{i+1}, y_{j}, t_{k+1}\right)\right\},-\rho_{i, j, k}^{\ell+1} \gamma\left(x_{i}, y_{j}, t_{k+1}\right)\right\}, \\
& m_{i, j, k}^{2, \ell+1}=\max \left\{\min \left\{z_{i, j, k}^{2, \ell}, \rho_{i, j+1, k}^{\ell+1} \gamma\left(x_{i}, y_{j+1}, t_{k+1}\right)\right\},-\rho_{i, j, k}^{\ell+1} \gamma\left(x_{i}, y_{j}, t_{k+1}\right)\right\} .
\end{aligned}
\]
where \(z_{i, j, k}^{1, \ell}\) and \(z_{i, j, k}^{2, \ell}\) are defined in the last step.
0 end
Return \(\phi^{N}\).
- If \(z_{i, j, k}^{1, \ell} \leq 0\), we have \(m_{i, j, k}^{1, \ell+1}=\max \left\{z_{i, j, k}^{1, \ell},-\rho_{i, j, k} \gamma\left(x_{i}, y_{j}, t_{k+1}\right)\right\}\), and hence \(m_{i, j, k}^{1, \ell+1}\) only depends on \(\rho_{i, j, k}\) in the following form (denoting this function by \(G_{i, j, k}^{1,-}\) )
\[
m_{i, j, k}^{1, \ell+1}=G_{i, j, k}^{1,-}\left(\rho_{i, j, k}\right):= \begin{cases}-\rho_{i, j, k} \gamma\left(x_{i}, y_{j}, t_{k+1}\right), & \text { if }-\rho_{i, j, k} \gamma\left(x_{i}, y_{j}, t_{k+1}\right) \geq z_{i, j, k}^{1, \ell}  \tag{68}\\ z_{i, j, k}^{1, \ell}, & \text { if }-\rho_{i, j, k} \gamma\left(x_{i}, y_{j}, t_{k+1}\right)<z_{i, j, k}^{1, \ell}\end{cases}
\]
- If \(z_{i, j, k}^{2, \ell}>0\), we have \(m_{i, j, k}^{2, \ell+1}=\min \left\{z_{i, j, k}^{2, \ell}, \rho_{i, j+1, k} \gamma\left(x_{i}, y_{j+1}, t_{k+1}\right)\right\}\), and hence \(m_{i, j, k}^{2, \ell+1}\) only depends on \(\rho_{i, j+1, k}\) in the following form (denoting this function by \(G_{i, j, k}^{2,+}\) )
\[
m_{i, j, k}^{2, \ell+1}=G_{i, j, k}^{2,+}\left(\rho_{i, j+1, k}\right):= \begin{cases}\rho_{i, j+1, k} \gamma\left(x_{i}, y_{j+1}, t_{k+1}\right), & \text { if } \rho_{i, j+1, k} \gamma\left(x_{i}, y_{j+1}, t_{k+1}\right) \leq z_{i, j, k}^{2, \ell}  \tag{69}\\ z_{i, j, k}^{2, \ell}, & \text { if } \rho_{i, j+1, k} \gamma\left(x_{i}, y_{j+1}, t_{k+1}\right)>z_{i, j, k}^{2, \ell}\end{cases}
\]
- If \(z_{i, j, k}^{2, \ell} \leq 0\), we have \(m_{i, j, k}^{2, \ell+1}=\max \left\{z_{i, j, k}^{2, \ell},-\rho_{i, j, k} \gamma\left(x_{i}, y_{j}, t_{k+1}\right)\right\}\), and hence \(m_{i, j, k}^{2, \ell+1}\) only depends on \(\rho_{i, j, k}\) in the following form (denoting this function by \(G_{i, j, k}^{2,-}\) )
\[
m_{i, j, k}^{2, \ell+1}=G_{i, j, k}^{2,-}\left(\rho_{i, j, k}\right):= \begin{cases}-\rho_{i, j, k} \gamma\left(x_{i}, y_{j}, t_{k+1}\right), & \text { if }-\rho_{i, j, k} \gamma\left(x_{i}, y_{j}, t_{k+1}\right) \geq z_{i, j, k}^{2, \ell}  \tag{70}\\ z_{i, j, k}^{2, \ell}, & \text { if }-\rho_{i, j, k} \gamma\left(x_{i}, y_{j}, t_{k+1}\right)<z_{i, j, k}^{2, \ell}\end{cases}
\]

Therefore, depending on the sign of \(z_{i, j, k}^{1, \ell}\), the minimizer \(m_{i, j, k}^{1, \ell+1}\) is a piecewise linear function depending on either \(\rho_{i, j, k}\) or \(\rho_{i+1, j, k}\). Similarly, depending on the sign of \(z_{i, j, k}^{2, \ell}\), the minimizer \(m_{i, j, k}^{2, \ell+1}\) is a piecewise linear function depending on either \(\rho_{i, j, k}\) or \(\rho_{i, j+1, k}\).

Then, we plug the minimizers \(m^{1}\) and \(m^{2}\) into the original updating scheme to get a minimization problem of \(\rho\) only:
\[
\begin{align*}
& \rho_{i, j, k}^{\ell+1}=\underset{y \geq 0}{\arg \min }\left(y-\alpha_{i, j, k}^{\ell}\right)^{2}+\delta_{\left\{z_{i, j, k}^{1, \ell} \leq 0\right\}}\left(G_{i, j, k}^{1,-}(y)-z_{i, j, k}^{1, \ell}\right)^{2}+\delta_{\left\{z_{i-1, j, k}^{1, \ell}>0\right\}}\left(G_{i-1, j, k}^{1,+}(y)-z_{i-1, j, k}^{1, \ell}\right)^{2} \\
&+\delta_{\left\{z_{i, j, k}^{2, \ell} \leq 0\right\}}\left(G_{i, j, k}^{2,-}(y)-z_{i, j, k}^{2, \ell}\right)^{2}+\delta_{\left\{z_{i, j-1, k}^{2, \ell}>0\right\}}\left(G_{i, j-1, k}^{2,+}(y)-z_{i, j-1, k}^{2, \ell}\right)^{2} \\
&=\underset{y \geq 0}{\arg \min \left(y-\alpha_{i, j, k}^{\ell}\right)^{2}}+\delta_{\left\{z_{i, j, k}^{1, \ell} \leq 0,-y \gamma\left(x_{i}, y_{j}, t_{k+1}\right) \geq z_{i, j, k}^{1, \ell}\right\}}\left(y \gamma\left(x_{i}, y_{j}, t_{k+1}\right)+z_{i, j, k}^{1, \ell}\right)^{2}  \tag{71}\\
&+\delta_{\left\{z_{i-1, j, k}^{1, \ell}>0, y \gamma\left(x_{i-1}, y_{j}, t_{k+1}\right) \leq z_{i-1, j, k}^{1}\right\}}\left(y \gamma\left(x_{i-1}, y_{j}, t_{k+1}\right)-z_{i-1, j, k}^{1, \ell}\right)^{2} \\
&+\delta_{\left\{z_{i, j, k}^{2, \ell} \leq 0,-y \gamma\left(x_{i}, y_{j}, t_{k+1}\right) \geq z_{i, j, k}^{2, \ell}\right\}}\left(y \gamma\left(x_{i}, y_{j}, t_{k+1}\right)+z_{i, j, k}^{2, \ell}\right)^{2} \\
&+\delta_{\left\{z_{i, j-1, k}^{2, \ell}>0, y \gamma\left(x_{i}, y_{j-1}, t_{k+1}\right) \leq z_{i, j-1, k}^{2, \ell}\right\}}\left(y \gamma\left(x_{i}, y_{j-1}, t_{k+1}\right)-z_{i, j-1, k}^{2, \ell}\right)^{2} .
\end{align*}
\]

Given that each \(\delta\)-function can adopt values of either 0 or 1 , there exist a total of 16 distinct combinations, each corresponding to a unique minimizer. We integrate the positive parts of these minimizers into our pool of candidates, applying truncation due to the non-negativity of \(\rho\). These 16 candidates comprise the following ensemble:
\[
\begin{aligned}
\mathcal{A}_{1}=\left\{\left(\frac{\alpha_{i, j, k}^{\ell}-\sum_{\left(v_{0}, v_{1}\right) \in \mathcal{C}} v_{0} v_{1}}{1+\sum_{\left(v_{0}, v_{1}\right) \in \mathcal{C}} v_{0}^{2}}\right)_{+}: \mathcal{C} \subseteq\{ \right. & \left(\gamma\left(x_{i}, y_{j}, t_{k+1}\right), z_{i, j, k}^{1, \ell}\right),\left(\gamma\left(x_{i-1}, y_{j}, t_{k+1}\right),-z_{i-1, j, k}^{1, \ell}\right), \\
& \left.\left.\left(\gamma\left(x_{i}, y_{j}, t_{k+1}\right), z_{i, j, k}^{2, \ell}\right),\left(\gamma\left(x_{i}, y_{j-1}, t_{k+1}\right),-z_{i, j-1, k}^{2, \ell}\right)\right\}\right\} .
\end{aligned}
\]

We also include the boundary points as in Section B.2.1 to get the following set of all candidates
\[
\begin{equation*}
\mathcal{A}_{i, j, k}^{\ell}=\left\{0,\left(-\frac{z_{i, j, k}^{1, \ell}}{\gamma\left(x_{i}, y_{j}, t_{k+1}\right)}\right)_{+},\left(\frac{z_{i-1, j, k}^{1, \ell}}{\gamma\left(x_{i-1}, y_{j}, t_{k+1}\right)}\right)_{+},\left(-\frac{z_{i, j, k}^{2, \ell}}{\gamma\left(x_{i}, y_{j}, t_{k+1}\right)}\right)_{+},\left(\frac{z_{i, j-1, k}^{2, \ell}}{\gamma\left(x_{i}, y_{j-1}, t_{k+1}\right)}\right)_{+}\right\} \cup \mathcal{A}_{1} . \tag{72}
\end{equation*}
\]

Then, the minimizer \(\rho_{i, j, k}^{\ell+1}\) is chosen from these candidates by comparing their objective function values.```
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