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Abstract

We propose a novel fine-tuning method to achieve multi-operator learning through train-
ing a distributed neural operator with diverse function data and then zero-shot fine-tuning
the neural network using physics-informed losses for downstream tasks. Operator learning
effectively approximates solution operators for PDEs and various PDE-related problems, yet
it often struggles to generalize to new tasks. To address this, we investigate fine-tuning a
pretrained model, while carefully selecting an initialization that enables rapid adaptation to
new tasks with minimal data. Our approach combines distributed learning to integrate data
from various operators in pre-training, while physics-informed methods enable zero-shot fine-
tuning, minimizing the reliance on downstream data. We investigate standard fine-tuning
and Low-Rank Adaptation fine-tuning, applying both to train complex nonlinear target op-
erators that are difficult to learn only using random initialization. Through comprehensive
numerical examples, we demonstrate the advantages of our approach, showcasing significant
improvements in accuracy. Our findings provide a robust framework for advancing multi-
operator learning and highlight the potential of transfer learning techniques in this domain.

1 Introduction

In recent years, neural operators [1, 2, 3, 4, 5] and deep operator learning [1, 6, 7] have emerged as
powerful tools for approximating mappings between function spaces, particularly in the context
of solving partial differential equations (PDEs) [8, 9, 10, 11] and ordinary differential equa-
tions (ODEs) [12, 13]. These techniques hold great promise for various applications, including
physics simulations and engineering problems [14, 15, 16, 17, 18, 19, 20, 21, 22]. However,
traditional approaches often face significant challenges, primarily due to the requirement for ex-
tensive datasets [23, 24] and their inability to effectively handle heterogeneous input spaces [25].
As operators become increasingly complex, the need for more efficient learning methodologies
grows [26, 27].

To address the data limitations inherent in operator learning, physics-informed DeepONets [28,
29, 30, 31] have been developed. These models are designed to incorporate physical laws that
govern the behavior of PDEs and ODEs, thereby reducing the amount of training data needed
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while enhancing model interpretability. Despite their advantages, training physics-informed
DeepONets presents its own difficulties, particularly in identifying appropriate initial training
points. The complexity of the underlying physical systems often complicates the selection of
these points, which can hinder the overall training process.

Apart from data limitations, another key challenge in neural operator learning lies in handling
extrapolation. This involves leveraging a pretrained model to predict test samples that exhibit
properties distinct from the training examples. For instance, in [32], the authors address the
challenge of predicting downstream tasks with variations in input functions or function do-
mains, and they propose methods to quantify differences between input function distributions.
To tackle generalization and extrapolation for new operators—such as solution operators asso-
ciated with unseen PDEs — MOL approaches [33, 34, 35, 36, 37, 38, 39, 40, 41, 42] have been
developed. MOL aims to use a unified framework to learn multiple operators simultaneously. By
incorporating structures that encode operator-specific information, such as symbolic encodings
[36, 33, 39, 38, 43], MOL may have the ability to extrapolate to different input distributions and
unseen operators.

However, most MOL frameworks are computationally intensive, requiring extensive datasets, and
still face challenges in generalizing to PDEs with entirely new physical properties. To address
downstream tasks of arbitrary forms, fine-tuning with streaming data [39] can be an effective
strategy. The success of this technique relies on a well-initialized model and the quality of the
downstream task data. In scientific applications related to solving PDE; however, selecting a
suitable initialization or identifying a model that closely resembles the new tasks is challenging
[44]. Additionally, sufficient downstream data may not be available. In this work, we employ
distributed learning algorithms to achieve a robust initialization adaptable to downstream tasks.
Furthermore, we use physics-informed training techniques to enable zero-shot tuning, allowing
for effective adjustment without the need for downstream data.

Federated learning [45, 46], Deep Distributed Neural Operators (D2NO) [47], and Multi-Operator
Learning with Distributed Neural Operator (MODNO) [35] were introduced to address the chal-
lenges posed by heterogeneous multiscale input spaces and multi-operator learning (MOL). In
particular, D2NO and MODNO facilitate distributed learning by enabling the construction of
distinct operators tailored to specific input spaces. This modular framework not only enhances
flexibility but also leverages the collective contributions of all operators within a D2NO, ef-
fectively capturing a wide range of responses. These empirical properties make it an ideal
foundation for training operators in complex scenarios. Some recent advancements in scientific
machine learning indicate that training with a diverse dataset could produce a pretrained model
that adapts quickly to downstream tasks [39, 48]. For example, in [39], the authors demon-
strate that including data from diverse PDE solution operators improves the model’s capacity
for extrapolation and fine-tuning. In this work, we utilize the capabilities of D2NO/MODNO to
combine data from different operators, generating a robust pretrained model that is adaptable
for new tasks.

In this paper, we propose the use of fine-tuning as a form of transfer learning to improve op-
erator training. While fine-tuning has been extensively utilized in natural language processing
(NLP) [49], its application in the domain of operator learning remains very limited [32]. We
classify fine-tuning into two categories: full fine-tuning, where all parameters of the pretrained
model are updated during the training process, and parameter-efficient fine-tuning [50, 51, 52],
which updates only a small subset of parameters while keeping the majority of the model fixed.
Our objective is to leverage these fine-tuning techniques to enhance the training of complex non-
linear target operators that are often challenging to learn from random initialization, whether
due to their complexity or insufficient data. By leveraging pretrained physics-informed Deep-
ONets and D2NOs as starting points, we aim to establish a zero-shot fine-tuning approach and
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a robust pretraining model tailored for the downstream extrapolation tuning process.

We summarize the contributions of our paper below.

1. Enhanced Physics-Informed Operator Learning: We present a fine-tuning method that
extends pretrained DeepONets to achieve more accurate zero-shot operator fine-tuning
extrapolation. This approach leverages the physical principles embedded in both the pre-
trained and target operators, enabling models that not only outperform those trained from
random initialization but also produce predictions consistent with fundamental physical
laws. Remarkably, this is achieved without requiring additional supervised fine-tuning
data, facilitating physics-informed zero-shot extrapolation.

2. Fine-Tuning Deep Distributed Neural Operators: We introduce a fine-tuning strategy tai-
lored for D2NOs, showcasing how these operators can use prior knowledge from diverse
multiple pretrained models. This approach enhances flexibility and adaptability, enabling
the model to accurately approximate complex target operators across diverse scenarios
through physics-informed zero-shot extrapolation.

3. Low Rank Adaptation for Efficient Fine-Tuning: We implement LoRA techniques for both
physics-informed DeepONets and D2NOs, significantly reducing the number of parameters
that need to be trained during fine-tuning. This improves computational efficiency while
preserving the core strengths of the original pretrained models, making them more viable
for application in resource-constrained environments. The potential trade-off comes from
a reduction in the model’s expressiveness in certain operator contexts.

We organize the rest of the paper as follows. Section 2 reviews DeepONets, physics-informed
DeepONets, and D2NOs. Section 3 describes the proposed fine-tuning methods, including LoRA,
for both DeepONet and D2NO. In Section 4, we provide three examples that demonstrate the
advantages of the proposed method compared to training new operators from random initializa-
tion. Finally, Section 5 concludes the paper and discusses our future work.

2 Background

This section reviews the related operator networks: DeepONets, Physics-Informed (PI) Deep-
ONets, and D2NO/MODNO.

2.1 Deep Operator Networks

DeepONets [6, 1], are a novel class of neural network architectures designed to learn operators
that map functions to functions. They are particularly advantageous in applications involving
PDEs, where the operator is often complex and difficult to describe analytically. Formally, let
U be a space of functions and let V be the corresponding output space. A typical operator
G : U → V maps a function u ∈ U to another function v ∈ V.
The architecture of a DeepONet consists of two main networks: the branch network and the
trunk network. The branch networks take as input a discretization û of the input function
u, discretized using m sensors (sampled values). In contrast, the trunk network captures the
spatial or temporal domain of the output function, receiving a set of input coordinates x ∈ Rd

and learning to map these coordinates to the corresponding output values. The outputs of
the branch and trunk networks are combined (via a dot product) to yield the output of the
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DeepONet with trainable parameters denoted as θ as follows:

G[u](x) ≈ Gθ[û](x) =
K∑
k=1

pk(û)bk(x), u ∈ U , (1)

where G[u](x) is the predicted output function evaluated at the coordinates x, and pk denotes the
branch nets while bk(x) is the trunk basis net. The training procedure for DeepONets involves
using pairs of input-output function data to learn the underlying operator. Given a dataset of
triplets (ui, xi, vi) where ui is a function from U and vi = G[ui](xi) is the corresponding output
evaluated as xi, the network parameters θ ∈ Rp are optimized by minimizing a loss function
defined as:

L(θ) = 1

N

N∑
i=1

∥vi −Gθ[ui](xi)∥2 ,

where Gθ[ui](yi) is the output of the DeepONet for the input function ui at the coordinates xi,
and N is the total number of training samples. Once trained, DeepONets can efficiently evaluate
the learned operator on new input functions, making them a powerful tool for approximating
complex function mappings in various applications [53].

2.2 Deep Distributed Neural Operators

D2NOs [47, 35] are an advanced framework developed to efficiently learn mappings between
function spaces in distributed computing environments. D2NO was initially proposed to address
input function spaces with heterogeneous properties by processing functions with similar char-
acteristics locally. This framework was later extended to MODNO (Multi-Operator learning
with Distributed Neural Operators) [35] to tackle the challenge of multi-operator learning by
managing distinct output functions associated with different operators in a localized manner.

Consider we have C sub-datasets, D1, D2, . . . , DC , where each sub-dataset corresponds to a
unique set of data. In D2NO setting, one sub-dataset contains the input functions presenting
similar properties; while in MODNO settings, it is the data associated with one operator. Each
local client c manages its own local dataset Dc, and in the D2NO setting, the local loss function
for client c can be defined as:

Lc(αc;β) =

Nc∑
i=1

∥G[uc,i](·)−Gαc,β[ûc,i](·)∥2, uc,i ∈ Dc

where Nc is the number of input functions in dataset Dc and αc and β are the local and global
parameters for the branch networks to learn dedicated function encoding and trunk networks to
learn the shared output function basis, respectively. Notably, with a slight abuse of notation, we
will always use αc to denote the local parameters and β to denote the globally shared parameters.
For MODNO multi-operator learning setting, the c-th local loss for operator Gc can be defined
as,

Lc(αc;β) =

Nu∑
i=1

∥Gc[uc,i](·)−Gαc,β[ûc,i](·)∥2,

where uc,i is the input function of the operator Gc, αc represents the local parameters for the
trunk networks, which learn the basis for the output functions of different operators, while β
denotes the shared parameters used to encode the input functions. The global loss function
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which is used to update the shared parameters β across all clients using all data is then defined
as:

L(β;α) =
C∑
c=1

Lc(αc;β).

The training procedure for D2NO/MODNO involves the following steps:

1. Initialization: Initialize the weights and trainable parameters for each branch network and
the trunk network.

2. Local Updates: For each client c:

• Compute the local loss Lc(αc;β) using its dedicated dataset Dc.

• Update the local parameters αc:

αc ← αc − ηc∇αcLc(αc;β),

where ηc is the learning rate for client c.

3. Global Synchronization: After local updates, the centralized server aggregates the local
parameters and updates the shared network:

β ← β − η∇βL(β;α),

where η is the learning rate for the shared networks.

4. Iteration: Repeat the local updates and global synchronization for a predetermined number
of iterations or until convergence.

This distributed approach allows D2NO/MODNO to efficiently learn operators while accom-
modating heterogeneous input functions and MOL ultimately achieving improved predictive
accuracy and computational efficiency in various numerical experiments.

Finally, to facilitate the use of D2NO/MODNO for fine-tuning, we average the weights of the
local networks. This process effectively conserves information from a diverse set of responses of
an operator across multiple input spaces. The pretrained weights are computed as follows:

α =
1

C

C∑
c=1

αc.

This merging process not only captures the variability of responses but also provides a beneficial
warm start for fine-tuning, yielding a robust initialization that enhances the model’s adaptability
to target operators.

2.3 Physics-Informed Learning

Physics-Informed Neural Networks (PINN) is a data-free neural network approach for solving
PDEs [54, 55]. This technique can be applied to DeepONet, enabling it to approximate opera-
tors. For instance, consider a one-dimensional PDE ut − uxx = f defined on [0, 1] with periodic
boundary conditions. Here, we aim to learn the operator that maps the initial condition (IC)
to the solution at a later time. Let ui denote the i-th discretized input functions in the training
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dataset, we then denote the j-th point in its output function’s domain as (xij , tij), i.e. the quan-
tity G[ui](xij , tij), which is used for training the neural operator. We then solve the following
minimization problem:

min
θ

ω1

Nu∑
i=1

Nx∑
j=1

|ADt{Gθ[ui](xij , tij)} − ADxx{Gθ[ui](xij , tij)} − f(xij , tij)|2

+ ω2

Nu∑
i=1

Nic∑
j=1

|Gθ[ui](xij , 0)− ui(xij)|2

+ ω3

Nu∑
i=1

Nbc∑
j=1

|Gθ[ui](0, tij)−Gθ[ui](1, tij)|2.

Here, ADxx denotes the second-order derivative with respect to the network’s spatial input x
(the trunk input), while ADt represents the first-order derivative with respect to the network’s
temporal input t (also a trunk input); both derivatives are implemented using automatic dif-
ferentiation. The variable ωi represents the weights. The last term enforces periodic boundary
conditions.

Since optimizing DeepONet with PI training only needs the IC and boundary conditions (BC)
and does not require data, PI offers a supervised approach to approximate the operator. How-
ever, directly applying PI to a randomly initialized neural operator can lead to performance
challenges for many problems, such as slow convergence. In this work, we demonstrate that
with a MODNO/D2NO-initialized neural operator, PI can optimize the network in a zero-shot
setting (without data) and significantly enhance prediction accuracy.

3 Methodology

In this section, we introduce our proposed methods, including adopting a MODNO/D2NO
pretrained and averaged neural operator as well as PI fine-tuning.

3.1 Full Fine-Tuning of DeepONets

Full fine-tuning is a conventional approach utilized to adapt pretrained neural networks for
specific tasks by updating all model parameters during the training process. This method allows
the model to leverage the knowledge acquired during pretraining while also incorporating task-
specific information, resulting in improved performance on target datasets. The main idea
behind full fine-tuning is to refine the entire set of model parameters, enabling the model to
capture complex features relevant to the new task.

In the context of a neural network layer with weight matrix W ∈ Rm×n, full fine-tuning involves
directly updating the weights during the training process. The updated weight matrix can be
represented as:

W̃ = W +∆W,

where ∆W represents the changes applied to the weight matrix during fine-tuning. This ap-
proach allows the model to effectively adjust to the nuances of the new data, improving its
ability to approximate complex operators.

To implement full fine-tuning in the linear layers of the branch and trunk networks in a DeepONet
or merged D2NO, we first identify the linear trainable layers within these networks. Let B and
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T denote the branch and trunk networks, respectively, containing linear layers with weights WB
and WT . During the fine-tuning process, both WB and WT are updated as follows:

W̃B = WB +∆WB,

W̃T = WT +∆WT .

In this context, ∆WB and ∆WT are computed based on the gradients obtained from the physics-
informed loss function with respect to the target operators. This process allows the model to
effectively adapt its weights to the specific characteristics of the target data, thereby enhancing
its performance. During training, we optimize all parameters of WB and WT simultaneously,
enabling the fine-tuned DeepONet to learn the required adjustments for the target functions.
This approach leads to improved convergence and performance on complex operator approxima-
tions compared to training from random initialization. Once the full fine-tuning is completed,
we evaluate the model on new input functions and target operators, capitalizing on the pre-
trained knowledge encapsulated in the updated parameters. This comprehensive adaptation
ensures that the model can generalize effectively while accurately approximating the desired
target operators.

3.2 Low Rank Adaptation Finetuning of DeepONets

LoRA [50] is a technique designed to efficiently fine-tune pretrained neural networks by adding
low-rank parameter matrices to the existing model parameters. This approach enables the model
to adapt to new tasks with significantly fewer trainable parameters, reducing computational
costs while maintaining performance. The main idea behind LoRA is to decompose the weight
updates of the network into low-rank matrices, allowing for the capture of task-specific features
without the need for full fine-tuning of all model parameters. In the context of a neural network
layer with weight matrix W ∈ Rm×n, LoRA introduces two low-rank matrices, A ∈ Rm×r and
B ∈ Rr×n, where r is much smaller than m and n. During fine-tuning, instead of updating W
directly, the model learns the updates as follows:

W̃ = W +AB,

where W̃ is the adapted weight matrix used during inference. This structure allows the model
to leverage the pretrained knowledge while efficiently learning task-specific adjustments, leading
to enhanced adaptability with reduced computational overhead.

To apply LoRA fine-tuning to the linear layers of the branch and trunk networks in a DeepONet,
we first identify the linear transformations in these networks. Let B and T represent the branch
and trunk networks, respectively, which contain linear layers with weights WB and WT . Instead
of fine-tuning WB and WT directly, we introduce low-rank matrices AB, BB for the branch
network and AT , BT for the trunk network. The updated weights for these layers during fine-
tuning are then expressed as:

W̃B = WB +ABBB,

W̃T = WT +AT BT .

During training, we only optimize the parameters of the low-rank matrices AB, BB, AT , BT ,
while keeping WB and WT frozen. This approach enables the DeepONet to adaptively learn
additional operators for the target functions with a fraction of the parameters typically required,
allowing for faster convergence and improved efficiency in training. Once the LoRA parameters
are trained, we can evaluate the finetuned on new input functions and target operators while
still maintaining the benefits of the pretrained knowledge encapsulated in the frozen layers.
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Figure 1: Methodology demonstration for downstream PDE ut − uxx = f with initial condition
(IC) and Dirchlet boundary conditions (BC). AD denotes the auto-differentiaiton of the modern
machine learning software,

⊗
denotes the inner product.

3.3 MODNO/D2NO Pretraining and PI Fine Tuning

A strong initialization is crucial for downstream tasks, where a “good” initialization means the
model can quickly adapt to the new task with minimal data. In operator learning, a well-suited
initialization would be a neural operator trained on data from an operator with behavior similar
to the downstream task. However, there is limited research comparing different operators for
this purpose. Even when the pretraining and downstream operators exhibit similar behavior,
differences in the input function distributions can hinder performance if the pretrained operator
is directly used for initialization.

Recent work in multi-operator learning foundation models offers valuable insights for achieving
robust initialization by training on data from multiple operators. The key idea is to train a model
on a diverse set of operators, enabling it to adapt quickly to new tasks. However, since DeepONet
is designed for single-operator learning, it approximates only one operator at a time, limiting
its use with multi-operator data. To address this limitation, we adopt the MODNO/D2NO
algorithm. Specifically, since training requires mixing data from different operators to achieve
MOL, we will use the MODNO approach. In MODNO pretraining, we train a shared data
encoder (branch network) for the input function and use separate trunk networks to represent
output functions for different operators. After pretraining, we average the models to create an
effective initialization. As D2NO was introduced before MODNO, we will use D2NO in our
naming conventions in the numerical example sections. To adapt to downstream tasks, we will
use PI tuning, enabling zero-shot adaptation for extrapolation tasks involving new operators.
The numerical results in the next section validate the effectiveness of the proposed method. We
present a workflow of our methods in Figure 1.

4 Numerical Examples

This section presents four numerical examples that illustrate the advantages of our proposed
fine-tuning methods over fine-tuning/retraining a neural network trained with one operator
data and training new neural networks from random initialization to approximate operators. In
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our notation, PI-LoRA refers to physics-informed LoRA fine-tuning in a zero-shot setting, while
PI-Full denotes the standard zero-shot fine-tuning approach.

4.1 Example 1: Extrapolation of Burgers’-Type Equations

In the first example, we focus on the extrapolation of Burgers’-type equations. Specifically, we
investigate the mapping from the initial condition to the solution at the terminal simulation
time for the following PDE:

ut + ν

(
u2

2

)
x

= µuxx, t ∈ [0, T ], x ∈ [0, 2π], (2)

with periodic boundary conditions. The initial conditions are generated using the Gaussian
mixture model described in Section 4.1.2. To obtain models that will serve as the initialization
for fine-tuning to the target operator, we consider operators from three different equations: (1)
Equation 2 with parameters µ = 0.02, ν = 0.5, T = 1; (2) Equation 2 with µ = 0.03, ν = 0.5, T =
1; and (3) equation 2 with µ = 0.05, ν = 0.5, T = 0.5. The target operator corresponds to the
mapping from the initial condition to the solution of equation 2 with µ = 0.01, ν = 0.5, T = 1.

We compared three pretraining models: (1) pretraining using the D2NO/MODNO algorithm, (2)
pretraining with data from a single operator with µ = 0.05, ν = 0.5, and (3) random initialization
without pretraining. For each setting, we conducted experiments independently with different
random seeds, running each experiment 10 times, and presenting the average results in Table 1
and training error decay trajectory in Figure 2.

Fine-tune
Pretrain

D2NO µ = 0.05, ν = 0.5 Random

PI-LoRA 3.11% 3.49% -

PI-Full 4.99% 3.74% 21.14%

Table 1: Average relative errors across all testing samples. The errors represent the mean of 8
independent runs with different random seeds. The standard deviations for various experimental
settings are as follows: 0.15 for LoRA D2NO pretraining, 0.31 for LoRA single-operator pretrain-
ing, and 4.02 for random initialization. All numerical experiments follow the same experimental
settings, including training epochs, loss weights, learning rate scheduler, and other parameters.
The relative error decay with respective to the training epochs is presented in Figure 2.

Figure 2: Left: Relative error (in log scale) decay with respect to training epochs. Three full
tuning curves are dashed lines, and two LoRA training curves are solid lines. The final relative
errors are presented in Table 1. Right: A demonstration of the predictions.
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4.1.1 Analysis of Results

Firstly, We can observe from Figure 2 that all model trainings have been stabilized. As seen in
the last column of Table 1, a randomly initialized model fails to provide accurate predictions
in a zero-shot setting, underscoring the importance of fine-tuning. Second, when fine-tuning
a model trained with data from an operator exhibiting similar properties, the performance
shows a significant improvement over random initialization or training from scratch. However, a
search algorithm for an operator with properties similar to the target operator remains underex-
plored in the research. Therefore, training an initialization using data from multiple operators
may provide a better starting point for downstream tasks. The table shows that the proposed
D2NO/MODNO, which averages data from multiple operators, provides a robust initialization,
enabling the fine-tuned model to achieve optimal performance. This highlights the effectiveness
of using federated algorithms for model pretraining, as demonstrated in [56] for an engineering
problem. Additionally, we observe an improvement in accuracy when using PI-LoRA for this
experiment. As outlined in Section 4.1.2, PI-LoRA tunes far fewer parameters than PI-Full,
with a parameter count of 32.9K compared to 65.2K. This indicates a substantial reduction in
computational device memory usage.

4.1.2 Pretraining and Fine-Tuning Details

To generate the pretraining data, we create the initial conditions using normal distributions with
random means and variances. The means and standard deviations are uniformly sampled from
the intervals [2π, 4π] and [0.3, 1], respectively. For the testing data, or the initial conditions for
the testing operator, we follow the same process but shift the distribution by 0.01 to increase
the difficulty of the extrapolation. In the PI fine-tuning process, we use 17 temporal points and
40 spatial points, uniformly sampled, to construct the equation loss. For sampling the initial
condition, we use 26 points along with 200 input-output function pairs. No additional data is
used during the fine-tuning process.

The network consists of 10 basis functions. Each branch network has a fully connected structure
with dimensions Ni×100→ 100×1, where Ni = 13 represents the input dimension or discretiza-
tion mesh size. For the LoRA implementation in the branch networks, we set the rank to 10.
The trunk network follows a fully connected structure with layers sized Ni×100→ 100×100→
100 × 100 → 100 × 100 → 100 × 100 → 100 × 10. For the LoRA implementation in the trunk
network, we set the rank to 10 for all layers except the last, where the rank is set to 4. This
network structure is used in all subsequent experiments.

4.2 Example 2: Extrapolation of the Porous Media Equations

In this example, we consider the porous media equations of different orders, specifically:

ut − (uxx)
m = f, x ∈ [0, 2], t ∈ [0, 0.01]. (3)

We investigate the D2NO pretrained model, which is trained using data from three operators
that map the initial condition to the solution at later times: equation (3) with (1) m = 1 and
f(x) = 1

5 sin(2πx), (2) m = 3 and f(x) = 1
5 cos(2πx), and (3) m = 4 and f(x) = 1

10 sin(2πx).
We test the target operator with m = 2 and f(x) = 1

5 sin(2πx).
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Fine-tune
Pretrain

D2NO m = 1 porous media Random

PI-LoRA 5.49% 6.14% -

PI-Full 6.57% 8.51% 12.57%

Table 2: Average relative errors for all testing samples in the porous media equation example.
The errors represent the average of 10 independent runs with different random seeds. The
standard deviations for various experimental settings are as follows: 0.26 for PI-LoRA D2NO
pretraining, 0.25 for PI-LoRA single-operator pretraining, and 2.50 for random initialization. All
numerical experiments use the same settings (training epochs, loss weights, etc.). Notably, the
training and testing operators do not share the same input function distributions, as described
in Section 4.2.2.

4.2.1 Analysis of Results

From Table 2, we observe that using PINN-DeepONet to directly solve the target operators
results in a relatively high error of 12.57%. However, when we use a pretrained model that
closely approximates the target, as proposed, the error significantly decreases to 6.14%, as
shown in the third column. Selecting an operator with similar properties can be challenging,
though. To address this, we applied the MODNO/D2NO-based method, which pretrains an
averaged model. This approach further reduces the error to 5.49%, demonstrating that the
proposed methods provide a robust initialization for downstream tasks.

4.2.2 Pretraining and Fine-Tuning Details

In this example, the training and testing input functions (initial conditions of the PDEs) are
generated by different functions. Specifically, the input functions for the training and testing
operators are defined as: u(x;w) = w1 sin(πx) + w2 sin(2πx) + w3 sin(4πx) + w4 sin(6πx) +
w5 cos(πx)+w6 cos(2πx)+w7 cos(4πx)+w8 cos(6πx)+w9, where wi ∼ U(−2, 2) for i = 1, . . . , 8
and w9 ∼ U(0.1, 2). In the PI fine-tuning process, we use a 17×40 temporal-spatial discretization
and study 250 input-output function pairs.

4.3 Example 3: Extrapolation of the Diffusion-Reaction Equations

In this example, we consider the diffusion-reaction equations, given by:

ut − uxx + g(u) = f(x), x ∈ [0, 2], t ∈ [0, 0.01], (4)

with Dirichlet boundary conditions u(0) = u(2) = 1. The D2NO pretrained model is based on
three operators that map the initial condition to the solutions at later times: (1) g(u) = −u and
f(x) = expx, (2) g(u) = −5u2 and f(x) = x2, and (3) g(u) = −u(1−u) and f(x) = sin(x). The
target operator corresponds to the solution operator of the equation g(u) = −(u − 0.5)(u − 1)
and f(x) = cos(πx). The results are presented in Table 3.
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Fine-tune
Pretrain

D2NO g(u) = −5u2, f(x) = x2 Random

PI-LoRA 3.24% 3.41% -

PI-Full 3.43% 5.14% 4.66%

Table 3: Average relative errors for all testing samples in the diffusion-reaction equation example.
The errors represent the average of 10 independent runs with different random seeds. The
standard deviations for various experimental settings are as follows: 0.04 for LoRA D2NO
pretraining, 0.24 for LoRA single-operator pretraining, and 0.46 for random initialization. All
numerical experiments use the same settings (training epochs, loss weights, etc.). Notably, the
training and testing operators do not share the same input function distributions, as detailed in
Section 4.3.2.

4.3.1 Analysis of Results

Similar to the first two examples, the model pretrained using the proposed MODNO/D2NO
approach outperforms both single-operator data pretraining and random initialization. Further-
more, PI-LoRA fine-tuning outperforms PI-Full in both time/memory efficiency and prediction
accuracy. Specifically, in terms of computational time, PI-LoRA slightly outperforms PI-Full,
taking 187 seconds compared to 191 seconds. However, the difference in computational mem-
ory is more significant, with PI-LoRA requiring only 32,860 parameters, while PI-Full requires
65,200 parameters.

4.3.2 Pretraining and Fine-Tuning Details

We first present the input functions used for training and testing. Specifically, for all operators
involved in pretraining and testing, the input functions are generated by the following series:
u(x;w) = w1 sin(πx) + w2 sin(2πx) + w3 sin(4πx) + w4 sin(6πx) + w5 cos(πx) + w6 cos(2πx) +
w7 cos(4πx)+w8 cos(6πx)+w9, where wi ∼ U(−2, 2) for i = 1, . . . , 8 and w9 ∼ U(0.1, 2). In the
physics-informed fine-tuning process, we use a 17×40 temporal-spatial discretization and study
250 input-output function pairs. The network structures and LoRA training details remain the
same as in the first experiment.

4.4 Example 4: Extrapolation of Two Different PDE Families

In this example, we consider the case where the pretraining operators and downstream operators
belong to two different PDE families. Specifically, we pretrain using operators from three porous
media equations, as outlined in Section 4.2, and then apply a diffusion-reaction type downstream
operator, as discussed in Section 4.3. We present the solutions of these two operators in Figure
3 and summarize the results in Table 4.
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Figure 3: Demonstration for two solution operators: (1) diffusion-reaction system (4) with
g(u) = −(u − 0.5)(u − 1) and f(x) = cos(πx), (2) Porous media system (3) with degree 2 and
f(x) = 1

5 sin(2πx). Porous media solutions are utilized in constructing the MODNO/D2NO
pretraining model, while the downstream task is the reaction-diffusion system. We ran the
numerical experiments for 8 times with different random seeds, and the standard deviations
for various experimental settings are as follows: 0.04 for RD pretrained model, 0.05 for PM
pretrained model, and 0.46 for random initialization.

Fine-tune
Pretrain

RD PM Random

PI-LoRA 3.24% 3.33% 4.66%

Table 4: Average relative errors for all testing samples in the reaction-diffusion (RD) example
from Section 4.4. Notably, we study the pretraining model derived from porous media (PM)
equations, which differ from the downstream target tasks (RD). The errors represent the average
of 10 independent runs with different random seeds. All numerical experiments use the same
settings (training epochs, loss weights, etc.)

5 Conclusion

In this work, we have presented an innovative framework for fine-tuning operator learning
methodologies by integrating physics-informed DeepONets and Deep Distributed Neural Op-
erators. By addressing the limitations of traditional operator learning approaches, we have
shown that pretrained models can be effectively used to reduce data requirements and enhance
the accuracy of operator approximations. Our use of fine-tuning techniques offers flexibility in
training complex nonlinear target operators, enabling efficient adaptations to various scenarios.
In our future work, we plan to extend this framework to scientific foundation models by combin-
ing fine-tuning with uncertainty quantification, ensuring proper adaptability in diverse contexts.
Our findings support a shift towards leveraging pretrained models in multi-operator learning,
promoting more efficient and interpretable machine learning solutions in complex scientific and
engineering applications.
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