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Abstract

We propose to perform mean-field variational inference (MFVI) in a rotated coordinate
system that reduces correlations between variables. The rotation is determined by principal
component analysis (PCA) of a cross-covariance matrix involving the target’s score function.
Compared with standard MFVI along the original axes, MFVI in this rotated system often
yields substantially more accurate approximations with negligible additional cost.

MEFVI in a rotated coordinate system defines a rotation and a coordinatewise map that
together move the target closer to Gaussian. Iterating this procedure yields a sequence of
transformations that progressively transforms the target toward Gaussian. The resulting
algorithm provides a computationally efficient way to construct flow-like transport maps: it
requires only MFVI subproblems, avoids large-scale optimization, and yields transformations
that are easy to invert and evaluate. In Bayesian inference tasks, we demonstrate that the
proposed method achieves higher accuracy than standard MFVI, while maintaining much lower
computational cost than conventional normalizing flows.

1 Introduction

Sampling from an unnormalized density is a fundamental problem in statistics, with applications in
Bayesian inference, inverse problems, statistical mechanics, and many others. Markov chain Monte
Carlo (MCMC; [44, 25]) provides a general-purpose framework for this task, but it can become
computationally expensive when applied to large datasets and often suffers from slow mixing in
high dimensions. The difficulties are compounded when the target distribution exhibits strong
correlations, variable curvature, or multiple modes—features that frequently arise in hierarchical
models and demand sophisticated algorithmic adaptation. Additionally, while ensemble methods
enable some degree of parallelization, the sequential dependence inherent in Markov chains limits
their scalability on modern hardware.

Variational inference (VI; [31, 57, 7]) offers a scalable alternative by recasting sampling as an
approximation problem: the goal is to find a distribution within a pre-specified variational family that
is closest to the target under a divergence measure. A widely used variational family is the mean-field
family, which approximates the target with a product distribution. Mean-field variational inference



(MFVI) is conceptually simple and can be implemented efficiently using coordinate ascent algorithms
(CAVT; [6]). MFVI has been extensively studied, including its consistency and convergence rates
in statistical estimation [5, 61], applications to model selection [62], algorithmic convergence of
CAVI [2, 38, 4] and alternative algorithms [56, 16, 30], and theoretical properties for log-concave
targets [36]. Despite its computational appeal and theoretical understanding, MFVI is known to
underestimate marginal variances and to yield over-confident uncertainty quantification, as it cannot
capture dependencies among coordinates [58, 45].

Beyond MFVI, richer variational families can be constructed to capture correlations, such as
by using multivariate Gaussian or mixture distributions [46, 39, 10]. A more flexible approach,
inspired by generative modeling, parametrizes the variational family as the pushforward of a simple
reference distribution (e.g., a standard Gaussian) through an expressive class of transport maps.
Normalizing flows [50, 47] offer a general framework for this construction by composing multiple
simple, invertible transformations. With sufficient capacity, flows achieve leading performance in
density estimation and generative modeling [14, 17, 60]. For sampling tasks, recent empirical studies
show that flows can approximate complex targets with high accuracy, but only under demanding
conditions: the model must be highly expressive, optimization requires very large Monte Carlo
batches (e.g., 219 samples), and the learning rate must be carefully tuned [8, 1]. While normalizing
flows offer a promising approach to sampling, the training cost remains prohibitively high for many
practical applications.

Motivated by the tractability of MFVI and the compositional design of normalizing flows, we
propose a simple but effective strategy: construct expressive transport maps by iteratively performing
MFVTI in different coordinate systems. The key insight is that while MFVI in any fixed coordinate
system produces only a product distribution, alternating between MFVI steps and orthogonal
rotations can capture complex dependencies. This raises a natural question: What is the best
coordinate system in which to perform MFVI?

To address this question, we analyze how the choice of coordinate system affects the reduction
in Kullback-Leibler (KL) divergence achieved by MFVI. We show that this reduction is governed by
the projected Fisher information [35] of the target distribution p relative to the standard Gaussian.
We further derive a convenient lower bound for this quantity, expressed in terms of the matrix

H =Exono,1,) [x(Viogp(x) +x)7],

which is the cross-covariance between x ~ N (0, I;) and the relative score V log p(x) +x. Importantly,
this lower bound is maximized when the rotation is chosen as the eigenvectors of H, yielding a
natural PCA-type procedure that we call relative score PCA.

Performing MFVI in such a rotated coordinate system yields a transport map composed of
a rotation followed by a coordinatewise transformation, together moving the target closer to the
standard Gaussian. Repeating this procedure leads to an iterative scheme in which each iteration
consists of two steps:

e Relative score PCA: Compute the principal components of H to determine the rotation for
the current target distribution;

e MFVI: Perform mean-field variational inference in this rotated coordinate system to obtain a
coordinatewise map.

The composition progressively pushes the target toward the standard Gaussian, with each
iteration involving only a PCA step and an MFVI update—both computationally efficient and



straightforward to implement. We refer to this iterative algorithm as iterative Gaussianization, as it
conceptually parallels the Gaussianization method for density estimation [11]. In this analogy, the
rotation serves as a “decorrelation” step, aiming to make the coordinates of the target distribution
as independent as possible, while the MFVI step acts as “marginal Gaussianization,” transforming
each coordinate separately toward Gaussian. In Gaussianization for density estimation [11], the
rotation is chosen via linear independent component analysis (ICA), a special case of projection
pursuit [20, 29, 21]. In the same spirit, the proposed relative score PCA can be viewed as a projection
pursuit method in the sampling context, where one does not have access to samples but can query the
score function of the target. Just as projection pursuit iteratively uncovers “interesting” structure
in data through linear projections, the proposed method iteratively reveals the “non-Gaussian”
structure of the target distribution.

Performing MFVT on a rotated target can also be viewed as a form of model reparametrization,
a long-standing idea in Bayesian computation for improving the efficiency of inference algorithms.
Classical examples include the centered and non-centered parametrizations in hierarchical models [48].
Recent work has extended this principle to variational inference, where suitable reparametrizations
can substantially improve the quality of variational approximations [55]. In contrast to these
model-specific strategies, the proposed rotation method provides a data-driven, model-agnostic
reparametrization that relies solely on the score function of the target distribution. Moreover,
the proposed relative score PCA complements existing PCA-based approaches such as active
subspaces [12] and certified dimension reduction [59], which seek informative low-dimensional
subspaces. In contrast, our goal is to identify rotations that best facilitate coordinatewise updates;
see Section 4.2 for a detailed comparison.

In summary, the main contributions of this work are as follows:

1. We develop a principled approach to enhance standard MFVI by performing it along the
principal components identified by relative score PCA. The PCA step incurs negligible overhead
yet can significantly improve the accuracy of the mean-field variational approximation.

2. Building on this idea, we introduce an iterative framework that alternates between relative
score PCA and MFVI, progressively transforming the target distribution toward the standard
Gaussian. The resulting transport maps achieve expressiveness comparable to normalizing
flows while avoiding their heavy training costs. They are easily invertible with tractable
Jacobian determinants, enabling efficient approximate sampling and density evaluation.

3. Our theoretical analysis establishes a characterization of Gaussianity: if a distribution admits
the standard Gaussian as its optimal mean-field approximation under any rotation, then the
distribution itself must be standard Gaussian (see Theorem 3.2). This result identifies the
standard Gaussian as the unique stationary point of the proposed iterative algorithm and
provides a characterization of mean-field optimality under rotations that may be of independent
interest.

The remainder of the paper is organized as follows. Section 2 reviews MFVI and introduces
the idea of performing it in rotated coordinate systems. Section 3 analyzes how the choice of
rotation influences the KL divergence achieved by MFVI. Section 4 builds on this analysis to develop
the relative score PCA procedure for selecting rotations, and discusses its connections with Stein
discrepancy and alternative score-based PCA methods. Section 5 extends the one-step approach
into the full iterative Gaussianization algorithm. Section 6 presents numerical results on a variety of



sampling tasks. Finally, Section 7 concludes the paper, and Appendices A and B provide proofs and
additional experimental details.

2 MFVI with rotations

We begin by reviewing mean-field variational inference (MFVI) and then describe how it can be
performed in rotated coordinate systems.

Let p denote the target distribution supported on R?, with density p(x) o< exp(—U(x)) assumed
to be continuously differentiable. Let P04 be the set of all product measures on R? whose densities
are positive and continuously differentiable. Define F as the set of coordinatewise diffeomorphisms
on R ie. F={F:R¢—R?| F(x)=(Fi(21),...,Fa(zq)), Fi : R — R diffeomorphism}. For a
distribution p and diffeomorphism F on R?, the pushforward F#p denotes the distribution of F(X )
when X ~ p. Let v = N(0, I) denote the standard Gaussian distribution on R,

2.1 Mean-field variational inference

MFVT approximates the target p with a product distribution that minimizes the KL divergence:

¢* = argmin KL(¢| p), (1)
qEPprod

where the Kullback-Leibler (KL) divergence is defined as

KL(g|p) = E, [mg Ziiiﬂ |

The solution ¢* of problem (1) satisfies the first-order optimality condition
Vo, log g (zi) = Eg» [Va, logp(x)], i=1,...,d, (2)

where the derivatives are understood in the weak sense, and E,- = denotes expectation under ¢*
conditioned on z;. See [2, Equation 4.7] for a derivation under the assumptions that ¢* has finite
m-th moment (m > 2), and |logp(x)| < c¢(1 + ||x||5), [V log p(x)]l2 < ¢(1 + ||x]|5*) for some ¢ > 0
and almost every x € R%. We assume these conditions throughout.

In general, the solution of the mean-field equation (2) need not be unique. If the potential
function U(x) is convex, all solutions of (2) are global minimizers of the MFVI problem (1). If U is
strongly convex, the global minimizer is unique [36, Theorem 1.1, Proposition 3.9].

The MFVI problem (1) can equivalently be formulated as finding the best coordinatewise map
that pushes the standard Gaussian v forward to p:

F* = argmin KL(F#~ || p).
FeF

Once F* is obtained, we can Gaussianize the target by defining p* := F*~1#p, which is closer to
the standard Gaussian than the original target p, since

KL(y|[p") = KL(F"#v| p) < KL(v| p).



Algorithm 1 Coordinatewise Gaussianization via MFVI

Input: Target distribution p
Solve for F* = argmin KL(F#~ || p)
FeF

return p* := F* " 14#p

The equality follows from the invariance of KL divergence under invertible transformations, and
the inequality follows from the optimality of F*. Thus, MFVI yields a coordinatewise map that
Gaussianizes the target, as summarized in Algorithm 1.

After the Gaussianization step in Algorithm 1, the transformed target p* has the standard
Gaussian v as its optimal MF approximation. By the optimality condition (2), this implies that

E, , [Va logp*(x)] = —z;, i=1,...,d. (3)

2.2 MFVI in a rotated coordinate system

Performing MFVI in the standard coordinate system produces only coordinatewise maps. To
introduce dependence among variables, we alternate coordinatewise maps with orthogonal rotations.
Given an orthogonal matrix R € R%*¢ with RRT = I;, we first rotate the target distribution to
pr = R+#p, whose density is pr(x) = p(RTx), and then perform MFVI for the rotated target.
Specifically, we solve

F* = argmin KL(F#~ || pr).
FeF

As before, once F* is found, the target is transformed to p} := F*~'#ppg, which is closer to the
standard Gaussian than the original target p, since

KL(v | pr) < KL(vllpr) = KL(v | p),

where the equality holds because KL divergence is invariant under orthogonal transformations and
the standard Gaussian distribution - is rotationally invariant.

The goal is to choose a rotation R that minimizes KL(y || p}). In the ideal situation where pg is
already a product distribution, the MF approximation becomes exact, and KL(v || p%;) = 0. This
motivates choosing R so that pr has as little dependence across coordinates as possible.

To build intuition, we consider the copula representation of p. By Sklar’s theorem [51], any
continuous density p can be written as the product of its marginals p; and a copula ¢ that encodes
dependence:

d
p(x) = Hpj(ffj) ~e(Pr(z1), ..., Pi(za)),

where P; is the cumulative distribution function (CDF) of p;, and c is a joint density on [0, 1]¢ with
uniform marginals. Based on the copula expression of p, the KL divergence between v and p can be
decomposed as [24]

d
KL(y | p) = > KL(y; || p;) + KL(Unif (0, 1)? || (P 0 27" ())), (4)

j=1



where ®~! is the inverse CDF of standard normal, and P o ®! is applied coordinatewise to the
uniform vector u ~ Unif(0,1)?. The first term in (4) measures the non-Gaussianity of each marginal
p;j, while the second term measures the dependence among components.

Since KL(v || p) = KL(v || pr), any rotation R that reduces dependence among the coordinates
of pr necessarily increases the non-Gaussianity of its marginals. Thus, to make pg closer to a
product distribution, one should find a rotation that exposes the non-Gaussian features of p along
the coordinate axes.

3 MFVI improvement

Performing MFVT on the rotated target pr achieves the KL divergence inf pe 7 KL(F#7v | pr). Our
goal is to choose R in order to minimize this quantity. To this end, we define the MFVI improvement
as

Amrvi(p) = KL(v [ p) - jnf KL(F#~ || p),

which measures the reduction in KL divergence achieved by MFVI, relative to the baseline KL
divergence between ~ and p.
We use v as the baseline for three reasons. First, because « is rotationally invariant,

Anrvi(pr) = KL(v || p) — Jnf KL(F#~ || pr)-

Thus, maximizing Appvi(pr) over R is equivalent to minimizing inf pe 7 KL(F#7 || pr), which is
our original goal. Second, by Maxwell’s theorem, the isotropic Gaussian is the only product measure
that is rotationally invariant, so no other product distribution would satisfy the first property. Third,
when MFVT updates (Algorithm 1) are applied iteratively, the transformed target at each stage has
v as its optimal mean-field approximation. Hence, at the start of each iteration, «y is the natural
baseline against which to measure improvement. We emphasize, however, that the analysis in this
section does not rely explicitly on the assumption that v is the optimal mean-field approximation of

p-

3.1 Projected Fisher information

The intuition from Section 2.2 suggests that the rotation R should be chosen to expose the
non-Gaussian structure of the target p along the coordinate axes. To formalize this, we need a
quantitative measure of coordinatewise non-Gaussianity that is both computationally tractable
and easy to optimize over R. A natural first candidate is the Fisher divergence Dg(v,p) =
E, [[VIogv(x) — Viogp(x)|3]. However, the Fisher divergence is invariant under orthogonal
transformations; that is Dp(y,pr) = Dr(y,p). As a result, it provides no guidance for choosing R.

Instead, we turn to the projected Fisher information introduced by [35], which captures precisely
the coordinatewise discrepancy that MFVI seeks to correct. For a product distribution ¢ and a
target distribution p, it is defined as

d

I(g,p) =) E, |:(Eqi(vi logg(x) — V; 10gp(X))>1 ) (5)

i=1



where E, , denotes the expectation under g conditioned on the i-th coordinate. The conditional
expectation E,_, [V;log ¢ — V;log p| discards the score information that is orthogonal to the i-th
coordinate. Therefore, I (¢,p) can be interpreted as the squared norm of the orthogonal projection
of the score mismatch onto the subspace of coordinatewise functions. It measures the portion of the
discrepancy between g and p that can be corrected by adjusting only the marginals.

The next lemma shows that vanishing projected Fisher information is equivalent to the mean-field

optimality condition.

Lemma 3.1. A product distribution q satisfies the first-order optimality condition (2) if and only if
I(q,p) = 0.

Proof. Note that I(g,p) = 0 if and only if E, ,[Vilogg — V;logp] = 0 almost surely for 1 <i <d.
This condition is equivalent to V;logg¢;(x;) = Eq_, [V, logp], which coincides with the first-order
optimality condition for the MFVI problem in Equation (2). O

The following result shows that if the standard Gaussian ~y satisfies the MFVI optimality condition
for pr under almost every rotation R, then p itself must be Gaussian.

Theorem 3.2. If f(v,pR) = 0 for almost every orthogonal matriz R, then p = .

The projected Fisher information I (¢,p) is not a divergence: I (¢,p) = 0 does not imply ¢ = p.

However, for the Gaussian reference v, if I(y, pr) is zero for almost every R, then p = . Consequently,
the quantity I (v, pr), when maximized or averaged over R, does behave as a divergence between p
and 7. The proof proceeds by showing that all higher-order Hermite coefficients of log(p/~) vanish
if I(,pr) = 0 for almost every R; see details in Appendix A.1.

If p is log-concave and I (7,p) = 0, then the standard Gaussian ~ is already the optimal MF
approximation of p, thus the MFVI improvement Aypyi(p) must be 0. However, unless p = v, we
can always rotate p by some orthogonal matrix R so that I (v, pr) is strictly positive, in which case
~ is not the MF approximation of pg, thus Anpyi(pr) is strictly positive.

Following the above discussion, each MFVTI step can be seen as driving the projected FI I (v,pR)
to zero. The larger T (v,pr) is, the greater the reduction in projected FI, which suggests choosing
R to maximize I (v,pr). Next, we show that projected Fisher information is directly linked to the

MFVI improvement.

3.2 Projected FI controls MFVI improvement

We now make precise the connection between I(v, p) and the MEVI improvement Aypyi(p), following
the techniques of [35]. In particular, it is shown in [35] that

Anrpvi(p) = /OOO I(qs, p)dt, (6)

where ¢; is the law of the independent projection of the Langevin dynamics {X;};>o at time ¢, which
is the solution of

dX,; = —E, , [V,UX)]dt +V2dB,;, 1<i<d.

i

Here, U(x) = —logp(x), the initial condition is Xo ~ v, and B; = (B 1,...,Biq) € R? is a
standard Brownian motion in R%. In this dynamics, each coordinate Xt evolves with a drift term



that depends only on its own value. As a result, the coordinates of X; remain independent for all
t > 0. The law of X;, denoted as ¢, is always a product distribution.

Equation (6) shows that the MFVI improvement is the time integral of the projected Fisher
information along the independent projection dynamics. Furthermore, when the log density is
strongly concave and smooth, the MFVI improvement can be bounded above and below by the
initial projected FI I (v,p), up to a correction term, as stated in the following theorem.

Theorem 3.3 (Adapted from [35, Theorem 2.5]). Suppose p(x) x exp(—U(x)), with \lg =
V2U(X) =< LI; for some constants 0 < A < L < co. Then

211:( (v,p) — J) < Awpvi(p) < %(f(v,p)—J),

where J =234, I B, [(Vihe,i(2))?] dt and
hii(xi) = Viogqui(x:) + Eq, _, [ViU ()]

The proof is adapted from [35] and is provided in Appendix A.2.

This theorem shows that the MFVI improvement is controlled by I(v,p) — J. Since J < I(v,p),
the correction term .J is of the same or a smaller order than I (v,p). This implies that the projected
Fisher information I (7, p) serves as a key quantity governing the MFVI improvement, and motivates
choosing the rotation R to maximize f(mpR).

3.3 Lower bound on projected FI

The previous discussion motivates maximizing I (v,pr) over R. However, computing and optimizing
I (v, pr) directly is difficult, since it involves nested expectations and optimization over the orthogonal
group. To address this, we derive a convenient lower bound on I (v,pr) that makes the problem
more tractable.

Let h(x) = Vlogp(x) + x denote the relative score between p and 7, and define the cross-
covariance matrix between x ~ v and h(x) as

H = H(p) = E, [xh(x)T]. (7)

Theorem 3.4 (Lower bound on projected FI). The projected Fisher information f(7,pR) s lower
bounded by

Equality holds if p = N(0,%).
Proof of Theorem 3.4. By the definition of I(v,p), we have

d d

I(v,p) = ) Evy [(Bq, [Vilogp(x) +zi])?] = ) By, [(By, [hi()])?] -

i=1 i=1



Applying Cauchy-Schwarz inequality,

E, [(E hi(x0)] )2] By [17] 2 (B By i) -2]) = (B, b))
Therefore, I(v,p) > Z?:l H(p)?%. In particular, we have (7, pr) > Z?Zl H(pr)?, where

y=RTx

H(pr) = E, [x(RV log p(R7x) +x)7] "= " E, [(Ry)(RV log p(y) + )]
RE, [y(Vlogp(y) +y)T] RT = RH(p)RT.

This proves that I(v,pr) > Z‘Z:l(RHRT)ZZi, where H = H (p).
Finally, when p = A/(0, %), one can check that H = I; — £, and I(v,p) = 2?21(2;1.1 -1)2=

S>% | H2, which shows that the bound is tight. O

As a sanity check, if I(y,p) = 0 and R = I, then I(y,pg) = I(v,p) = 0. In this case, the
lower bound is also 0, since Z?:l(RHRT)fi = 2?21 H2 = 0. The last equality follows from the
MFVTI optimality condition in Equation (3). In addition, the matrix H is symmetric because
H =E, [V2logp(x) + I3 by Stein’s identity.

Theorem 3.4 thus provides a convenient lower bound for T (v,pr) that is straightforward to
compute and optimize, as we show next.

4 Relative score PCA

Building on the analysis in the previous section, we propose to choose the rotation R by solving

d

T)2
Rz ;(RHR ) ®)

The solution is straightforward: the optimal R is the orthogonal matrix that diagonalizes H.

Proposition 4.1. Suppose H has eigendecomposition H = VDVT, where D = diag(v1,...,vq) is
the diagonal matriz of eigenvalues. Then in-izl(RHRT)2 s mazimized when R = V7T, in which case

d
I(y.pr) > Y _v?.
=1

In practice, it is often unnecessary to compute the full eigendecomposition of H. One can instead
compute only the leading eigenvectors corresponding to the eigenvalues with largest magnitude. A
practical strategy is to select the top r eigenvectors that explain, for example, 95% of the total
variance. In particular, if RT consists of r eigenvectors of H corresponding to eigenvalues v, ..., v,
then I(y,pr) > 37—, v}

If R is drawn uniformly at random, the expected I (v, pr) also admits a lower bound that depends
on the spectrum of H.



Corollary 4.2 (Random rotation). If R is a uniformly random orthogonal matriz, then
d d

En [10.m)] 2 52302+ (O w)?),
i=1 =1

where the expectation is taken with respect to R drawn uniformly from the orthogonal group.

The proof is provided in Appendix A.3. This suggests that if R is chosen randomly, the expected
MFVTI improvement deteriorates by a factor of order 1/d compared to the PCA-based choice.

In the remainder of this section, we provide some connections with Stein discrepancy as well
as other gradient-based PCA methods, and describe how to implement the proposed algorithm in
practice.

4.1 Connection with Stein discrepancy

To better understand the role of the matrix H = E, [x(V log p(x) + x)T] and why its eigenvectors
provide a principled choice of rotation, we establish a connection with Stein discrepancy and Stein
variational methods.

For a vector-valued test function g : R? — R and a distribution p(x) oc exp(—U(x)), the Stein
operator is defined as

Tpog(x) = Vlog p(x)Tg(x) + V - g(x).

For sufficiently regular g, Stein’s identity holds: E, [T,g(x)] = 0 [23]. The Stein discrepancy between
~v and p with respect to a given test function g is

|E [Tog(x)]

b

which measures how much Stein’s identity is violated under v, with larger values indicating a greater
discrepancy between the two distributions.
For a linear test function g(x) = Ax with A € R?*?  we have

|E'v [Tpg(x)] | = |IE7 [V log p(x)TAx + tr(A)] | = |tr(HA)|.

Thus, the matrix H fully encodes the Stein discrepancy between v and p within the class of linear
test functions. In particular, for A = 00T for a unit vector 6, the Stein discrepancy simplifies to

By [Tog(x)]| = 0T HO)|. 9)

This suggests that the eigenvectors of H = E, [Id - VU (x)] identify the directions along which
p deviates most from -y, as measured by Stein discrepancy. In particular, eigenvectors with large
negative eigenvalues correspond to directions where U exhibits greater average curvature than
the Gaussian, indicating that p is more concentrated than -y, whereas large positive eigenvalues
correspond to directions where p is flatter. In short, the eigenvectors of H provide the principal
directions of discrepancy between p and the Gaussian, while the sign and magnitude of the associated
eigenvalues indicate both the nature (concentration vs. flatness) and the severity of the deviation.
Therefore, aligning the coordinate system with the eigenvectors of H directly targets the most
non-Gaussian directions.

10



The Stein operator also characterizes the instantaneous rate of change in KL divergence under
perturbations of . If 7. is the law of x + eg(x) for x ~ ~, then (see [40, Theorem 3.1])

d
KL 1) = B [T9(x)].
Hence, the perturbation g that maximizes E, [7,9(x)] yields the steepest instantaneous decrease of
KL divergence. This variational principle forms the basis of the Stein variational gradient descent
(SVGD) algorithm [40].

For mean-field approximation, the update is restricted to coordinatewise perturbations. If we
further restrict ¢ to linear maps, i.e. g(x) = Ax with A = diag(a), then

d
L RLOE )]y = —tr(HA).

Optimizing over diagonal A with [|A||mon < 1 yields

d
max tr(HA) = H2)Y2,
A diag: [|Al[prob<1 (HA) (; i)
achieved when a « diag(H).

If we apply the coordinatewise linear perturbation to the rotated target pr, whose corresponding
H matrix is H(pr) = RHRT, the maximal rate of KL decrease becomes

d

(Soommrng) "

i=1

This coincides with the objective derived in Theorem 3.4 from the perspective of projected Fisher
information. This provides yet another justification for choosing R to be the eigenvectors of of H: it
yields the rotation under which coordinatewise linear updates achieve the steepest descent in KL
divergence.

4.2 Other gradient-based PCA methods

Using PCA-based techniques to identify important directions for a function or probability distribution
is a well-established strategy. For instance, in constructing low-dimensional response surfaces for
high-dimensional functions f, the active subspace method [12] identifies directions of greatest
variability by computing the principal components of E [V f(x)Vx f(x)T].

In Bayesian analysis, PCA-based dimension reduction has also been widely explored [13, 59].
The certified dimension reduction (CDR) method [59] seeks to approximate a distribution v by
modifying another distribution p along a low-dimensional subspace. Specifically, CDR considers
approximations of the form

VR, 0(x) o L(R]x) - (%),

where R, € R¥" is an orthogonal projection onto an r-dimensional subspace and ¢ is a profile
function. In the Bayesian setting, v is the posterior, u is the prior, and such approximations are
effective when the likelihood updates the prior primarily along a low-dimensional subspace.

11



When p satisfies a subspace logarithmic Sobolev inequality, this inequality provides an upper
bound on the reconstruction error infy KL(v || vg, ¢). The bound is minimized when the columns of
R, are chosen as the leading eigenvectors of the relative Fisher information matrix

Fl(v,p) =E, VlogK(VIOgK)T )
T [

which is the central idea behind CDR [59].

In our setting, if we take v = p as the target and u = ~ as the standard Gaussian, the matrix
FI(p,~) is not tractable, since evaluating it requires samples from p—the very challenge we aim to
overcome. This is also why CDR relies on iterative procedures. A natural alternative is to swap
the roles of p and +, considering instead FI(y,p), which can be estimated by sampling from -.
However, although the leading eigenvectors of FI(vy, p) identify the subspace that are, in some sense,
optimal for modifying p to better approximate -y, these directions are not necessarily well-suited for
constructing mean-field approximations.

To illustrate, consider the Gaussian target p = N (p, ). In this case, the optimal rotation is
the one that diagonalizes ¥, making pr a product measure. However, for this target FI(v,p) =
(X7 —1y)? + X7 up™> 1 whose eigenvectors generally do not align with those of . Even when
p = 0, where FI(,p) = (X! — I;)?, the eigenvectors of FI(v, p) may still fail to recover those of ¥.

1

For example, if 7! = i), then FI(v, p) = €214, whose eigenvectors are not identifiable. This

occurs because the two eigenvalues 4 of ¥~ — I; collapse after squaring, erasing the directional
information.

By contrast, for the Gaussian target, the eigenvectors of H = I; — ™! always diagonalize X,
yielding the correct rotation for mean-field approximation. These examples illustrate the importance
of the rotation choice in our algorithm: rotations that are optimal for other objectives may not
necessarily be suitable for mean-field approximation.

4.3 Implementation

In practice, the matrix H can be estimated via Monte Carlo

N
~ 1 . B
HNzlxz(Vlogp(xi)qui) , xi’ifl% 1<i<N,

and then symmetrized as (H + HT)/2. An alternative unbiased estimator is + ZZ]\LI x;Vlogp(x;)T +
14, but the form given above may yield lower variance when p is close to -, since in that regime
Vlogp(x) 4+ x is close to zero.

Rather than computing the full eigendecomposition of H , it is often sufficient to compute only
the leading r eigenvectors associated with the largest eigenvalues in magnitude. These eigenvectors
then form the first r columns of RT. We can encode such an orthogonal matrix R efficiently as a
product of » Householder reflections I — ijwjT for unit vectors w;, 1 < j < r. This representation
requires only O(rd) storage and O(rd) computation to apply R or RT to a vector in R

Because H is the cross-covariance matrix between x ~ v and the relative score V log p(x) + x,
we term this approach relative score PCA. A summary of the procedure is given in Algorithm 2.
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Algorithm 2 Relative score PCA
Input: Target distribution p; number of PCs r; Monte Carlo sample size N
Generate x; 4 N'(0,1,) for 1 <i < N

Compute H = + Zf\il x;(V log p(x;) + x;)T and symmetrize as H = (H + HT)/2

return Top r eigenvectors of H corresponding to the largest eigenvalues in magnitude.

5 Iterative Gaussianization

We have discussed how to perform MFVI in a rotated coordinate system, which yields a rotation and
a coordinatewise map that transforms the target closer to the standard Gaussian. This procedure
can be naturally repeated to progressively pushes the target distribution toward Gaussian.

Specifically, let p = p(®) denote the target distribution. After k — 1 iterations (k > 1), suppose
the transformed target distribution is p*~1). In the k-th iteration, we first choose an orthogonal
matrix Ry € R¥? (e.g., via relative score PCA) and define the rotated target p%tl) = Rp#p—1,
Next, we solve the MFVI problem to find the optimal coordinatewise transformation

* 3 k_l
F} = argmin KL(F#’YHPS%k ))'
FeF

Finally, we apply the inverse transformation to Gaussianize the rotated target, yielding the new
target

*— k—
p(k) — Fk 1#}75% 1).

The iterative Gaussianization procedure is summarized in Algorithm 3.

Algorithm 3 Iterative Gaussianization

Input: Target distribution p; number of iterations K
Initialize p(® = p
for k=1 to K do
Select orthogonal matrix Ry

Define rotated target p%c]:l) = Ry#p—Y

Solve Fl: = argmin KL(F#’Y || p%g,:l))
FeF

Update p(¥) = F;A#P%k_l)
end for
return Gaussianization transformation FI*{l oRigo---o0 Fl*f1 o Ry

After k iterations, the cumulative transformation of the original target leads to
p®) = (F; ' oRpo---o Ff 7' o Ry)#p.

Equivalently, the inverse of the sequence of transformations pushes the standard Gaussian toward
the target distribution, resulting in the approximation

g™ = (RT o Ffo...0 Rl o Ff)#. (10)

13



The Jacobian determinant of this transformation is the product of the determinants of each
coordinatewise map F}*, since rotations have unit determinant. Therefore, the density of q™®) can be
evaluated efficiently, which can be used in a subsequent step to correct for the bias in ¢*) through
importance sampling or MCMC.

By construction, each iteration brings the target distribution closer to the standard Gaussian in
KL divergence, regardless of how Ry, is chosen. We have the following proposition.

Proposition 5.1. The KL divergence is non-increasing in k:

KL(7 | p™) < KL(y | p* 1),
KL(¢™ ||p) < KL(¢* Y |p), Vk>1.

Moreover, Lemma 3.1 and Theorem 3.2 together imply that if p(*~) £ ~, then there exists a
rotation Ry, such that (v, Rp#p®*—1) > 0, thus KL(v || p®®)) < KL(v || p®*~1). In other words,
if the target is not yet standard Gaussian, then strict improvement is possible by choosing an
appropriate rotation.

5.1 Stationary guarantee

Now suppose we draw the orthogonal matrices at random from a distribution with full support (e.g.,
uniform), and define the average MFVI improvement as

Anrvi(p) = Er [Ampvi(R#D)] -

This functional is divergence-like: it is always nonnegative, and it vanishes if and only if p = 7.
Indeed, if Aypyi(p) = 0, then Aypyr(R#p) = 0 for almost every R, which implies (v, R#p) = 0
for almost every R. By Theorem 3.2, this forces p = 7.

The algorithm implies Aypyi(Re#p*~1) = KL(y || p*~Y) — KL(y||p*)). Summing over
k=1,...,K,

K
> Arvi(Ritp®* ) = KL(y [[p®) — KL(y | p") < KL(3 | p).
k=1

Therefore, Y1, Anpvi(p*=Y) < KL(y || p), which implies that Aypyi(p%)) — 0 almost surely as
K — oo, and mini<g<g AMFVI(p(k*I)) = O(%) As Appvi(p) = 0 if and only if p = v, the above
can be understood as a first-order stationary guarantee of the iterative algorithm [3].

5.2 Convergence for Gaussian target

When the target distribution is multivariate Gaussian, p = N (0, X), the behavior of our algorithm
can be analyzed more explicitly. In particular, we can characterize how quickly the KL divergence
decreases at each iteration. Here, we consider rotation matrices that are drawn uniformly at random.
In the context of Gaussianization for density estimation, random rotations have previously been
proposed by [37] as a computationally efficient alternative to ICA and as a way to escape local
minima. More recently, Draxler et al. [15] studied the convergence rate of Gaussianization with
random rotations in the density estimation setting, where the objective function is the forward KL
divergence KL(p || v), which is different from the reverse KL in our sampling setting.

14



In Algorithm 3, after each iteration the target is transformed so that its MF approximation
is the standard Gaussian 7. Therefore, we assume that the MF approximation of p = A/(0,3) is
already ~. Given a randomly sampled rotation R, the KL divergence after MFVI is decreased from
KL(v || NV(0,%)) to infep, . KL(g||N(0, RERT)).

The following theorem shows that, in expectation over random rotations, the KL divergence
contracts by a multiplicative factor that depends on the condition number of ¥ and the dimension d.

Theorem 5.1. Let £ = Apax(2)/Amin(X) denote the condition number of ¥. Then

Br| inf Ki(q ||N<0,RERT>>} < (1= ) - KLOINO.3)

where the expectation is taken with respect to the uniform distribution over rotation matrices R.

The proof is given in Appendix A.4.

Note that in the contraction factor (1 — W), k is the condition number of the target
distribution at the current iteration. As the transformed target approaches -y, the condition number
converges to 1, and the contraction factor approaches (1 — d—iQ) Moreover, the theorem shows that
the number of iterations required to reduce the KL divergence below a fixed threshold grows linearly
with the dimension d, which coincides with the rate proved in [15] for the forward KL setting.

Figure 1 provides a numerical demonstration. In each plot, the y-axis is the number of iterations
required in order for the KL divergence (averaged over 30 independent replicates) to fall below 0.01.
The left two panels vary the dimension d, while the right two panels vary the condition number
k. The first and third panels correspond to random rotations, while the second and fourth panels
correspond to the relative score PCA in Algorithm 2, where the top principal components explaining
more than 50% of the variance are selected.

These results confirm that with random rotations, the number of iterations required scales
linearly with d, but sublinearly with . In contrast, the PCA-based rotation strategy requires
far fewer iterations, growing much more slowly with dimension and remaining nearly constant in
condition number. This highlights the advantage of using relative score PCA over random rotations
for selecting rotations.

5.3 Related work

We discuss some related work on Gaussianization for density estimation and normalizing flows.

Gaussianization for density estimation In density estimation, Gaussianization methods
iteratively transform data to become more Gaussian. Each iteration alternates between rotations,
which reduce dependence among coordinates, and marginal Gaussianization, which transforms each
marginal to a standard Gaussian. In its original form [11], rotations are determined by independent
component analysis (ICA), which does not have closed-form solutions and can be slow to compute
in high dimensions. An alternative is to choose the rotation matrices by PCA, but the iterative
algorithm may get stuck in local optima [37]. Laparra et al. [37] propose to use random rotations,
which makes each iteration faster to compute, but may require more iterations to converge. From
the perspective of continuous-time particle flows, a related density estimator is developed by [54] and
later extended by [53], which constructs the Gaussianization map by alternating between random
rotations and simple transformations that are either coordinatewise maps or radial expansions.
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Figure 1: Number of iterations required for the KL divergence to fall below 0.01. The left two
panels vary the dimension d, and the right two panels vary the condition number . The first and
third panels correspond to random rotations, while the second and fourth panels use the PCA-based
rotation. Results are averaged over 30 independent replicates.

Gaussianization flow [43] treats the rotation matrices as trainable parameters, which are parametrized
as products of Householder transformations. The flow is trained as a usual normalizing flow, where
the rotations and componentwise transformations are optimized jointly. The authors show that the
resulting Gaussianization flow is a universal approximator given a sufficient number of layers.

Normalizing flows Normalizing flows define the variational family as the pushforward of a simple
reference distribution, typically v = A(0, I), through a diffeomorphism 7y parametrized by 6 € ©.
The pushforward measure is denoted gy := T9#. By the change of variable formula, the density of
qo is given by

g0(x) = (75 (%) - [V ' (x)],

where 7, ! is the inverse of the transport map 75 and V1, '(x)| is the absolute value of the
determinant of the Jacobian of 7, L at x. The KL divergence between g9 and p can be expressed as

KL(gs || p) = Ey [log7(x) — log [V7y(x)| — log p(7p(x))] -

In practice, the KL divergence is optimized via gradient-based optimization, where the gradient is
estimated by Monte Carlo samples from ~.

Because evaluating the log-determinant term log|V7y| can be computationally expensive,
transport maps are often parameterized so that the Jacobian is lower triangular. For example,
polynomial basis expansions have been used to directly approximate the Knothe-Rosenblatt
rearrangement [18], but the number of parameters grows rapidly with dimension. Normalizing flows
construct the map as a composition of simple transformations, each with a triangular Jacobian.
Popular examples include autoregressive flows [33], RealNVP [14], and neural spline flows [17];
see [47] for a survey. However, the structural constraints of these flows limit their expressiveness,
often requiring many layers to capture complex distributions. Overparameterization can also make
training unstable, and empirical studies show that very large Monte Carlo sample sizes are needed
for reliable optimization via stochastic gradient descent [1, 8].
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6 Numerical results

We evaluate the effectiveness of the proposed algorithm on several posterior sampling tasks. In
the first three examples, we compare MFVI along principal component axes against standard
MFVI. In the final two examples, we compare the iterative Gaussianization algorithm against
normalizing flows. Code for reproducing the experiments is available at https://github.com/
liusfi5/iterative-gaussianization.git.

For MFVTI, the componentwise transformations are parametrized by rational quadratic splines [17]
with 10 knots, with range boundaries set to (—8,8). When selecting rotations using relative score
PCA (Algorithm 2), we use a Monte Carlo sample size of 1000, and retain the top principal
components that explain 95% of the variance unless otherwise noted. Optimization of variational
objectives is carried out with Adam [32], using a learning rate of 0.01 and a fixed Monte Carlo sample
of size 1000. For evaluation, we generate 2000 samples from the learned variational distribution to
compute metrics such as maximum mean discrepancy (MMD), kernelized Stein discrepancy (KSD),
effective sample size (ESS), and evidence lower bound (ELBO). When reference samples from the
target distribution are needed, we generate 2000 samples using the No-U-Turn Sampler (NUTS;
[27, 9]) with 20 chains, 25,000 burnin iterations and 50,000 sampling iterations with thinning, unless
otherwise noted. To account for randomness, each experiment is repeated 20 times independently,
with random initialization and random training/evaluation samples.

Since the performance of reverse KL-based variational inference is sensitive to initialization, we
employ a Laplace approximation to obtain a good starting point. Specifically, we find the minimum
x* of the potential function U(x) = —logp(x), and the corresponding inverse Hessian matrix
C* = (V2U(x*))~!. We then shift the target distribution by x* and rescale each coordinate by
(C’;i)l/ 2, thereby centering the target near the origin and approximately normalizing the marginal
variance. A similar initialization strategy was used in [1].

6.1 Bayesian logistic regression

The Bayesian logistic regression model is defined as

B~ N(0,0%1,),
yi | i, 8 ~ Bernoulli(S(z]8)), 1<1i<n,

where S(x) = (1+e~%)~! is the sigmoid function, z; € R represents the covariates, and y; € {0,1}
represents the binary response. We take n = 20, d = 10, and fix 0 = 2. The covariates are generated

as x; w N(0,Xx), where Xx = UDUT, U is a random orthogonal matrix, and D is diagonal with
entries equally spaced on a log scale from 107! to 10'. The responses y; are drawn i.i.d. from
Bernoulli(0.5).

Effectiveness of relative score PCA We compare three choices of the rotation R used in MFVTI:
e R = I;: No rotation is performed, corresponding to the standard MFVI.
e R is a uniformly random orthogonal matrix.

e R is formed by the principal components explaining 95% of the variance (Algorithm 2).
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Figure 2: MFVI with different rotation choices in the Bayesian logistic regression example. Left:
R = I; (no rotation). Middle: R is a random orthogonal matrix. Right: R chosen by the proposed
relative score PCA method.

Figure 2 visualizes the learned variational distribution against the target distribution. The blue
dots represent reference samples drawn from the target using NUTS, with 1000 iterations for burnin
and 10,000 iterations for sampling, and thinning every 5 iterations. The red dots represent 2000
samples drawn from the learned variational distribution. The left and middle panels show that
standard MFVI or MFVI in a random basis severely underestimates posterior variance. In contrast,
the right panel shows that MFVI with PCA-based rotation yields a much closer approximation to
the true posterior. This suggests that relative score PCA is able to identify important directions in
the target distribution, and applying MFVTI along these directions leads to a better approximation.

Iterative algorithm We next demonstrate the iterative Gaussianization algorithm with randomly
sampled rotations. We denote the method by Rk, where k is the number of iterations. These are
compared against one-step MFVI (R = I;) and PCA-based MFVTI as described above. We compute
the maximum mean discrepancy (MMD) and the negative evidence lower bound (—ELBO) between
the learned variational distribution and the reference samples.

Figure 3 summarizes the results, with error bars showing variation across 20 independent runs.
As the number of iterations increases, MMD decreases and ELBO improves, confirming that iterative
Gaussianization progressively improves the approximation. However, even after 11 iterations, the
performance is still worse than the one-step PCA-based MFVI. This indicates that while random
rotations yield gradual improvements, selecting rotations via relative score PCA is substantially
more effective.

6.2 Posteriordb benchmarks

We further evaluate our method on posterior distributions from posteriordb [42], a repository of
benchmark Bayesian models. We consider 12 low-dimensional targets with dimensions ranging from
2 to 8, and compare standard MFVI against PCA-based MFVTI (using the top PCs that explain 95%
of the variance).
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Figure 3: Comparison of MMD (left panel) and negative ELBO (right panel) on the Bayesian logistic
regression example. The first bar (green) represents standard MFVI while the last one (red) is the
PCA-based MFVI. The ones in between (blue) represent iterative Gaussianization with random
rotations, with the number of iterations indicated on the x-axis.

For each target, we report the MMD, KSD, ELBO, and ESS of the learned variational distribution.
The MMD is computed with 2000 reference samples drawn from NUTS. We report the mean and
standard deviation (in parentheses) of each metric over 20 replicates. The results are shown in
Table 1.

We observe that PCA-based MFVI greatly outperforms standard MEFVI most of the time. For
the target hmm, standard MFVI achieves a smaller MMD, but PCA-based MFVI achieves a smaller
KSD and a much larger ESS. For the target gp-regr, standard MFVI is slightly better in all metrics,
indicating that the original coordinate system is already a good choice for MFVI. For all other
targets, PCA-based MFVI outperforms standard MFVI, sometimes by a large margin, in all metrics.
Given the small computational overhead of PCA, performing MFVT in the PCA-based coordinate
system is a simple yet powerful enhancement to standard MFVI.

6.3 Poisson generalized linear mixed model

Generalized linear mixed models (GLMMs) are widely used to model grouped data, yet full
Bayesian inference for such models can be computationally challenging due to the high-dimensional
random effects and strong dependencies between global and local parameters [19]. Appropriate
model reparametrizations can markedly improve both MCMC mixing [48] and variational inference
accuracy [55]. We consider the Poisson GLMM studied in [55, Section 8.1]:

ﬂOa ﬂl ~ N(Oa 100)7
0? ~ InvGamma(0.5,0.5), b; ~ N(0,0?), 1<
yij ~ Poisson(e™), n;; = Bo+ Prxij +bi, 1<j<m.

The global parameters are denoted by 8¢ = (o, fo, 51), and the local random effects by b; (1 < i < n).
Data are generated as in [55] with n = 500 and m = 7, giving a total dimension of 503. Following [55],
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MMD KSD
MF PCA MF PCA
MO 0.065 (0.005)  0.014 (0.014) | 1.269 (0.078)  0.409 (0.154)
arK 0.241 (0.002)  0.087 (0.004) | 20.983 (2.837) 10.557 (1.075)
garch 0.218 (0.005) 0.146 (0.013) 1.611 (0.088) 0.828 (0.104)
gp-regr 0.010 (0.010)  0.015 (0.014) 0.272 (0.079) 0.286 (0.087)
hmm 0.016 (0.013)  0.036 (0.008) | 2.962 (0.972)  1.875 (0.785)
kidscore-interaction 0.399 (0.010) 0.032 (0.012) | 71.362 (5.679) 50.733 (5.515)
mesquite 0.270 (0.002)  0.092 (0.005) | 5.212 (0.953)  4.671 (0.809)
nes-logit 0.339 (0.004) 0.015 (0.016) | 15.934 (0.700) 2.199 (1.263)
normal-mixture 0.045 (0.006) 0.024 (0.010) | 13.926 (0.752) 4.255 (1.738)
radon 0.055 (0.004)  0.013 (0.010) | 22.615 (1.702)  9.175 (2.992)
sesame 0.151 (0.004)  0.018 (0.016) | 9.845 (0.609)  2.149 (0.616)
wells 0.214 (0.004)  0.039 (0.006) | 18.410 (0.884)  2.971 (0.715)
ELBO ESS
MF PCA MF PCA
MO 2438 (0.0)  -243.7 (0.0) | 1455.5 (270.9) 1941.7 (35.0)
arK 88.3 (0.1) 92.3 (0.1) | 12,9 (11.5)  257.4 (127.4)
garch 4484 (0.0)  -447.8 (0.0) | 106.3 (94.8)  422.8 (230.9)
gp-regr -23.5 (0.0) -23.5 (0.0) | 1931.8 (15.9) 1874.7 (150.1)
hmm 167.6 (0.0)  -166.8 (0.0) | 158.0 (122.5) 1501.5 (137.9)
kidscore-interaction ~ -1888.3 (1.1) -1884.3 (1.5) 9.1 (7.1) 7.5 (4.7)
mesquite 317.6 (0.1)  -311.2 (0.2) 75 (7.8)  62.6 (32.8)
nes-logit 781.8 (0.0)  -780.7 (0.0) | 90.3 (97.3) 1630.2 (33.8)
normal-mixture -2098.9 (0.0) -2098.7 (0.0) 680.9 (322.6) 1866.3 (25.9)
radon -18562.2 (0.0) -18562.1 (0.0) | 1551.8 (200.4) 1939.4 (15.4)
sesame 1071 (0.0)  -106.6 (0.0) | 330.6 (166.0) 1890.0 (83.5)
wells 1954.1 (0.0)  -1952.6 (0.0) | 56.0 (48.3) 1610.4 (42.4)

Table 1: Average performance metrics for posteriordb experiments, with standard deviations over

20 independent replicates shown in parentheses.
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the local effects are reparametrized as IN)Z = (b; — \;)/L;, where \;, L; depend on 8¢ and are obtained
from a Gaussian approximation of the conditional distribution of b; | O, y;; see Appendix B.1 for
details.

For the reparametrized posterior, Tan [55] considers a Gaussian variational approximation of
the form g¢(8c) - T2, g3, (b;), where g is a full-covariance Gaussian and each qj, is a univariate
Gaussian. We apply our rotated variational inference to the same reparametrized target. To keep
the number of parameters comparable and demonstrate the effectiveness of relative score PCA, we
approximate the rotated target with a product Gaussian distribution.

Figure 4 shows the posterior distributions of the global parameters (o, 8y, 81), and Table 2
reports the posterior means and standard deviations averaged over 20 independent replicates. The
two VI methods, Gaussian VI and MFVI+PCA, are compared against MCMC. For the regression
coefficients 5y and B1, both VI methods match the MCMC posteriors reasonably well. For the
variance component ¢, however, Gaussian VI severely underestimates the right tail of the posterior,
leading to a biased posterior mean and underestimated variance. MEVI4+PCA provides a noticeably
better fit to the posterior of o, with more accurate mean and variance estimates. It also yields a
smaller average MSE in estimating the posterior means and standard deviations of the local effects
b; (Table 3). In this Poisson GLMM example, the reparametrization does not fully eliminate the
dependence between the global parameters 8¢ and the local effects b;’s. Unlike Gaussian VI, which
ignores this dependence, the proposed method exploits score information to construct rotations that
better capture the global-local dependence structure.

o Bo B1

.:'. .'"_ £
6 2.0
1.5

4
1.0
2 0.5
0 0.0
1.25 1.50 1.75 -3.0 -2.5 -3 -2
—1 MCMC 17! Gaussian VI L— 1 MFVI+PCA

Figure 4: Posterior distributions of the global parameters in the Poisson GLMM example.

6.4 Sparse logistic regression

We consider the sparse logistic regression model given by
7 ~ Gamma(0.5, 0.5),

Aj w Gamma(0.5, 0.5), J3; ~ YN

; ~ Bernoulli(S(7 - x] (B o )\))) 1<i<n.
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Gaussian VI MFVI+PCA MCMC

o 1.42 + 0.05 1.44 £ 0.07  1.46 £ 0.09
Bo -2.49 £0.08 -2.52 4+0.09 -2.50 £ 0.10
B -2.25+£0.17 -2.28 £0.17 -2.25 £ 0.18

Table 2: Posterior mean and posterior standard deviations for the global parameters in Poisson
GLMM.

Gaussian VI MFVI+PCA

Mean 0.0007 0.0004
Standard deviation 0.0043 0.0032

Table 3: MSE in estimating the posterior mean and posterior standard deviations for the local
effects b; in Poisson GLMM, averaged over 1 < i < n.

Here, 7 € R, is the global scale parameter, A € Ri is the per-dimension scale, and 3 € R? is the
regression coefficient. We fit the model on the German credit dataset [28], which has 25 numeric
covariates including an intercept. The dimension of the posterior distribution of (7, A, 3) is 51.

We compare the proposed method with the neural spline flow (NSF) [17], a popular normalizing
flow model. To ensure fair comparison, we match the number of layers in NSF with the number of
iterations in our method, and use the same number of spline knots in both. Each neural network in
NSF has 1 hidden layer of size 5, resulting in about five times as many parameters as our method.
Both methods are trained with 1000 samples using Adam with learning rate 0.01. NSF is optimized
for 200 iterations, while our method uses 100 iterations per layer, keeping the wall-clock times on
the same magnitude.

We report the KSD, MMD, ELBO, and the mean squared error (MSE) for estimating the
posterior mean and variance. We do not report ESS, as the variance in its estimation is too large to
be meaningful. All metrics are computed using 2000 samples from the learned variational distribution
and 2000 reference samples drawn from NUTS.

The results are shown in Figure 5, with error bars indicating variation across 20 independent runs.
We vary the number of layers/iterations over 2,4, 6 on the z-axis. We observe that the proposed
method significantly outperforms NSF in terms of KSD, MMD, and MSE for estimating first and
second moments, while requiring less computation time. The gap is especially pronounced when the
number of layers is small.

One could potentially improve the performance of NSF by increasing the number of layers or
enlarging the capacity of the neural networks. However, training a more complex model comes with
higher computational cost and requires careful hyperparameter tuning. Furthermore, any change in
the architecture requires retraining the entire model. In contrast, the proposed method consists
only of solving multiple MFVTI problems, which are much easier to optimize and require minimal
tuning. Moreover, if the number of iterations is deemed insufficient, additional iterations can be
added seamlessly without retraining the earlier ones.
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Figure 5: Average performance metrics for the sparse logistic regression experiment, with error bars
showing variation across 20 independent replicates.

6.5 Item response theory model

Item response theory (IRT) is a statistical framework for analyzing responses to test items, such as
exam questions or survey questionnaires. The model assumes that the probability of a correct response
depends on the latent ability of the individual, the difficulty of the item, and the discrimination
parameter of the item. We consider the logistic-link IRT model as defined in [52]. Specifically, for
individual ¢ € [I] and item j € [J], the correctness of the response y;; is modeled as

Yij | Qi, aj, bj ~ Bernoulli(S(aj (91 — bj))),

where 6; is the ability of individual 7, a; is the discrimination parameter of item j, and b; is the
difficulty parameter of item j. The prior distributions are given by

a; ~ LogNormal(0, 02), j € [J],

04 ~ LogNormal(0, 2%),

bj ~ N, 03) j € [J],

o ~ N(0, 5%), o3, ~ LogNormal(0, 2%),

GZNN(O, 1), 1€ [I]
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MMD (PC-1)  MMD (PC-2)  MMD (PC-142) MMD (PC-143)

NSF 0.799 (0.023) 0.853 (0.021) 0.224 (0.022) 0.326 (0.024)
Gaussianization  0.312 (0.021)  0.310 (0.035)  0.180 (0.018)  0.115 (0.047)

W, (PC-1) W, (PC-2) W, (PC-142) W, (PC-143)
NSF 2.022 (0.073) 2.120 (0.064) 0.096 (0.026) 0.069 (0.011)

Gaussianization ~ 0.714 (0.032)  0.667 (0.057)  0.042 (0.005)  0.016 (0.006)

Table 4: Results for the item response theory model. Sliced MMD and sliced W5 in the principal
component directions are reported, with standard deviation in parentheses.

We use the benchmark dataset from Stan! with I = 20 and J = 100, resulting in a posterior
distribution of dimension 143.

Due to the high dimensionality of the target distribution, we use the sliced MMD and sliced
Wasserstein-2 distance (Ws) to evaluate the performance of the learned variational distribution. We
consider the first two principal components (PC-1, PC-2) of the reference samples, as well as the
last two principal components (PC-142, PC-143). These PCs correspond to the directions where the
target distribution has the largest and smallest variance, respectively. We compute the sliced MMD
and sliced W5 along these directions, using 2000 samples from the learned variational distribution
and 2000 reference samples.

The NSF uses the same architecture as in Section 6.4, with 6 layers, and is trained with Adam
(learning rate 0.01) for 1000 iterations. The proposed method uses 4 iterations with PCA-based
rotations that include all principal components. Each MFVI problem is optimized with Adam
(learning rate 0.01) for 200 iterations.

The results are shown in Table 4. The numbers in the parentheses represent the standard
deviation across 20 independent replicates. We observe that the proposed method consistently
outperforms NSF across all metrics, demonstrating its ability to approximate the target distribution
more accurately along both high-variance and low-variance directions.

7 Conclusions

We proposed an algorithm for sampling from unnormalized density by iteratively performing MFVI
in carefully rotated coordinate systems. The rotations are designed to make the coordinates least
dependent and most “non-Gaussian” in order for MFVI to bring the maximal improvement. The
rotation is chosen through a PCA procedure based on the relative scores of the target distribution,
which is fast to compute, cheap to store, and allows the method to capture complex distributions with
minimal parametrization. This provides a computationally efficient alternative to overparametrized
normalizing flows. We analyzed the algorithm through projected Fisher information, established
entropy contraction rate for Gaussian targets, and demonstrated its effectiveness on posterior
sampling tasks.

In practice, the transport map obtained by the algorithm is approximate, meaning that the
approximation ¢(*) defined in Equation (10) does not exactly match the target. The quality of the
approximation can be evaluated using diagnostics such as effective sample size, since the density

Thttps://github.com/stan-dev/stat_comp_benchmarks/tree/master/benchmarks/irt_2pl
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of ¢'¥) is available in closed form. If the approximation is insufficient, additional iterations can be
added without modifying earlier ones. When estimating posterior expectations, variance reduction
can be achieved with quasi-Monte Carlo methods [41]. Any residual bias can be corrected, either by
using ¢*) as a proposal in importance sampling or by applying Metropolis-Hastings corrections in
MCMC [22]. The Gaussianization transformation can also serve as a pre-conditioning step to make
the geometry of the target more amenable to MCMC [49, 26].
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A Proofs

A.1 Proof of Theorem 3.2

Proof of Theorem 3.2. Fix an orthogonal matrix R. Let the first column of RT be # € S4~! and the
remaining columns form #+. Since 7 satisfies the MFVI optimality condition for pr(x) = p(RTx),
we have

B, Ve, logpr(x)] = Va, log 71 (21).

Define 7(x) := log p(x) + % ||x[3, then this is equivalent to E,_, [(, Vr(RTx))] = 0. Thus, for any
~-integrable function ¢ : R — R,

E, [(0,Vr(R™x)) - ¢(x1)] = 0.
By the change of variable y = RTx ~ -y, we have
E, [(0,Vr(y)) - 4(07y)] = 0. (11)
Write the Hermite polynomial expansion of r as
r(x) = Y o Hex(x),
keNd

where the sum is over all the multi-indices in N? and Hey(x) = Hle Hey, (x;) is the product of
univariate Hermite polynomials. We use the normalized probabilist’s Hermite polynomials, which
satisfy

]E’Y [Hek(x) . Hek/ (X)] = 5k,k’7
He! (z) = /m - He,,_1 ().
For k € NY, let |k| = Y0, Ky, k! =[], ki, and 6% = T]%_, 6%+

1=1"1
The derivative of r with respect to x; can be expressed as

vl‘ir(x) = Z Ck\/Ei : Hek—ei (X)’

keNd
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thus

(0, Vr(x

M&

0; Y ac/ki - Hex_e, (x)

i=1  keNd
Setting ¢ = He,, in Equation (11) gives
0=E, [(8,Vr(x)) - He,, (7x)]
d
=0 > acVki By [Hey_e, (x) - Hep, (07x)]
i=1  keNd

By the addition formula of Hermite polynomials (https://dlmf.nist.gov/18.18#1i1i)

He,, (07x Z 9“' Hej(x),
lil=
the last equation becomes
d
0=> 60> ak », - [Hex o, (x) - Hej(x)] .
i=1  keNd [il=m

Since the expectation vanishes unless k — e; = j, it reduces to

d
m)! e
O:Z@Z Z Ck\/k; (kfel.)!ek
i=1 k:k—e;|=m
d ml
= > a0
i=1 k:|k|=m+1

= (m+1)Vm! Z %-Gk.

k|k|=m+1 ¥V

Since this holds for almost every § € S¥~! and any m € N, it follows that ¢, = 0 for all |k| > 1.
This proves that r is a constant function, and hence p = ~.

O

A.2 Proof of Theorem 3.3
Proof of Theorem 3.3. The proof largely follows the proof of [35, Theorem 2.5]. Using the Fokker-

Planck equation, one can show that

CKL(a|lp) = ~T(aip), (12)

With the definition of h;;, the projected Fisher information I (gt,p) can be expressed as

I :=I(qs,p) = Eq, [17e]13] , (13)
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Differentiating both sides of Equation (13) and following the calculation in [35, Section 6.4], we have

d -
a‘[t Qt [HVht”%rob + <Vht= VQUVht>] ;

where Vh, is a diagonal matrix. Denote J; = Eq, [[[Vh||3,0,]- By the assumption that A\; <
V2U =< LI, we have

Eq, [[1hel3] < Eq, [(he, VPUR] < LBy, [[Ih]]3] -
Therefore,

d - ~ d - .
— I + 20 < =2 -, — I, +2L1, > -2
dtt+ t S ts dtt+ t = t

which leads to

t t
e 2Lt], — 2/ e 2Lit=9) Jyds < I, < e M, — 2/ e~ 2Mt=9) 1 ds.
0 0

Integrating ¢ from 0 to oo, and using Equation (12), we have
Lj 1/00Jd < KL(v||p) = lim KL(q | p) < —1T 1/00Jd
— Iy — — sds < — lim < —Iy— < sds.
5,10 L/ s Tip)— qc || p ox0 X Jo §

The proof is completed by the fact that tlim KL(qt || p) = infgep,,.q KL(q || p) [35, Theorem 2.4]. [

A.3 Proof of Corollary 4.2

Proof of Corollary 4.2. Since R is uniformly distributed, we have
d

> (RHRT),

=1

Eg =d - Ervnitge-1) [(rTHr)?] .

Because the distribution of r is invariant to orthogonal transformations, we have
d

E [(rTHr)Q} =E [(rTDr = [ ZVZ ] = Z E [VZVJTzQTJQ]

ij=1

Define y = (r%,...,72). Note that y = HXHQ, where x ~ N (0,1;). Since z? “d Gamma(1/2, 2) for
1 <4 < d, we have y ~ Dirichlet(1/2,...,1/2). Then it is known that (see e.g. [34, Chapter 49])

3 1
Elrfl = —" _ E[r2? = ——_ foriq.
[rz] s [T‘ZT‘j] o) or i # j
Therefore,
1
(rTHr)
r r Zl/ d—|—2 +Zylyjd(d+2)
d d
2
d +2) Z )
=1 i=1
Combining this with Theorem 3.4 completes the proof. O
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A.4 Proof of Theorem 5.1

Proof of Theorem 5.1. Because the MF approximation of A'(0,3) is the standard Gaussian, we
have (X71);; = 1 for 1 < i < d. Write the eigendecomposition of ¥ as ¥ = UAUT, where
A = diag(A1, ..., Aq). Denote v; = 1/);, then they must satisfy

zd: zd: :
; — )\,

1=1 =1
The initial KL divergence is equal to

Lo = KL(N(0, 1) | N(0,%)) = 1Z(logA + 5 Zlog)\

N

For an orthogonal matrix R, the MF approximation of V'(0, RERT) is N(0,.S), where S is diagonal
with S;;' = ((RZRT)™');;. Write R = RU, then

d P2

Ry

= (RAT'RT);; = § j -

The KL divergence after MEFVI is
£y = KL(N(0,5) [ V(0, RERT))
1
5 [tr(S(RERT)’l) +log|2| — log S| — d}

d d
S [ (SRAT AT 3 tog A — Y loa Si —d].
=1 i=1

Note that

_ _ d d Rz d 1
tr(SRAT'RT) =Y Sy . Sii - o =
( ) ; ; 5 Si- g,

J =

Thus

[Zlog)\ —Zlogsn} :%{Zlog)\ +Zlogz

[\J\F—‘

Note that R = RU is a uniformly distributed orthogonal matrix. Applying Lemma A.1 with
v; = 1/);, we have

[ZlogZRUVJ} d+2 Zlogyl
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Therefore,

Er[£4]

IN
DN =

d
lZlog)\ d+2 QZlogkl
(1 d+2 )ZIOgA

1
2
- (- i) o

O

Lemma A.1. Suppose v; > 0 and Zl 1 Vi =d. For vpmax = max v; and Vpin = mlnd V;, assume
1<i<

1<i<d
Ymax < 5. Then

Vmin

d

Egr ZlogZR”V] #Zlog%,

where the expectation is taken over uniformly distributed orthogonal matriz R € R*4,

Proof. Note that each row of R is uniformly distributed on S¥~! = {v € R? : vTv = 1}. Denote
y = (R%,...,R2), so we have Y. | y; = 1 and E [y;] = 1/d. The expectation on the left-hand-side
is equal to

Er ZlogZR vi| =d-Ey

d
logZVZyZ] .
=1

Define the random variable W = Z?:l v;yi, which satisfies

Vmin S w S Vmax,

&\»—‘

=it

Applying Lemma A.2 with g(z) = —logz and the random variable W, we have

207 Var [W] < —E [logW] < . [W].
Similarly, define Z as the random variable that is uniformly distributed on {v1,...,v4}. Then Z
is also bounded between vy and vmax, and satisfies E [Z] = %Z?:l v; = 1. Applying Lemma A.2
again with g(x) = —logx and the random variable Z, we have
507 Var [Z] < —E [log Z] < T [Z].
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By Lemma A.3, we have Var [W] = -2 Var [Z]. Therefore,

d+2
E [log W] < ——— Var [W]
1 2
=Tz _di2 Var [Z]
1 2
< ———" .22 EflogZ
—21/2 d+2 Vmin [Og ]

SRR S o
S @rowd g Vi

This proves that d - E |log E?Zl l/iyl} < W z;lzl log v;. O

Lemma A.2. Let X be a random variable that is bounded between [a,b]. Let g : [a,b] — R be twice
continuously differentiable. Then

1 1
L int () Var [X] < E[g(X)] — (E[X]) < L sup ¢"(x) Var [X].
2 x€[a,b] 2 z€la,b]

Proof of Lemma A.2. Denote u = E [X] € [a,b] as the mean of X. Taking the Taylor expansion of
g(X) around p gives

1 1
> inf g"(@)(X —p)* < g(X) —g(n) — g’ (W)(X —p) < 5 sup g"(x)(X — p)*.
2 x€[a,b] 2 z€la,b]

Taking expectation of both sides proves the result. O

Lemma A.3. Suppose r is uniformly distributed on the sphere S%=! and y; = r2. Suppose
vi,...,vg >0 and satisfy 2?21 vi=d. Then

d 9 d ,
; Viyi‘| = m ;(Vz - 1) .

Proof of Lemma A.3. Becausey = (y1,...,yq) ~ Dirichlet(1/2,...,1/2), we have from [34, Chapter
49] that

Var

1
il — &

+1

<&
=

Cov [y, y;] =

ol
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. d
The variance of )., v;y; can be computed as

d d
Z I/iyi] = Z Var [v;y;] + Z Cov [v3ys, V;yj)
i=1 i=1 i#j
.
+ ViV
+ Z J d 1

d
:Zy?
i=1 L#J 2t
1
:nydd + Zyﬂ/]d

2 i,7=1

Var

Ul

(VIS8

B Additional details for the experiments

B.1 Poisson GLMM

We use the first approach introduced in [55] to reparametrize the posterior of the Poisson GLMM.
The conditional distribution of b; | 8¢, y; is proportional to

p(bi | 96,y:) o p(bis 0,0%) - [T p(yig | 1:9), mj = Bo + Braij + by
j=1

The log likelihood log p(ys; | 1:5) = yijni; — e is approximated by its second-order Taylor expansion
at the MLE /™MYE:
2 ~MLE

1 . g
log p(yij | mij) = _ihij(nij — )%, hyy = el

and logp(b; | 8¢, y:) is approximated by the quadratic function

1 1 & R
—ﬁb? - 52%‘(@) + Braij + by — iy "),
j=1
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The reparametrization b = (b; — A\;)/L; is determined by this Gaussian approximation. When
yi; = 0, we follow [55] and define the MLE as ﬁ%\fLE = 9(y;; +0.5) where ¢ is the digamma function.

A mean-field Gaussian approximation is first fitted to the reparametrized posterior, and its mean
and standard deviation are used to center the target. This initialization step runs for 200 Adam
iterations with a learning rate of 0.1. Both Gaussian VI and MFVI4+PCA are then optimized for
100 iterations using the same learning rate 0.1. Gradients are computed using 5000 Monte Carlo
samples.
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